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ABSTRACT. It is shown how to construct a Liapunov function
for proving the stability of the third order BDF method,

when the differential system and the step size satisfy the

condition,
h( f(u) - £(v), u—v) < -1T§< u-v, u-v ) .

The constant -%5 is best possible, even for linear systems with constant

coefficients.

1. INTRODUCTION

The k-step Backwards BRifference Method (BDF) is defined by the polynomials
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After the transformation,

=2l 1(2) = o(2) (%‘5 » s(z) = o(e) - (%l) k
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we obtain,

s(z)=(5-g-]r)k
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Let

x = Re 2, D= - inf Re r(z)/s(z) (1.3)

It is well known that the interior of the instability region €/S is equal
to the numerical rangeof r(z)/s(z) for x>0, and hence - D, may be called
the stability abscissa of:the k—step BDF method. .It is well known that

D, =D, = 0, since the methods are A-stable for k<2, and that Dk>0 for k>2.

2. DETERMINATION OF D, .
n

The image of the imaginary axis under the mapping q = r(z)/s(z) will be
tangent to the line Re q = D at at least two points, corresponding to

%k
z = 1yk, yk > 0. It follows that

dy

Re r(iy;)/S(iy;) = - D,
Re 4 (1y)/s(1y)‘ =0

y“yk
Note that 1+iy = 2v‘1; it follows that idy = -2V 24V. Then, the latter

equation is equivalent to
k .
d 149 \
Im(V—d—-E— =0,
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for y(V) = Yy and hence
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o=In J v =1m !_%%vz_l =0
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Note that (1-Vv)/v° = V—1(1—V—1) = l%il . &%:1-= —>X;ﬁi-is real. It follows

that Im(1l - Vk) = 0 and hence Vk is real. It follows that, for the k—step
BDF method,

2

1+y k
s(iy*) = ('——E;Eﬁ— ) is real (2.1)



For small values of k the general shape. of the stability region is known,

6) yﬁ is the smallest

end it follows that (at least for 2 < k <

strictly positive value of y such that s(iy) is real, and hence
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In particular,
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3. CONSTRUCTION OF A LIAPUNQV FUNCTION FOR THE BDF METHOD FOR k = 3.

Let

r*(z) = r(z) + Dy * s(z).

1t follows from (1.3) that

%QB Re r*(z)/s(z) = 0.

For k = 3, let
8r (z)
8s(z)

ro(z) + r1(z)
sO(Z) + s1(Z)

where ro, sO are even functions, r1, s1 are odd functions.

It follows from (1.2) and (2.4) that, for k = 3,
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Note that ro(z) and s1(z) have the common factor

.o
z = iys.
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z2+3, which vanishes for



We shall now seek a representation [1] ,

Re r*(z) . S(E) = A(z)x + B(z), (z = x + iy)
k
Az) = J |o.(2)]?
j=1 Y
k‘l
B(z) = ) |¥.(2)]|°
=1

where the ¢3 are k linearly independent polynomials (of degree less than k),
and the Wj are k' polynomials (of degree less than k+1), which need not be
linearily. independent. The relation of this representation to the construction

of a Ljapunov function is described at the end .of this paper..

We shall try the algorithm suggested in [1], and consider therefore,

—_ 9 1.2 .2
Re ro(z)s1(;) = 3 |2+3]°
r, (z)
1 1 56 z
= ——g o = e
splz) 367 9 3,2,
Re(3z2+1)2‘= x(3|z|2 + 1)
- 1 2. .12 6 2
Re So(z)r1(g) = 3¢ [32741]° + 2§x (3] z] +1)6
2 2 1 2 2 6 2 p)
ay(z) = £12%431% + 37 |327+1] + 2 22+ 2

which can be written in the form,
-2 — 2 T
Ay(z) = (27, 1, z)-AO (2%, 1, 2)

with the matrix

10/4 h1/6 0
Ay = 41/6 53/2 0
0 0 56/3

In order to construct B(z), we consider

e (i)sg(-iy) + v (ix)s, (iy) = (r2e)(R-3%1) + TpP(P19)) =
=-%§(—y2+3)2(y2+9)

(The divisibility by (-y2 + (y*)g)2 is foreseen by the theory in [1].)



We therefore try

B(z) = l-|z2+3|2(|z|2+9)
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and calculate

Re
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[ro(z)so(57 + r1(5)s1(2)] - B(z)

p(z) = (247) + (6]2]%+18) = 6(zZ + 77°) + 18(2+7)

2T (4,9 o 2 2 1 6, 18, (2
=%|z| + QE-Rez + —% + T§|z| + %Elzl Re22+fg%§
1 6 6112 2 2 L L 2
TE'Z' +‘T§|z| Rez  + T%lzl + T%|zl + ?ERez +
6|z|)4 + 18Rez” + 6|zI2Rez2 + 18|z|2 =
|2 + 18).

=

The construction is successful if the quadratic form A(z) = Ao(z) + AA(z) with

the matrix,

10/k
L1/6
6

A=

is positive definite. This is the case, since we have the factorization,

A= RTDR
1
R = 0
0

In order to obtain
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B 36 ]
T3 =3 15 0 0
1k 1 704
1 | s D=g o = 0
0 1 0 0 i?g%g

the Liapunov function we apply the transformation

L = &t
z-1

=P rog 4

2

=z -2 + 1
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(g+1)(g=1) = ¢~ -1



to the quadratic form

(1D A (251 2,
We obtaln
T 11 1 2 1 ;2
(E2 T 1) |2 -2 0 Al1 -2 1 C =
1 1 =1 17 0 -1 1
b1 -27 9 ’c2
16,—2
=—=@ T 1) |21 23 -9 4
9 -9 5 .

The conclusion of the theory in [1] is that the quadratic vector form,

)
G(y )= )
=0
where g,, = b1, 810 = -27 etc., is a Liapunev function for the third

855 € Ynei® Ynej) o

order BDF method in the following sense:
Consider a differential system dy/dt = f(y) and suppose that the function f
and the step-size h satisfy the cqp@itiog,
h ~<u-—v, f(u) - f(v) '>< - -]—5 <u—v, u-—v>‘,
where (,., . > is an innner product in R®. Let wos v be two vector sequences

obtained by the application of the third order BDF method with different

initial conditions to this differential system, and put

_ . _ -
Yntk-1 Vn+k-1
Un = un+k-2 Vn = vn+k—2
u \'2
n n

Then, for n = 0,1,5;...

(U ,, - vn+1) < G(Uu - Vn).
The error bounds given for G-stable methods in [2] or [3] are easily modified
to this case. For example, in Theorem 1 of [3], one need only put

Y = -2hy - hn - T% and assume that y > O.
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