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Abstract

The top quark and electroweak bosols{ andZ) represent the most massive
fundamental particles yet discovered, and as such refecttlirto the Standard
Model's greatest remaining mystery: the mechanism by whittparticles
gained mass. This report summarizes the work done withinojhrew group
of the Tevatron-for-LHC workshop. It represents a collectdf both Tevatron
results, and LHC predictions. The hope is that by considesimd comparing
both machines, the LHC program can be improved and aided bwylkdge
from the Tevatron, and that particle physics as a whole cagnbiehed. The
report includes measurements of the top quark mass, seai@mhsingle top
quark production, and physics of the electroweak bosonadibin colliders.
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1 Introduction

The top quark and electroweak bosols¥{ and2) represent the most massive fundamental particles yet
discovered. Thus, they are not only the newest additionsst&tandard Model (SM) of particle physics,
but are also the most interesting because their large mesfeeslirectly to the SM’s greatest remaining
mystery: the mechanism by which all particles gained make.SU(2) x U(1) gauge structure of SM

is successful at describing all interactions, and is anngisééngredient for the theoretical consistency
of the theory, but if the symmetry were exact it would requafieparticles to be massless. Thus, the
symmetry must be spontaneously broken. In the SM itselfishiefined by introducing a Higgs boson
together with a potential that insures it has a non-zero @gfien value in empty space. However,
even if this assumption is correct, the Higgs has as yet dlastperimental observation, and it could
be that the SM description is incomplete or even simply irexr Theoretical arguments related to the
hierarchy of scales or triviality of the Higgs potentialrther suggest that the SM description is at best
a stand-in for some more natural explanation. Unravellirgdetails of the true nature of electroweak
symmetry-breaking (EWSB) is one of the most pressing chgéle awaiting particle physics.

The top and electroweak bosons, as the most massive ohjetis 5M, are those which felt the
symmetry breaking the most profoundly. Thus, they must eotlye most strongly to the agent of EWSB
(be it a SM fundamental Higgs, or the result of some more fitrislynamics) and a detailed study of
their properties represents an excellent chance to ledireatly about EWSB itself. They are interesting
in their own right and are produced copiously at both the ffemeand the LHC. Thus, it is natural as run
Il of the Tevatron draws to a close, and the LHC era beginsxamine how well we can measure all of
the quantities needed to describe these particles, andieotwd machines may complement each other
in our quest to explore EWSB through study of massive ohjects

In addition to the interest in top and the electroweak bosortheir own right, they are also
interesting “standard candles” that may allow us to underbtthe SM predictions at the LHC in the
light of Tevatron data. It may be that the resolution of the E\ynamics involves new particles, and
their observation as we probe the energy frontier may be stoléng than deviations in the properties
of top, W, or Z from SM predictions. If so, a key ingredient to observingsth@ew states is that we
be able to infer very precisely what the SM prediction for ginyen signature should be. Top and the
electroweak bosons have signatures which can be extreristigctive at hadrons colliders, including
charged leptons, missing energy, hard jets, and massiweaeses in distributions. Understanding how
to predict signals involving these objects at the LHC carefiefrom Tevatron data, and the Tevatron can
provide a laboratory to test out analysis ideas in a bettderstood environment, before they become
essential at the LHC.

This report is collection of both Tevatron results, and LHEdictions. The hope is that by consid-
ering and comparing both machines, the LHC program can beowed and aided by knowledge from
the Tevatron, and that particle physics as a whole can behaatiby combining information from both
machines. Subsequent chapters deal with measurement wiptlggiark mass, searches for single top
quark production, and understanding the physics of thd@releeak bosons at hadron colliders.



2 Measurement of the top quark mass
2.1 Introduction
Contributed by: T. Tait

The top quark mass is one of the fundamental parameters dtanelard model (SM), related
to the top’s coupling to the Higgs by the tree level relatlipsn; = y;v. The top mass, like all SM
fermion masses is a manifestation of the breaking of therelweak symmetry fronsU (2);, x U(1)y
to electromagnetism. As the heaviest fermion, the topligtsymmetry-breaking the most strongly, and
thus is a natural laboratory to learn about the dynamicseobtieaking. Thus, the hope is that precision
measurements of the top quark will either confirm the SM’sype of electroweak breaking, or show
deviations which will point the way to a more complete theory

Even within the SM, the top’s large mass implies that it iscigle The large coupling of the Higgs
boson to top inferred from the mass suggests that ratesdoegses involving both Higgs and top can be
large. The top essentially determines the Higgs coupling/togluons (induced by a loop of top quarks)
and is significant in determing the coupling to two photor@{plementing a loop off” bosons). The
top mass is an essential input in determining the SM prexfidor these processes. In addition, the top
contribution to flavor-violating processes in the SM (sushbattom- or strangeness-number violating
processes, which occur at loop level in the Standard Modalsually dominant, because the large top
mass disrupts the GIM mechanism and permits these prodestd® place.

Perhaps the most famous role the top mass plays in the Stelidalel is through the corrections
to electroweak precision observables at loop level. Theigimn of experiments at LEP and SLAC is
enough to be sensitive to loop contributions of the Higgstapdand thus given the top mass measured at
the Tevatron, the precision data can be used to predict thetamknown mass of the Higgs boson. The
most important top mass dependence contribution to thérBleeak observables arises via the one-loop
radiative correction termr [[1], related to the W mass through the reIatimm%V = Wi@@w(l +

Ar). Ar depends on the top mass via terms proportionakigm?, while the Higgs mass gives rise to
terms proportional tdog my/my : therefore, the dependence on the Higgs mass is much wéwsier t
the dependence on the top mass and without a precise measuii@im,, no information aboutn ;; can
be extracted. The current value of the top massg,{ = 172.7+ 2.9 GeV/@) [E] results in the following
constraints on the Higgs boson massy; = 9173 GeV/&, my < 186 GeV/S at 9% C.L. limit.
The allowed region in then(y,, m;) plane is displayed in Fig. 2.1.1, for different Higgs bosoasses,
in the SM and in the MSSM.

Even in theories beyond the Standard Model, the large tofs cesimply a special role for top.
In the minimal supersymmetric standard model (MSSM), thggdiquartic interaction is determined
from gauge couplings, and requiresy < m at tree level. This would be largely ruled out by the
LEP-II searches for the Higgs boson, if it were not for therquen corrections from loops of the top
quark — large because the large top mass implies strongingupl the Higgs, the MSSM would be
excluded by the null LEP search. As it is, the precise valu¢gheftop mass determines a prefered
range of MSSM Higgs masses. As a further test of physics lbjtom Standard Model, the top mass
(along with the strong coupling constant) determines the @&tliction for the rate oft production,
and correlated measurements of the top mass and crossnséettest theories which contain netv
production mechanisms, or objects which decay like the talgand thus can be confused in the top
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event sample.

The following sections describe the methods used at thetrbevéo measure the top quark mass
in the various channels, summarize the systematic unoemithat dominate the results, and explain the
techniques for combination of results. In addition, theestption for the top mass measurement during
Tevatron Run Il, and the plans for the LHC are also included.

2.2 Top Mass Determination at the Tevatron
Introduction
Contributed by: C. Gerber

The top quark is pair-produced #p collisions through quark-antiquark annihilation and giuo
gluon fusion. The Feynman diagrams of the leading order @u®processes are shown in [ig. 2.2.2. At
Tevatron energies, thg; — tt process dominates, contributing 85% of the cross sectibB.g§ — tt
process contributes the remaining 15%.

q t

g t g t 9 t
I K gl

g t 9 t 9 t

Fig. 2.2.2: Leading order Feynman diagrams for the produnati tt pairs at the Tevatron.

Within the SM, the top quark decays via the weak interactma ¥ boson and & quark, with
a branching fractiorBr(t — Wb) > 0.998. Thett pair decay channels are classified as follows: the
dilepton channelwhere bothi? bosons decay leptonically into an electron or a muan (uu, ep);
the /+jets channel where one of thél” bosons decays leptonically and the other hadronicatye(s,
utjets); and thall-jets channelwhere bothil” bosons decay hadronically. A fraction of thdeptons
decays leptonically to an electron or a muon, and two neagrilThese events have the same signature
as events in which th& boson decays directly to an electron or a muon and are treatedrt of the
signal in the/+jets channel. In addition, dilepton events in which onehefleptons is not identified are
also treated as part of the signal in thgets channel. Twé quarks are present in the final state afa
event which distinguishes it from most of the backgroundcpsses. As a consequence, identifying the
bottom flavor of the corresponding jet can be used as a safettiteria to isolate thet signal.



Template Method
Contributed by: U.-K. Yang

The template method relies on reconstructed distributidise top quark mass from Monte Carlo
for a wide range of mass values. The top quark mass is theacgxtr by comparing the reconstructed
top quark mass distribution from data to the Monte Carlo niesglates using a likelihood fit.

In this method, the reconstructed top quark masg’{°) in each event is obtained by using kine-
matic constraints on the top quark decay products. We redhbat botht andt¢ have the same mass,
and that twdV particles have mass equal to 80.42 GeV (PDG value). Fof+jets channel these con-
straints are sufficient to construet;““°, even though the longitudinal momentum of the neutrino is no
measured. For the dilepton channel these constraints ageifficient due to the two missing neutrinos.
We therefore have to assume some kinematic distributiosescben the Standard Model when calculating
the reconstructed top quark mass for each event.

Lepton+jet channel The tt events in the/+jets channel are selected by requiring a high-pt lepton
(electron or muon), large transverse missing enefgy, (@nd at least four jets. Even though kinematic
constraints on the top pair system are sufficient to defineailvectors of the top quark decay products,
we still need to figure out the correct jet-parton assignsienhis task is very challenging, because the
association between partons from the top quark decay awase&acted jets is complicated by many
processes, for instance parton shower, hadronizationearetonstruction. In addition, the observed jet
energy is not precisely measured and additional jets ageptén the event from initial and final state
gluon radiation. Only 50% of the time the leading four jetatain four hard-scattered partons from the
top quark decays. In this analysis we perform a kinemgtidit to choose the best assignment and to
extract the reconstructed mas$©e for each event. Thg? expression is given by:

i, i i UE,fit UE,
_ | | (p%fzt N p%meaS)Q | ( r Jit pj meaS)Q
X - 22:6,4]6153 + E]:x,y
ag; O‘j
(Mj; — Mw)* | (Mg, — My)? L My — M)?*  (Myg, — My)?
Ty Ty r? I

whereo, ando ., are the resolutions of the lepton and four leading jets z4tfdando. , are corresponds
to the unclustered energy in the calorimeter. The jet easrgie corrected to the parton-level. In each
event there are 12 combinations for jet-parton assignm¥rd.pick the combination with the lowest
x? as the best assignment. An additional requiremen{?of < 9 is found to give the best expected
statistical uncertainty on the top quark mass. This requeire effectively rejects badly reconstructed
events or background events).

Information fromb tagging is very powerful in finding the correct combinaticro improve the
statistical power of the measurement, CDF divides the sarbated on the number of taggedgets
(0, 1, and 2-tags) whereas DO uses only events with taggets. A typical reconstructed top mass
distribution for signal Monte Carlo (178 GeV sample) is shaw Fig.[2.2.3. The blue histogram in the
same figure shows the case for the correct jet-parton assignrAs can be observed, the resolution of
the reconstructed mass is much better with niet@gged jets.

The uncertainty in the jet energy scale is the dominant syatie error on the determination of
the top quark mass. We use the dijet magsfrom hadroniclV’ boson decay to reduce this error. The
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Fig. 2.2.3: The light histograms show the reconstructedjteark mass distribution for ther8 GeV /c*> HERWIG tf sample,
and the blue histogram for the correct jet-parton assighmen

quantity m;; is sensitive to the jet energy scale but is relatively ingiesto the true top quark mass.
Thus, we can calibrate the jet energy scale in situ whilensizacting the top quark mass. CDF has used
both them;; templates and the a priori determinationJ&fS described in Se€. 2.3. All pairs of untagged
jets are used to get the best sensitivity to the jet energhg.s&arameterized signal templates for the
my°°® andm;; are shown in Fid. 2.214. In the tagged samples, the size éfbaends is small. Most of
the background comes froW boson production associated with real heavy flavor jetsssn@ated jets
with a misidentifiedb-jet (mistags), and QCD backgrounds due to fake leptonskddaand templates
for the W+ jets with heavy flavor production and mistags are obtainechfALPGEN Monte Carlo
samples. The mistag template is also used for the QCD baghkdrdecause the non-isolated lepton
data (QCD enriched sample) shows a very similar shape to igtagrsample.

The reconstructed mass distribution from data is finally parad to parameterized signal tem-
plates for different values of top quark mass and jet enecgyes and background templates using an
unbinned likelihood fit. Gaussian constraints on the pebepergy scale and expected background rate
are used. Thus, the likelihood fit to the data returns the murabsignal events, the true top quark pole
mass and the jet energy scale. This simultaneous fit to thguagk mass and the jet energy scale results
in significant reduction of the total uncertainty as moredsatdded to the analysis because the dominant
systematic uncertainty, the jet energy scale, is part o$thistical error. Currently, the template method
used by both CDF and DO treats all events equally regardiegsedifferent mass resolution in each
event. We might be able to improve the resolution on the t@slgmass by introducing a weight to each
event.
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Fig. 2.2.4: [Left] Signaln}“** templates for 1-btag(T) sample are shown with top quark esasanging from45 GeV/c” to
205 GeV/c? and withJES set to 0. [Right] Signatn;; templates for the 2-btag sample are shown with differentesbf the
JES.

Dilepton channel Reconstruction of the top quark mas$°® in the dilepton channel is difficult be-
cause much of the final state kinematic information is losie Template method has to make kinematic
assumptions on unconstrained variables, and obtain thmbpildy distribution of the reconstructed top
quark mass for each event. The most probable value of thi#dison is taken asn;°“ for each event.

An unbinned likelihood fit is performed to parameterizechaigand background templates to extract a
top quark mass from data, like was done in fkgets channel. CDF has developed three template meth-
ods, depending on the choice of the assumed kinematicldistins. The neutring-weighting method
(NWA) uses they distributions of the two neutrinos; the full kinematic meth(KIN) uses theP, of the

tt system; and the neutringweighting method (PHI) uses theof the two neutrinos.

In the NWA method, we calculate}“ for possible solutions for variougvalues of the neutrinos.
A probability for each solutiony is given by the measured missing enerdj)(and its resolutiond,,

ay).-

p=exp (_(Efz — —pZ)Z) e <_(Ery — P —p5)2> .

202 202

The top quark mass that maximizes this probability is takemg“® for each event. The template
method DO has developed is similar, but the probability factesolution is based on the prediction of
the matrix element.

Kinematic Methods
Contributed by: U.-K. Yang

In the previous section we have shown that the reconstruofeduark massn;““° has a strong
linear correlation with the true top quark mass. Howeveg, riiethod relies heavily on the calibration

9
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Fig. 2.2.5: TheL,, distributions for three different top mass values are shown

of the jet energy scale. CDF has developed a novel methodhwisies the transverse decay length of
b-hadrons from top decays to measure the top quark mass. Téttsothavoids the jet energy scale
uncertainty as it relies on measurements by the trackingisys

In the rest frame of the top quark, the boost factgrtp theb quark from the top decay can be
written as

_m%—l—mg—m%,v my

2memy, my

We can see that the top quark mass is strongly correlatechveithong as the top quarks are produced at
rest. At the Tevatron, top quarks are mostly produced nedngst given that the transverse momentum
of the top quark is small compared to its mass. Thus, the gedif@time of theb hadrons can be used
to extract the top quark mass. CDF used the transverse degiy lof theb-hadrons [.,) as a measure
of the lifetime of theb hadrons. Fid. 2.2]5 shows,, distributions for three different top quark masses.
We can see that the,, distribution has good sensitivity to the top quark mass. aise this method
requires only a taggethjet from top quark decays, events with three jets in tgets are included.
Dilepton events can be easily included in the method, whietplan to do in the near future.

The transverse decay length, is obtained using the secondary vertex algorithm (Sec\@xice
SecVix finds a secondary vertek,,, is calculated as the projection of the secondary vertexiposio
the jet axis. This method requires an efficient SecVtx atboriand an accurate simulation of the,,
which has been tested using a heavy-flavor enriched datdesé@mainlybb ). CDF finds good agreement
in the average value aof,,, within 1.4% between data and simulated events. The avergessof the
L., distributions are calibrated for various true top quark snealues, including contributions from
backgrounds. The top quark mass is obtained by a simple fietaverage value af,, from the data.

10



Currently the source of the largest systematic error at C@dfes from inaccurate simulation &,
including imprecise knowledge éfhadron lifetimes.

Matrix Element Method
Contributed by: F. Canelli and F. Fiedler

Both CDF and DO have implemented methods to extract the maripossible information on the top
guark mass from their limiteck event samples and thus minimize the (statistical and dyemabr. In
these measurements, a probability density as a functidmecdissumed top quark mass is calculated for
each individual observed event by evaluating the diffeatctoss-sections for production of top-antitop
pairs of a given mass and for production of background e\{@nﬁ]. The probability densities from all
events are combined into one probability for the event sanfpbm which the value of the top quark
mass is extracted. If the probability is calculated not aagya function of the assumed top quark mass,
but also of the jet energy scale, both parameters can be nedesmultaneously. Both CDF and DO have
reported a measurement in thgets channel using the matrix element (ME) metthlﬂ[G, 7Rddition,
CDF have applied the ME method to the dilepton charﬂé] [8a®d, CDF have measured the top quark
mass in the&+jets channel using the dynamical likelihood method (DL@][

In general, the probability densit¥.,; for one event to be observed in the detector can be ex-
pressed as the sum of probability densitigs, for signal andP]g'kg for n background processes as

Pevt = fsgnpsgn + Z flikgpbikg . (221)
=1

Here, f.en is the signal fraction of the event sample, and ﬂggg denote the fractions of events from
the background sources, whefg,, + > .-, fékg = 1. The probability density for a given partonic
final state to be produced in the hard scattering proces®ogional to the differential cross-section
doys of the corresponding process. The differential crossiaedor tt production will depend on the
assumed top quark mass. To obtain the differential crost#esein pp collisions, the differential cross-
section for the hard scattering process has to be convolitédhe parton density functions (PDF) of
the proton and antiproton. The finite detector resolutiotaken into account via a convolution with
transfer functions (TF) that describe the detector respoidese transfer functions are derived from
Monte Carlo simulated events.

For a measured event the signal probability density as a function of assumedjisgrk massn;
becomes

Panlim) =5 Y [ 3 dadaafeoe(an) foor(@)don(ysm) TP(y)  @22)

comby, g,y fav

(similarly for the backgrounds). Herégys(y; m:) denotes the differential hard scattering cross-section
for tt production, and’F(x, y) is the probability to observe in the detector when was produced. A
sum over all flavors (flav) of colliding partons has to be perfed, including the relevant PDFs. The in-
tegration is over the entire 6-particle phase space of allipte partonic final statesthat could have led

to the event:, and over the momentum fractionsof the colliding partons inside the proton/antiproton.
The integration is performed numerically, and assumptimmshe detector response (e.g. good lepton

11



momentum resolution compared to the jet energy resoludin}v to reduce the dimension of the in-
tegration space. The quantify ensures that the probability is normalized. The sum ovepaeton
assignments (comb) is discussed below.

The event selection for thetjets analyses (ME and DL) requires an energetic isolatedgelal
lepton (electron or muon), missing transverse energy, &adtly four hadronic jets. The reconstructed
jets in the detector cannot be assigned unambiguously fpatiens described by the differential cross-
section. Without the identification df jets, there are 24 possible assignments of jets to partams. |
events with identified jets, this number (and also the fraction of background eyastreduced. For
the ME measurement in the dilepton channel, events with tveogetic charged leptons, missing trans-
verse energy, and two hadronic jets are selected, whicheisitm?2 possible jet-parton assignments per
event. All relevant possibilities for assignment of jetgptrtons are taken into account as indicated in
Eq. (2.2.2).

In the DO and CDF ME measurement in thgets channeltt production is described with the
leading order matrix element, and +jets background is described using matrix-elements frolonas.-
tines of the Vecbos Monte Carlo generator, while QCD mulbjgckground is not handled explicitly in
the probability calculation. Jet and charged lepton angtesell as electron energies are assumed to be
well-measured in the probability calculation. A likelirebdunction is determined for the event sample
as a function of top quark mass, jet energy scale, and of ttererf,,,, defined in Eq.[(2.2]1). The
event selection and jet energy scale are taken into accouiné inormalization of the signal probability,
and the background probability normalization is determisech that the parametgy,, reproduces the
tt fraction in the event sample. The top quark mass and jet grse@e are then determined in a fit to
the likelihood.

For the CDF ME measurement in the dilepton channel, alsoethding order matrix element is
used. The background considered for this measurement &leYan production with extra jetsiy
pairs with jets, and singl&” production with jets one of which is misidentified as a lept&wo far, the
jet energy scale uncertainty is treated as an external error

In the dynamical likelihood (DL) technique used by the CDRatmoration in the/+jets channel,
the integration over all possible partonic final states i$gomed with a Monte Carlo technique, where
the mass of the leptonically decayifyf boson is generated according to the Breit-Wigner form, and
parton energies according to a transfer function. Backgisiare then not treated explicitly in the
likelihood calculation; instead, the measured top quarkanis corrected for the effect of presence of
background in the event sample.

Ideogram Method
Contributed by: M. Weber

As in the Matrix Element analyses a likelihood is calculatedeach event as a function of the
assumed top quark mass taking into account all possiblegegranents and the probability that the event
was signal or background. The approach is very similar telaigue, which was used by the DELPHI
experimentlﬂhﬂﬂw] to extract the mass of the Voihad LEP. As in the Matrix Element
method the likelihood is described as a convolution of a aisyiinction and the detector resolution.
The difference, however, is that in the ideogram method arkatic constrained fit is used to describe

12



the detector resolution, and the physics function is sifieplito a relativistic Breit-Wigner describing
the average of the invariant masses of the supposed top dgr@muark that were produced in the
event. The ME methods are based on matrix element integsatidich require significant computing
resources. The approximations of the signal and backgrpuizhbility functions used in the ideogram
method result in approximately a factor 1000 faster prangdsmes. This is a major technical advantage
of the ideogram method especially considering running aatyais multiple times for systematics eval-
uation and parameter optimization. The probabilty; is the same as for the Matrix Element methods
in equatiori 2.2J1 P, ,, and Py, are functions of the full set of observables that charaztetie event.
The event observablescan be divided in two groups. One set was chosen to providd geparation
between signal and background events while minimizing timeetation with the mass information in the
event. These topological variables are used to construisicardinantD. The other event information
used is the mass informatian;; from the constrained kinematic fit, which will give the sdivily to the
top mass. The variables used in the low-bias discrimirdatre the same as developed in Rum [16].
The first variabler; = F- it the missing transverse energy. The second variable A is the aplanarity,
which is the least eigenvalue of the laboratory normalizedn@ntum tensor of the jets and tHéboson.

T3 = HH—T measures the event centrality, whefg is the scalar sum d.| of the jets, isolated lepton,

i lesser j
min
ART™ B

and the neutrinoHp- is the sum of thépp| of the jets excluding the leading jet, = BT is

a measure of the jet separation folded together with thewease energy of the reconstructed MR, ;

is the least distance in — ¢ space between any two of the four leading jeﬂ?éfsserj is the smaller of
the two jetsEr 's. The transverse energy of the W is defined as the suhnl]qfand |p'-|. For each
variablez; we determine the probability density functiopydor tt signal and; for W +jets background
from MC. We assume these to be nearly uncorrelated and we weit [ ], s;” andb = [T, b;”". With
the weightsw; slightly adjusted away from unity far; » 3 4 the correlation to the top quark mass was
nullified. A discriminantD is built from s(z) andb(z) as:

s(x)

D(z) = s(z) + b(x)
We do use a parametrized form fbrwhere the ratios(z;)/b(z;) were parametrized with polynomial
fits E| The fitted mass informationyg; is a set of kinematic variables, calculated from a constichin
kinematic fit to the reconstructed jets, lepton and missiagdverse energy. The procedure explained in
section 2B corrects the measured jets for the portion o$tiogvers which spread outside the jet cone,
but not for any radiation outside the cone. We do furtherexirthe jet energies to that of the fragmented
partons in the MC. To derive this correction we use MC everitere the jets could be matched to the
partons of theit decay and compare the jet energy to the parton energy infamniaom the MC. The
constrained fit technique is the same as used in the DO Runglaémmass analysiﬂlG]. The fit is
performed by minimizing a? defined as:

X = (& = En)G(F — Fn)" (2.2.3)

wheref,, is a vector of measured variablesjs a vector of fitted variables, ar@ is the inverse error
matrix of the measured quantitieg;~! is taken to be diagonal. Theg? is minimized subject to the

IAdditional transformations to the;s before the fit were done for the functions to be better apprated by polynomials:

@y = eap[—(maz (0, 2ELUTNI)] &) — exp(—1las), % = In(xs), ¢ = \/Z.
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kinematic constraintg:(t — Ivb) = m(f — qgb), m(lv) = My andm(qq) = My,. The minimization
algorithm uses the method of Lagrange Multipliers; the ma&ar constraint equations are solved using
an iterative technique. The fitted mass;; and its uncertaintyr;; are taken at the minimum of the
x2. For every event we run the kinematic fitter for each of the dgsjble permutationsof assigning
the 4-momenta of the reconstructed jets to the parfébg;). The W-boson mass constraint on the
leptonic side can result in a twofold ambiguity on the newgtdiongitudinal momentump,. Both cases
are considered and the fit is repeated for each initial gudssgood approximationD and zg; are
uncorrelated, and th&,,,, and 4, probabilities can be written as the product of a probabititpbserve

a valueD and a probability to observe;;:

Psgn (.Z'; mtop) = Psgn (D) Psgn (wﬁt; mtop) (224)

and
Prie(2) = Pokg (D) Pokg(6t) (2.2.5)

The normalized probability distributions of tiiédiscriminant for signaP,,, (D) and background
Pyxg (D) are obtained from Monte Carlo simulation. The permutatiaresweighted using weighis;,
which estimate the relative probability for a certain jetrpatation to be the correct one. The relative
probability of each jet assignmeat purely depends on the? for the corresponding fit and is calculated
asw; = exp(—3x?). The signal term in Eq_2.2.4 is calculated as

300
Pign (65 Miop) Zwl [ G( ml,m 0;) - BW(m/,mt)dm/ (2.2.6)

and the background term:

P (5t) sz BG(my) (2.2.7)

The signal term consists of the compatibility of the solntiwith a certain value of the top mass,
taking into account the estimated mass resolutipfor each jet permutation. This is given by a con-
volution of a Gaussian resolution functi@(m,;, m’, o;) describing the experimental resolution with a
relativistic Breit-WignerBW (m’, my), representing the expected distribution of the averagheofwo
invariant masses of the top and anti-top quark in the eveng fop massn;.

For the background term a weighted sid@ (m;) is used, where BG(m) is the shape of the mass
spectrum obtained from W+jets in MC simulation with all éegrweighted according to the permutation
weightw; assigned to each solution. The Breit-Wigner and other pextion signal shape are normal-
ized to unity on the integration interval: 100 to 300 GeV.dsmterval was chosen large enough not to
bias the mass in the region of interest. Since each eventépendent the combined likelihood for the
whole sample is calculated as the product of the single é@tihood curves:

Esamp(mm fsgn) - H Levtj (mta fsgn)
J

This likelihood is maximized with respect to the top massand the estimated fraction of signal in the
samplefgy.
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2.3 Systematic Uncertainties
Contributed by: F. Canelli, F. Fiedler, M. Weber, and U.-K. Yang

Systematic uncertainties arise from the modeling of plsysiocesses and from the simulation of
the detector. These two sources are described in the twowfioly) sections.

Physics Modeling

Signal Modeling: Whentt events are produced in association with a jet, the additimtaan be
misinterpreted as a product of thedecay. Such events are present in the simulated events arsthe f
calibration of the method. We tuned the initial and final estgiuon radiations in PYTHIA by using
the transverse momentum of Drell-Yan events and extragublat the? region of thett production.
Uncertainties on the extra jets are estimated based onuhisgt The difference betweern cross-
sections calculated at leading and next-to-leading osd&lsb used to estimate abundance of such events.
To assess the uncertainty in the modeling of these efféws, ftaction is varied in the simulation. Also,
the relative cross-section of the procesges— tt andqg — tt is varied.

Background Modeling: The main background in the lepton+jets channel is due to tbéugtion of
jets in association with a leptonically decayifg. In order to study the sensitivity of the measurement
to the choice of background model, the factorization schlgo= m%v + Zj p?p,j used in the modeling

of W+jets events is replaced Iy = (prj)*.

PDF Uncertainty: To study the systematic uncertainty on the top mass due tchitiee of PDF used
to simulate signal and background events, the variatiomgged with the next-to-leading-order PDF set
CTEQ6M ] are used. The result obtained with each of thes&tons is compared with the result
using the default CTEQ6M parametrization. The differenegveen the results obtained with the CTEQ
and MRST PDF sets is taken as another uncertainty. Finalyvalue ofa, is varied. All errors are
added in quadrature.

Bottom Fragmentation and Semileptonic Decays: The estimate of the jet energy scale from a priori
information and fromliV — jj decays do not give direct information on thgets energy scale. The
b-jets can behave differently from gluon and light quark je¢zause of their different fragmentation
models, more abundant semi leptonic decays and differdoit ftow in tt events thai? -daughter jets.
However, we find that a major uncertainty on th@t energy scale comes from common features of
the generic jets. We study simulatedevents with different fragmentation models tejets due to the
choice of the model.

The reconstructed energy bets containing a semileptonic bottom or charm decay iscimegal
lower than that of jets containing only hadronic decays.sTdan only be taken into account for jets in
which a soft muon is reconstructed. Thus, the fitted top quaaks still depends on the semileptobic
andc decay branching ratios. They are varied within the boundsrgby the LEP resuItEhS].
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Jet Energy Scale

Since the measurement of the top quark mass requires threndleion of the four-momenta of quarks
which relies on the reconstruction of hadronic jets resglfrom fragmentation, the dominant systematic
uncertainty comes from our measurements of the jet energies

At CDF and DO, jets are observed as clustered energy depwsiti the calorimeters. Both experi-
ments use a cone algorithm defined with a radiuB f=0.4 andR.;=0.5 for CDF and DO, respectively.
Measured jet energies are corrected to best describelpaetis or partons energies. The accurate mod-
eling of the detector response as well as a good understantithe fragmentation process is an essential
requirement for these corrections.

In the following, we describe the corrections to the measye¢ energy and the determination
of thﬁverall jet energy scale in CDF and DO. A more detaibgglanation can be found iIELhEZO]
and [21].

The overall jet energy scale is the dominant systematic rteiiogy on top quark mass measure-
ments in the lepton+jets channel unless it is determinedlsmeously (“in situ”) with the top quark
mass from the same event sample. Both CDF and DO have sholwrasatyses with a simultaneous
measurement of the top quark mass and overall jet energy. $8al even for such an in situ calibration,
systematic errors still arise from the possible dependeintiee jet energy scale on the energy itself or
on the position in the calorimeter.

CDF Jet Energy Scale CDF uses the Monte Carlo simulation to determine the jetggnscale al-
lowing to correct an energy range from 8 GeV to 600 GeV. Thmeefthe major task involved in the
determination of the jet energy scale is the tuning and a&tifd of the detector simulation as well as of
the physics modeling used in the simulation.

Before corrections are derived, the energy scale for thefrelmagnetic calorimeter is set using
electrons from the decay — e™e~ and the energy scale for the hadronic calorimeter is seteo th
test-beam scale &0 GeV/c charged pions.

The corrections are divided in different levels to allow madifferent analyses in different groups
to use them and to create an experiment-wide definition afrjetgies. Firstly, measured jets are cor-
rected for all instrumental effects to a particle-leveljgtich corresponds to the sum of the momenta of
the hadrons, leptons, and photons within the jet cone.dRaivel jets are then corrected to parton level
energies.

Since the simulation is used to correlate a particle jet talartneter jet a detailed understanding
of the detector is needed. The simulation is tuned to modereésponse of the calorimeter to single
particles by comparing the calorimeter energy measureni&rio the particle momentunp, measured
in tracking detectors. Here, measurements based on bothes and CDF data taken during Run Il
are used. The calorimeter simulation is most reliable incingtral part of the calorimeters since the
tracking coverage in the forward regions is limited. Theref the forward calorimeter jet response is
calibrated with respect to the central, to flatten out thergsponse versus the jet polar angle. This
procedure also corrects for the lower response in poortyungented regions of the calorimeters. After
tuning the simulation to the individual particles respoasel achieving a jet response independent of
the polar angle, calorimeter jets are corrected to a parj@d, i.e. they are corrected for the central

16



calorimeter response. Since the correction is derived &ionulation, it is also important to ensure that
the multiplicity and momentum spectrum of particles in tiagads well reproduced by the simulation.

A further correction is made for pile-up of additiona interactions. This pile-up can lead to an
overestimate of the jet energy if particles produced in tditeonal interactions happen to overlap with
those produced in the hard scattering process. Similagyjet energy is also corrected for particles from
the underlying event, i.e. interactions from spectatorkgiand initial state QCD radiation.

Since the jet cone is of finite size some patrticles origigatnom the initial parton may escape
from the jet cone either in the fragmentation process or dymtton radiation. The out-of-cone energy
is measured in MC events. Depending on the analysis diffe@nections are used. For matrix element
based analyses these corrections correspond to the trémsfdons. Here, the full shape of the mapping
between particle jets and parton energies is used. The aden@halysis uses an average correction of
this mapping also obtained frommHERWIG MC.

The original parton transverse energy is estimated by ctingethe jet for all the above effects:

parton particle

Py = (P x Cyy — Cuir) x Caps — Cup + Cooc = Pl —Cyg + Cooc (2.3.8)
whereph'™*" is the transverse momentum of the parent parton the proedgaimed atpjfet is the
transverse momentum measured in the calorimetepﬁi'—ﬁtfde is the transverse momentum of the parti-
cle jet. The different factors in the corrections afg;, “n-dependent” correction, ensures homogeneous
response over the entire angular rangg;;, “Multiple Interaction” correction, is the energy to suditt
from the jet due to pile-up of multiplep interactions in the same bunch crossiidg;,s, “Absolute”
correction, is the correction of the calorimeter respongbé momentum of the particle jet. Particle jets
can be compared directly to data from other experimentsemrétical predictions which include parton
radiation and hadronizatiolCy g andCooc, the “Underlying Event” and “Out-Of-Cone” corrections,
correct for parton radiation and hadronization effects tduthe finite size of the jet cone algorithm that
is used. Note that théyr andCopoc corrections are independent of the experimental setupthe
CDF detector environment. All the correction factors areedrined as a function of the jet transverse
momentum but they apply to all components of the four-monmantf the jet.

Various cross-checks using different physics procesgget, Z+jet, W +jet) are done to validate
the universality of the procedure and verify the systematicertainties.

The systematic uncertainties take into account any diffeze observed between the data and the
simulation and possible systematic biases in the procasked to determine the corrections. Data and
Monte Carlo are compared in every step of the correctionguoe, and the uncertainties are added in
quadrature. The final systematic error on the jet energg ssahown in Fig. 2.3]6. The total systematic
uncertainty on the jet energy scale varies between 8% a#gwyjand 3% at high jepr. The systematic
uncertainties are largely independent of the correctigudied and mostly arise from the modeling of
jets by MC simulation and from uncertainties in the caloieneesponse to single particles.

For pr > 60 GeV/c the largest contribution arises from the absolute jet gnsagle which is
limited by the uncertainty of the calorimeter response targbd hadrons. A further reduction of the
systematic uncertainties can be achieved by improvinguhmg of the simulation, and by including
in situ single track data which recently became available, repiptest beam data used so far in the
momentum region 7-20 Ge¥And probably beyond.

At low pp the largest uncertainty arises from the out-of-cone eneigigh can be improved by
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further studying differences between the data and the gfeds of PYTHIA and HERWIG, and by
optimizing the fragmentation and underlying event moddiath generators.

T T T T T
Quadratic sum of all contributions
Absolute jet energy scale B
-+ Out-of-Cone + Splash-out
Relative - 0.2<|n|<0.6 1
Underlying Event

50 100 150 200 250 300 350 400 450 500
p;" (GeV)

Fig. 2.3.6: CDF jet energy scale systematic uncertaingesfanction of the corrected jgtr in 0.2< |n| <0.6.

DO Jet Energy Scale The measured energy of a reconstructed jet is given by thedugnergies
deposited in the calorimeter cells associated with theyjet one algorithm. Several mechanisms cause
this energy estimate to deviate from the energy of the paitvel jet:

e Energy Offset: Energy in the clustered cells which is due to noise, undeglgvent, multiple
interactions, energy pile-up, and uranium noise lead toffseta=o (R, n, £) of jet energies.Ep
is determined from energy densities in minimum bias events.

e Calorimeter Response:Jets consist of different particles (mostly photons, pika®ns, protons
and neutrons), for which the calorimeter response is differ Furthermore, the calorimeter re-
sponds slightly non-linearly to particle energies. Th@oeseRjet(E;’;t@as, n) is determined with
~v+jets events requiring transverse momentum balance. To®mplscale is measured indepen-

dently with high precision ir¥ — ee events.

e Showering Corrections: Not all particles deposit their energy within the jet condneTraction
Reone(R, E727%*,m) deposited inside the cone of radifts= /(An)? + (A¢)? is obtained from
jet energy density profiles.

Consequently, the corrected particle level jet endftj§)" is obtained from the measured reconstructed
jet energyE7t* as

corr _ Lei” — Fo. (2.3.9)
get RjetRcone

The offset energyFp is defined as the energy contribution to a jet that is not @&zt with the
hard scattering process. Contributions to the offset cama £lectronic noise, uranium noise, pile-up,
and energy from additional interactions underneath therasting physics process. The shaping time of
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the DO calorimeter readout electronics is longer than tinelerossing time of 396 ns, so the signal from
an earlier bunch crossing may contribute to the energy ofethender consideration. The offset energy
is measured from minimum bias events, which are defined agstrgggered by the condition that the
luminosity counters on both sides of the interaction poigatrat. As a cross-check, the contribution from
noise and pile-up is also measured from events without aihtsthction.

As in Run|l, DO uses the missingy projection fraction method to measure the calorimeter re-
sponse from the, imbalance in back-to-back+jet events El]. For an ideal detector, the photon
transverse momentupy. and the transverse momentum of the hadronic reésil are balanced. How-
ever, because the calorimeter response to pho®hsand hadronic jetsk"*?, is different, an overall
transverse momentum imbalance is observed:

RYpJ + Rhdprad = g (2.3.10)

The missing transverse momenty#p is corrected for the electromagnetic calorimeter respdiise
which is determined from the position of the mass peakin— e*e~ events. After that, the hadronic

response is obtained as

ﬁTcorr . ﬁj’z
(P7)?

In events with one photon and exactly one jet, the jet repaeas be identified with the hadronic re-

sponse. The jet response is determined as a function ofgegeand pseudorapidity, and an additional

correction is applied for jets in the region between theratiaind endcap calorimeter cryostats.

RMad =1 4 (2.3.11)

Part of the jet energy may be deposited outside the jet cocaube of the finite lateral shower
width and because charged particles may be bent outsidetieely the magnetic field. This effect is
measured from energy density profiles of jets. Because gluossion and fragmentation processes also
contribute to the energy density profile measurement, tefsets are corrected for using Monte Carlo
simulation.

Additional corrections are needed to reconstruct the enefga jet containing an identified
semimuonic decay of a bottom or charm hadron. The expectedethat the muon deposited in the
calorimeter is subtracted from the jet energy, and the muomemtum and the average neutrino momen-
tum added. The average neutrino momentum has been obtaimedimulated events and is calculated
as a function of the momentum of the muon and its transvergeantum relative to the jet axis.

In each event, the missing transverse momentum is adjustmding to the jet energy scale
factors applied to all jets in the event.

The measurement technique for the top quark mass is caibrating Monte Carlo simulated
events. Consequently, the ratio between data and Monte Gfithe jet energy scale and the associated
uncertainty are the relevant quantities for the top quarksmaeasurement. Because the dependence of
the jet energy scale on jet energy and pseudorapidity isetwssarily the same in data and Monte Carlo,
this ratio will depend on jet energy and pseudorapidity a. vire measurements of the top quark mass
at DO, these dependences are taken frormthjet measurement. The overall data/Monte Carlo scale
factor, JES, is either taken from the+jet measurement as well, or determined “in situ” simultarsty
with the top quark mass in measurements using leptont{jetgents.

The jet energy scale fdrjets may be different from that for light quark jets. If théatéve b/light
qguark jet energy scale is different in data from that in thewation, then the measurement of the top
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guark mass is affected. The uncertainty on this double iatEstimated by varying the ratio of the
calorimeter response to hadrons and electrons, and byngathieb quark fragmentation model. In
addition, the double ratio is cross-checked wittjet events where the jet is tagged by the presence of a
secondary vertex.

If the overallJ ES factor is determined simultaneously with the top quark mthagsstatistical error
on the latter increases by a factor of about 1.5. The unogytan the energy dependence of the jet energy
scale measurement frofrtjet events contributes a systematic error to the top quassmmeasurement
of 250 MeV B]. Currently, the largest systematic unceitiaion the top quark mass measurement with
in situ JES calibration comes from the knowledge of th#ight quark jet energy scale ratio. This
systematic error is about 1 GeV.

2.4 Top Mass Combination
Contributed by: D. Glenzinski

A world average top quark mass/;, is obtained by combining the various Tevatron measure-
ments. The average is performed by the Tevatron ElectroWéaking Group (TevEWWG) with work-
ing members from both the CDF and DO Collaborations. The mexstnt combination is described in
detail in referencéﬂZ] and includes preliminary CDF andrid@asurements using abadit0 pb~! of
Run Il data. A summary of the methodology is given in this ieect

The combination takes into account all statistical andesyatic correlations. Measurements of
M; in the lepton+jets (I+)), di-lepton (dil), and all-jet (g)l channels from both CDF and DO are com-
bined using the analytic BLUE methdﬁ 24] and cross-kbeasing a numerical?> minimization.
The experiments supply the inputs and the TevEWWG, in coflkaiion with the experts from the ex-
periment, specifies the error categories. The definitiorrmir €ategories is driven by the categories of
uncertainties considered and their correlations. For @kanm an effort to more accurately account for
the JES uncertainties correlated between the experiméetSES is broken into several sub-categories.
The error categories are discussed in detail below.

At present, each experiment evaluates the associatedrsatgtaincertainties independently, often
times using different techniques. These differences clttethe weight a particular input carries, and
thus the world averag@/; as a result. While at the present time these differencestdfie average
M, at the level ofl00 MeV /c?or less, the TevEWWG will focus on more accurately deterngrthe
intra-experiment correlations as the precision of the doatlon continues to improve. For example, by
specifying the methodology to use when quantifying paldicalasses of systematic uncertainties (e.g.
the Signal Modeling, Background Modeling, and JES unoaitg). These discussions have already
begun, although there is nothing concrete to report at ithis.tOnce LHC results become available, the
precision on the world averag®/; may be such that these same specifications may also be importa
when including the new LHC results. Thus it will be importémtdocument any common methodologies
used.

The following error categories are used when performingiheombination:

Statistical: The statistical uncertainty, calibrated to correspond6&t: coverage using pseudo-
experiments to study the r.m.s. of the resulting pull disttion.

Signal Modeling: This includes modeling uncertainties related to ISR, FIBE,RndA ¢ p variations
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in tt events.

Background Modeling: This includes modeling uncertainties related to fragnt@naQ?, and nor-
malization variations in background events.

Monte Carlo Generator: This includes comparisons of fit biases introduced whengudifferent
Monte Carlo generators to simulate events. This arguably double-counts some of the uncer-
tainty in the "Signal Modeling” category and may be revisediee gain further confidence in the
methodologies and variations used to quantify those muogleincertainties.

Fit: This includes uncertainties from limited Monte Carlo sitis, and other possible (small) residual
biases related to the specific techniques used to deterfjrier a given input.

Uranium Noise: Includes uncertainties specific to DO Run | results whichoaat for effects of noise
in the Uranium calorimeter on the jet energy determination.

In-Situ JES: This is the uncertainty from the JES as determined using thesrofin situ W — q¢’
decays. At this time this determination is completely stets dominated and is thus treated as
uncorrelated between CDF and DO.

JES Modeling: This includes modeling uncertainties from fragmentatiod aut-of-cone showering
variations which affect the determination of correctioesessary to estimate the original parton
energy from the measured jet energy.

JES B-jet Modeling: This includes modeling uncertainties specific to B-jets mmetlides fragmenta-
tion, color flow, and b-decay branching fraction variations

JES B-jet Response:This includes uncertainties arising from differences ia #ih ratio between
light-quark-jets and B-jets and is specific to DO Run II.

JES Relative Response:This includes uncertainties arising from uncertaintiesoagmted with the
n-dependent corrections made to flatten the calorimeteonsspas a function of pseudo-rapidity.

JES Calibration: This includes uncertainties arising from the limited st&ts of the calibration and
control samples used to determine several components dEiBeorrections.

The techniques used to quantify these uncertainties axzidled in detail in Sectioh 2.3 above. The
eight M; measurements presently included in the combination arensuized in Tabl@l Note
that the CDF Run Il determination in the lepton+jets chanmas both then situ W — ¢¢’ mass
and the external calibrations to determine the JES. In daleccurately account for the correlations
with other inputs that measurement is recorded as two sepiawauts with the JES components of the
uncertainty appropriately divided while the remainingtistecal and systematic uncertainties are taken
to be100% correlated. The combination of these two inputs yields #raesstatistical, systematic, and
total uncertainty as the original measurement.

In the combination, the categories of uncertainty disalisdg®ve are assumed to have the follow-
ing correlations among the various inputs:

e The Statistical, Fit, andh situ JES uncertainties are taken to be uncorrelated among alisnp

e The Uranium Noise and JES Relative Response uncertairméetaken to bel00% correlated
among all inputs from the same experiment, but uncorrelaéddeen the experiments.

2The inputs listed in Tab[e2.4.1 are the same as those useﬂehenceEZ]. Since then the two CDF Run Il measurements
have been finalized and publish [@[26] with small imgmoents to some of systematic uncertainties. However, these
improvements have not yet been included in a new Tevatrorbiwd M.
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e The JES uncertainties from B-jet Response and Calibratetalien to ba 00% correlated among
all inputs from the same experiement and data-taking p€igodRun | or Run Il) and uncorrelated
otherwise.

e The Background uncertainties are taken tal &% correlated across all inputs in the same final-
state (ie. all-j, I+, or dil), regardless of experiment ata-taking period, and uncorrelated other-
wise.

e The Signal, Monte Carlo, JES Modeling, and JES B-Jet Modedlincertainties are taken to be
100% correlated across all inputs.

The resulting global correlation coefficients are givenabl€2.4.2 and yield a world average
M; =172.7+£2.9 GeV/c? (2.4.12)

with a x2/dof = 6.5/7, corresponding to a? probability of 49%. The total uncertainty of
+2.9 GeV/c? is the quadrature sum of a Statistical uncertaintytdf7 GeV/c?, a total JES uncer-
tainty of +2.0 GeV/c?, a Signal uncertainty af.9 GeV /c?, a Background uncertainty 6f9 GeV/c?, a
Uranium Noise uncertainty df.3 GeV /c2, a Fit uncertainty of.3 GeV /c?, and a Monte Carlo uncer-
tainty of 0.2 GeV/c2. The inputs and the combined; are all shown together in Fif.2.4.7 while the
pulls and weights of each input are given in Tdble 2.4.3. Bkae of negative weights, as observed in
this case for one of the inputs, is discussed in detail inreeiee [L_Zb] and arises when the correlation
coefficient is comparable to the ratio of the total uncetiambetween two measurements.

2.5 Top Mass Expectations
Contributed by: D. Glenzinski

Using the new Run Il measurements as a basis, some simpépeldtions have been performed
in order to roughly estimate what the future sensitivity loé {Tevatron combined/; might be. The
present Run Il results each use approximassly pb—!, a factor of 15-20 less than the expected data set
at the end of Run Il. It is important to note that at present}f® uncertainty is effectively the weighted
average of then situ JES with the quadrature sum of the remaining JES unceraist that as the
data sets increase tlvesitu determination will improve and will eventually come to daoraie the JES
uncertainty. Initial studies indicate that the total JE$artainty will fall to approximatelyi.5 GeV /c?
per experiment with fb data-sets (each) and 0 1.0 GeV /c? per experiment for data-sets exceeding
4 fb each. Even under the conservative assumptionathigtthe Statistical anéh situ JES uncertainties
improve (proportional td /v/N) with increasing data-sets while all other uncertainties faxed, the
ultimate Tevatron combined sensitivity should readilyti@low AM; < +2GeV /c?. Figurd 2.5.B shows
how the total uncertainty in the I+j channel for CDF is exelcto evolve. For this extrapolation the
expected statistical uncertainties have been estimateéiigrming Monte Carlo pseudo-experiments at
several luminosity points, assuming the Standard Metipkroduction cross-section, and assuming the
signal and background acceptances do not change with tfeaging instantaneous luminosity necessary
to meet the Run Il delivered luminosity goals. With thesesammative assumptions, CDF alone with this
single channel alone is expected to do better than the atigibR estimates for the CDF combined
sensitivity ]. Using extrapolations for the other inputith the same conservative assumptions and
repeating the combination using the same error categonig@sa@rrelations discussed above predict an
ultimate Tevatron combined sensitivity afAf; < +1.5 GeV/c2 for data-sets of> 4 fb collected per
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Run | Published Run Il Preliminary
CDF DO CDF DO

all-j |+] dil |+] dil || (+);  (+j)e dil |+]

Result 186.0 176.1 176.4 180.1 168.4 173.5 165.3| 169.5
Signal 1.8 2.6 28 11 1.8 11 15| 0.3
Background 1.7 1.3 03] 1.0 1.1 1.2 1.6 0.7
Generator 0.8 0.1 0.6/ 0.0 0.0 0.2 0.8 0.0
Fit 0.6 0.0 0.71 0.6 11 0.6 06| 0.6
Ur. Noise 0.0 0.0 0.0/ 1.3 1.3 0.0 0.0/ 0.0
Sub-total 2.7 2.9 3.0/ 21 2.7 1.7 24| 1.0
JESin situ 0.0 0.0 0.0/ 0.0 0.0 4.2 0.0 0.0/ 3.3
Model 3.0 2.7 26| 20 2.0 0.0 2.0 22| 0.0
B-Model 0.6 0.6 0.8/ 0.7 0.7 0.6 0.6 0.8/ 0.7
B-Resp. 0.0 0.0 0.0/ 0.0 0.0 0.0 0.0 0.0/ 0.9
Rel-Resp. 4.0 3.4 27 25 11 0.0 2.3 14, 0.0
Calib. 0.3 0.7 0.6/ 0.0 0.0 0.0 0.0 0.0/ 0.0
JES Total 5.0 4.4 39 33 2.4 4.3 3.1 2.7/ 3.5
Syst Total 5.7 5.3 49| 3.9 3.6 4.6 3.5 3.6/ 3.6
Statistical 10.0 51 10.3) 36 123 2.7 6.3 3.0

Total | 115 73 114 53 128] 41 73] 47|

Table 2.4.1: The inputs for the most recent world aver&fecombination |L—2|2]. All values are iieV/c?. The CDF Run II
measurement in the |+j channel is specially treated as itbescin the text. The total uncertainties are the quadrature of
the individual uncertainties listed.

experiment. It should be noted that at present, as discusseek in Sectiof 213, several systematic
uncertainties are limited by the statistics of the samptesiuo quantify them. Thus it is reasonable to
expect that these, too, will improve with time to yield anmbetter Tevatron combined sensitivity.

2.6 Top Mass Determination at the LHC
Contributed by: A.l. Etienvre, A. Giammanco

Introduction

At the LHC, the top quark will be produced mainly in pairs thgh the hard procesg; — tt (90%)
andqq — tt (10%) ; the corresponding cross-section, at the next-to-lgadider, is equal to 7958%

pb : therefore, we expect roughly 8 millian pairs to be produced with 100 days at low luminosity
(corresponding to an integrated luminosity of 16 fi

In order to ensure a similar contribution to the indirect mgament of the Higgs mass, the precision
on my andm, must fulfill the following relation : Am; ~ 0.71072Amy. At LHC, we expect to
reach an accuracy of 15 Me¥/onmy and 1 GeVé? onm,. With these precision measurements, the
relative precision on a Higgs boson mass of 115 GéWeuld be of the order of 18 [@]. The various

23



Run | Published Run Il Preliminary

CDF DO CDF DO
allj 1+ il I+ dil || (14); (+). dil | 14
CDFI allj || 1.00
CDF Il 4] 0.32 1.00
CDF1 dil 0.19 0.29 1.00
DO | |+] 0.14 0.26 0.15 1.00
DO | dil 0.07 0.11 0.08 0.16 1.00

CDFIl (+j); || 0.04 0.12 0.0 0.10 0.03| 1.00
CDFIl (+). | 0.35 054 029 0.29 0.11|| 0.45 1.00

CDF 1l dil 0.19 0.28 0.18 0.17 0.10/ 0.06 0.30 1.00
DOIl 4] 0.02 0.07 0.03 0.07 002/ 007 0.08 0.03 1.00

Table 2.4.2: The matrix of global correlation coefficiengvioeen thel/, measurements of Talile 2.4.1 using the error categories

and assuming the correlations described in the text.

Run | Published Run Il Preliminary
CDF DO CDF DO
all-j +j  dil I+ dil || (+); (+).  dil |+]
Pull +1.19 +0.51 -0.48 +1.67 -0.34 +0.28 -1.11| -0.86
Weight [%] || +1.0 -0.2 +1.1] +18.8 +2.1 +36.0 +8.0| +33.3

Table 2.4.3: The pull and weight of each input from TdbleRid.the Tevatron combined/, determination using the global
correlation coefficients given in Taldle 2.14.2.

methods developed to measure the top mass at the LHC arénexpléogether with their advantages,
their disadvantages, and their corresponding systematicse

Systematic Uncertainties

For the top mass analyses presented here, performed wilHiA® or CMS, several systematic un-
certainties have been estimated. The main sources of eommsmon to several analyses, are briefly
described below.

Jet energy scale When the top quark is reconstructed via its hadronic decay {fvb — jjb), the
accuracy of the measurement of its mass relies on a precisddaige of the energy calibration for both
light jets and b-jets. The energy of the two light jets can &lécated precisely event by event using an
in-situ calibration based on the W mass constr@t [29])entie b-jet energy scale has to be calibrated
independently : therefore, their contributions to systéererrors are always estimated separately.

A jet energy scale calibration at the level ditvlfor both light jets and b-jets, should be reached at
LHC : the corresponding errors on the top mass measuremen below correspond to this level of
precision. The estimation of an absolute jet energy scatentminty has been carried out applying
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Mass of the Top Quark (*Preliminary)

Measurement Miop [GeVic?]
CDF-I di-| ol 167.4 % 11.4
DO-I  di-| o-: 168.4+ 12.8
CDF-Il di-I* —0——- 165.3% 7.3
CDF-I 4] N 176.1+ 7.3
DOl 4] ' o— 180.1 + 5.3
CDF-Il 1+j* —:p— 1735+ 4.1
DO-Il I+ —— 169.5 + 4.7
CDF-I all o 186.0 + 11.5

i 2/ dof = 65/7
Tevatron Run-I/11* -+— 172.7+ 2.9

150 170 190
M., [Gevic’]

Fig. 2.4.7: The inputs for the Tevatron combinkfi combination and the resulting world average top quark nagsjned as
described in Sectidn 2.4.

different miscalibration coefficients to the reconstrdcjet energies ; a linear dependence has been
observed.

Initial and final state radiation The presence of initial state radiation (ISR) of incomingtgas and
final state radiation (FSR) from the top decay products hampact on the top mass measurement. In
order to estimate the uncertainty due to these radiatitresidp mass has been determined with ISR
(FSR) switched on, at the generator level, and ISR (FSRhedt off. The systematic uncertainty on
the top mass is taken to be 200of the corresponding mass shifts : this should be a con$ez\edtimate,
assuming that ISR and FSR are known at a level of order (%1@].

b-quark fragmentation The systematic error due to an imperfect knowledge of thadrigfragmen-
tation has been estimated by varying the Peterson paramwietee fragmentation function (equal to
-0.006) within its experimental uncertainty (0.0025) : tmmsecutive shift on the top mass is taken as
the systematic error on the top mass.
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Fig. 2.5.8: The total uncertainty on the top quark mass ferGDF lepton+jets channel, extrapolated to larger dattsshg
the assumptions described in Secfiod 2.5 and based on thedoétgy described in referen@[ZS].

Background The background of the top quark reconstruction is dominbjedrong combinations in
tt events themselves (FSR, wrong association of the W to thresqmonding b-jet,..). Varying the back-
ground shape and size in the fitting procedure of the top masghdtion gives access to the resulting
uncertainty on the top mass measurement.

Top mass measurement in the lepton + jets channel

The lepton plus jets channel will provide a large and cleanpe of tt events and is probably the most
promising channel for an accurate measurement of the top.rithe main backgrounds are summarized
in Table[2.6.4, with their corresponding cross sectionsexmected number of events at 10 tb Before
any selection, the signal over background ratio is of theoai10~*. Events are selected by requiring
one isolated lepton (electron or muon) with > 20 GeV/c andn| < 2.5, EC’;”'SS > 20 GeV/2, and

at least 4 jets witlpy > 40 GeV/c and|n| < 2.5, of which two of them are required to be tagged as
b-jets. Jets used for these analysis are reconstructedavAtR = O.4|§ cone algorithm. After these
cuts, S/B becomes much more favorable : &/BO0.

Top mass measurement using the hadronic top decaﬂ?,lﬂ]ﬁ[@], [@]) The top mass is esti-
mated here from the reconstruction of the invariant masstufes-jet system : the two light jets from the
W and one of the two b-jets. The determination of this comiimneof three jets proceeds in two steps :
the choice of the two light jets, and the choice of the b-jebagted to the reconstructed hadronic W.

AR = /AD?2 + Ap?
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I Process | Cross section (pb) Number of events @ 10 f (millions) ||

I Signal | 250 | 2.5 millions |
bb — v + jets 2.210° 2210°
W + jets — lv + jets 7.810° 78
Z + jets — It~ + jets 1.210° 12
WW — lv + jets 17.1 0.17
WZ — lv + jets 3.4 0.034
Z7Z — IT1™ + jets 9.2 0.092

Table 2.6.4: Main backgrounds to the lepton (I g)et jetstt signal.

Events kept after the selection described above have atveatight jets above a given threshold
on their transverse momentum. In a first step, we select ttiohec W candidates in a mass window of
+ 50,55 around the peak value of the distribution of the invarianssnaf the light jet pairs, made with
events with only two light jetsA,,,;; is the width of this distribution).

In order to reduce the incidence of a light-jet energy missueement (due to the energy lost out of
cone) on the precision of the top mass measurement, aruircaibration of these jets is performed,
through ay? minimization procedure@9]m2]). This minimizationagpplied event by event, for each
light-jet pair combination. The expressionpf, given by equation(2.6.13), is the sum of three terms :
the first (and leading) one corresponds to the constraineofethpair invariant mass:;; to the PDG W
mass {nyy) ; the others correspond to the jet energy correction factgr(i = 1,2), to be determined
by this minimization &; (¢ = 1, 2) is the resolution on the light jet energy).

2 = (mjj(al,o‘? — mw)?  Enld > o) 4 el - 22))” (2.6.13)
Iy, o7 92

The x? is minimized, event by event, for each light jet pair ; théntiget pairj;, j» corresponding
to the minimaly? is kept as the hadronic W candidate. This minimization place also leads to the
corresponding energy correction factors «z. The hadronic W is then reconstructed with the light jets
chosen by thig? minimization.

Several methods have been investigated to choose the imgetgethe two candidates, and the one
giving the highest purity has been kept : the b-jet assatititehe hadronic W is the one leading to the
highestp for the top.

The reconstructed three jets invariant mass is shown ifPE6g9: the mass peak (176+10.6 GeVE?) is

in reasonable agreement with the generated value (175¢etHe width is equal to 11.9- 0.7 GeVE2.
The overall efficiencies and purities, with respect to leptdets events, are summarized in Tdble 2.6.5:
we expect with this method 64,000 events at 10'ftcorresponding to a statistical error equal to 0.05
GeV/c?.

The dominant remaining background to lepton + jetevents comes from W + jets events. The
contribution to the top mass measurement is negligible vahees of the mass peak (176:10.6 GeV£?
for signal only, 176.2+ 0.6 GeVF? for signal plus background) and of the width (1%®.7 GeVF? for
signal, 12.14- 0.7 GeV#? for signal plus background ) are identical.
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Fig. 2.6.9: Top mass distribution, with the contributioorfr wrong W combinations, in green, and, in red, from wrongtb-j
associations. This analysis has been performed using th @ MIGD generator and the full simulation of the ATLAS detector

Efficiency %) | b purity %) | W purity (%) | Top purity (%)
full mass window 2,70+ 0.005 | 56.0+0.9 63.2+ 0.9 40.5+ 0.9
mass window withint3 o.,,,, 1.82+0.04 69.1+0.8 75.8+£0.8 58.6+ 0.8

Table 2.6.5: Total efficiency and’, b and top purity of the final selected events (MC@NLO, full siation of the ATLAS
detector), with respect to lepton (electron, muon) + jeeney

Top mass measurement using a kinematic fit [32] An alternative method for the top mass measure-
ment in the lepton plus jets channel consists in reconstigithe entirest final state, in order to reduce
the systematic error due to FSR. The hadronic part is recatst in a similar way to the previous sec-
tion. The leptonic side can not be directly reconstructeel tuthe presence of the undetected neutrino,
but can be estimated in three steps :

° pT(V) — E&v_‘nss

e p.(v) is obtained by constraining the invariant mass of the lepteutrino system to the PDG W
mass value : this kinematic equation leads to pw@/) solutions

e the remaining b-jet is associated to the reconstructed W
The top mass determination is performed through a kinenfigti@lying on ay? based on mass

constraints;; = mﬁ,DG = my, ; mj; = my,p) and kinematic constraints (energy and direction of
leptons and jets can vary within their resolutions). Theimigation of thisy? is performed event by
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event, for the twg. () solutions : the one giving the lower is kept. The top mass is determined as
the linear extrapolation ofi,,(x?) for x% = 0.

With an efficiency equal to 1.%, we expect with this method 26 000 events at 10'{tcorresponding
to a statistical error equal to 0.1 Ge¥/ This analysis has been performed using a fast simulatitimeof
ATLAS detector, and will be checked with a full simulation.

Top mass measurement using larger top events (@] E*S]) Thanks to the large amount of
events produced at LHC, a subsample of lepton +tjeevents, where the top quarks havesagreater
than 200 GeV/c, can be studied. The interest of such evetiiatithe top and the anti-top are produced
back-to-back in the laboratory frame, so that their daughtall appear in distinct hemispheres of the
detector : therefore, the combinatorial background shbaldtrongly reduced.

Because of the highr(top), the three jets in one hemisphere tend to overlap. €covne this problem,
the top quark is reconstructed in a large calorimeter can® (n [0.8 - 1.8]), around the top quark
direction.

A strong dependence of the reconstructed top mass with the sine has been observed and can
be attributed to the Underlying Events (UE) contributiovglaated to 45 MeV in a 0.1 X 0.1 calorimeter
tower with the full simulation of the ATLAS detector. AfterBsubtraction, the top mass is independent
of the cone size, but lower than the generated top mass B 2&s can be seen in Fig. 2.6110. A mass
scale recalibration, based on the hadronic W, is then applie leads to an average top mass value
consistent with the generated value (see[Fig. 216.10).

With an efficiency equal to 2 with respect to this subsample, we expect with this meth@) 2vents
at 10 fo~!, corresponding to a statistical error equal to 0.2 GéV/
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Fig. 2.6.10: Fitted top mass reconstructed in a large cakdgr cluster as a function of the cluster size, for a subkaofp
events withpr (top) > 200 GeV/c, before and after UE subtraction, on the left. The piothe right shows the effect of the
mass scale recalibration. This analysis has been perfoasiad the PYTHIA generator for signal, and the full simwatof
the ATLAS detector.
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Systematic uncertainties on the top mass measurement in thepton + jets channel The system-
atic uncertainties on the top mass measurement are sunechamnizZlabled 2.616, for the three methods
explained above. Itis possible to get rid of the error dudéolight jet energy scale thanks to the in-situ
calibration ; the dominant contribution comes from the FBR the b-jet energy scale.

Source of uncertainty Hadronic top Kinematic fit High pr top sample
Smitop (GEVIG) | dmitop (GeVIE) Smitop (GeVIE)
Light jet energy scale (%) 0.2 0.2
b-jet energy scale (%) 0.7 0.7
b-quark fragmentation 0.1 0.1 0.3
ISR 0.1 0.1 0.1
FSR 1. 0.5 0.1
Combinatorial background 0.1 0.1
Mass rescaling 0.9
UE estimate{ 10 %) 1.3
Total 1.3 0.9 1.6
Statistical error 0.05 0.1 0.2

Table 2.6.6: Systematic errors on the top mass measurenieite lepton + jets channel, for the three methods destribe
above.

Top mass measurement in leptonic final states Wﬁf‘(@], [@])

A last top mass determination can be carried out in the lejd® channel where aid/arises from the
b-quark associated to the leptonic decaying W (Eig. 216.Ih¢ large mass of theW/induces a strong
correlation with the top mass, as will be shown below.Altiothe overall branching ratio (519~%) is
low, this analysis starts to be competitive with more tiadi&l mass measurements already with the first
20 fb~!. This measure is expected to have an excellent resoluticaLise of the very clean experimental
reconstruction of the lepton three-vectors. In the anslpsesented ir@?], in order to increase the
available statistics, no attempt is made to correctly faardt) to the lepton, when two isolated leptons
are present: the top mass is extracted from the full digidhwcontaining the combinatorial background.

\)

|
Q\W_ WfL p*(e*)

N t t -

~ ~

b b

iy JYE pp)

Fig. 2.6.11: Diagram of thet decay to semi-leptonic final state withid/

Events are triggered using the inclusive lepton triggeredents passing the trigger thresholds a
Jh) is searched for by looking for same-flavour, opposite-sgptdns with invariant mass in the range
[2.8,3.2] GeV/é and forming an angle greater than 2 and lower than 35 degitasli) is found in
an event, the isolated lepton with the highgstand higher than 20 GeV/c is considered as the lepton
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candidate from thé?” decay. To reduce the background from non-top processesottlescalar sum
of the transverse jet momenta is required to be greater tA@rGkV/c. This cut is not applied if two
isolated leptons are found, in order to preserve dilepttnévents. If the flavour of the two leptons is the
same, an explici¥ veto is applied (removing events where the pair has invariass within 6 GeV/e

of the Z mass). To further reduce soft background and make the asiddgs sensitive to systematic
effects involving soft QCD, the cut on the transverse mormandf the isolated lepton is brought to 40
GeV/c.
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Fig. 2.6.12: Lepton-d invariant mass form,; = 175 GeV/c with 1 fb~! integrated luminosity, at generator level (left) and
after full detector simulation and reconstruction (right)

The observable most sensitive to the top mass is the posititire maximum of the three-lepton
mass distribution, shown in Fig. 2.6]12. Its correlatiomht® top mass and the statistical error are shown
in Fig.[2.6.13.

A statistical error of around 1.2 Ge\Yds expected after the first 20 T, and the systematic
error, dominated by theory, is lower than 1.5 GeMfanly 0.5 GeV/é of which come from instrumental
uncertainties). This analysis reduces to a minimum thoseesatics which are expected to dominate
in more traditional estimations of the top mass, espectallyones from direct reconstruction, like the
jet energy scale and the b-tagging efficiency. Thereforelaateon of the uncertainty om; is expected
when combining this to the direct measurements.

Top mass measurement in the dilepton chal [, [38]

The dilepton channel is very clean, with a lower contribat@ combinatorial background, but it can
only provide an indirect top mass measurement, because @résence of two undetected neutrinos in
the final state. Events are selected requiring two leptoreppbsite charge, withy > 20 GeV/c and

In| < 2.5, anE7ss > 40 GeV and 2 b-jets witlpr > 25GeV/c andjn| < 2.5. After this selection,
the ratio of signal over background is around 10.
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Fig. 2.6.13: Correlation between the reconstructed fdass and the generated top quark mass (left), and expeatesticil
error as a function of integrated luminosity (right). Thiedy has been performed with a fast simulation of the CMSatete

[33].

The final state reconstruction relies on a set of six equafiointhe six unknown components of momenta
of neutrino and antineutrino, based on kinematic conserv#ws and assuming a given top mass value.
This set of equations can provide more than one solutiom, tveights are computed from kinematic
Monte Carlo distributions of three variables (s, £, andE;), and the solution corresponding to the
highest weight is kept. This weight is computed for severplit top masses, and the top mass estimator
corresponds to the maximum mean weight.

With an efficiency of 6.5%, 20 000 events are expected at 10'fbThe statistical error on the top
mass measurement is negligible (0.04 GéY/The systematic error, equal to 1.7 Ged//is dominated
by the uncertainty on the parton distribution function (G&V/c).

Top mass measurement in the all hadronic cham@ ([,138]

The main advantage of this channel is a full kinematic retrangon of both sides, and its main disad-
vantage is the huge QCD multijet background : before anytete the ratio of signal over background
is very low (10°%). Events are selected requiring at least six jets with> 40 GeV/c, andjn| < 3,
and at least two b-jets withy > 40 GeV/c, andn| < 2.5. The final state reconstruction proceeds in
two steps : first, the choice of the two light jets pairs to fdima two W bosons is performed through
the minimization of ay? based on the W mass constraint. Both W candidates are theciatssl to the
right b-jet minimizing ay? based on the equality of the top masses on both sides. In trd®prove
the signal over background ratio, the analysis can be ctstirio a sample of highy (> 200 GeV/c) top
and anti-top : this ratio is finally favorable (S/B18).

The top mass distribution is displayed in Hig. 2.6.14. Theral efficiency, within the 130-200 Ge\i/c
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top mass window, is equal to 0.%8 corresponding to 3300 events at 10th and a statistical error
equal to 0.18 GeV/c The systematic error, of the order of 3 Ge¥//is dominated by the contribution
of FSR (2.8 GeV/¢).
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Fig. 2.6.14: Top mass distribution in the all hadronic ctepfor the highpr top sample. The shaded area corresponds to the
remaining QCD background. This study has been performedamiast simulation of the ATLAS detect&ﬂBZ].

2.7 Conclusions
Contributed by: F. Canelli, A.l. Etienvre, and D. Glenzinski

Impressive improvements have been achieved in the lategjuark mass measurements at the
Tevatron. All the decay channels have explored new teclesit address their major uncertainties and
as a consequence all measurements in all channels aretiyusgstematic dominated. There are still
some improvements which are believed will be important.hm dll-jets channel it is possible to make
an in-situ measurement of the JES. This could result in a nneagent with the same precision as the
those in the lepton+jets channel. Once these channels havesitu JES measurement the remaining
uncertainty on the jet energy scale in all the channels wdbdpminantly arising from the uncertainty
on b-jets. We expect to reduce the uncertainty on this jefggrscale usingZ — bb events. Currently
there has been some progress on extracting an uncertaniythiis sample but the understanding of the
overwhelming background has been difficult. We expect tetthis done in the next year. This will
be more important for the dilepton channel, where an in-détermination of the JES is not possible.
In the future we plan to combine different methods of analysithe same channel. We have done this
previously in the dilepton channel and obtained a significaprovement in the sensitivity since each
method uses different information from the same datasetw@dd like to do this in all the channels.
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The remaining systematic uncertainties should be redigiteboth experiments. These will soon be the
uncertainties dominating the top- quark mass measurem&hisrently the list of these uncertainties
used by DO and CDF is different and we don’t have a common wapplying them. In the near future
we should agree upon the best way to classify and calculage tincertainties. Finally, there needs to be
a quantitative study of the effects of Color Reconnection atiner final state interactions. Monte Carlo
generators which include these effectsgipr— tt interactions are only recently becoming available. All
these improvements will get us to a precision of less tharGEG.

At the LHC, various top mass measurement methods have besstigated, in all decay channels
of the top quark. The very large sample tofevents that will be accumulated will allow a precision
measurement after only one year of data taking at low lunitin¢s0 fb—!) : the statistical error on the
top mass is negligible in all these methods except the meativadiving leptonic final states witky/W.
These analyses are differently sensitive to the variouscsswof systematic uncertainties : therefore, this
will allow reliable cross-checks between the various méghdrhe top quark mass should be measured
at LHC with a precision of the order of 1 GeV}/dn the lepton plus jets channel.

In all cases we need to be aware of physics limitations fronmtel&arlo or analysis approaches
which would prevent us from reaching the levels of expectedipion as soon as possible so that we can
mitigate their effects.

34



3 Single Top Quark Physics
3.1 Introduction
Contributed by: C. Ciobanu and R. Schwienhorst

The existence of the top quark was established in top qudrkepants produced via the strong
interaction ElIO], where quark-antiquark annihilatmrgluon-gluon fusion leads to top-antitop pairs.
The Standard Model (SM) also allows for the top quark to balpced singly rather than in pairs via
the electroweak charged current interaction, a mode tlpiceferred to as single-top quark production.
At the time of this report, the single-top production modgesto be observed experimentally. Current
searches at the Tevatron CDF and D@ experiments are nearamgthis production mode as datasets in
excess of 1 fo! are being accumulated. At the LHC, it is expected that theethtifferent production
modes of single-top quark production can be observed icidally.

Studying single-top quark production at hadron collidersmportant for a number of reasons.
First, a measurement of the production cross section pes\lie only direct measurement of the total top
quark decay width and the CKM matrix elemé¥it, |2, without having to assume three quark generations
or CKM matrix unitarity. Second, measuring the spin polatian of single-top quarks and can be used
to test the V-A structure of the top quark electroweak chérgarent interaction. Third, the presence
of various new SM and non-SM phenomena may be inferred byraibgedeviations from the predicted
rate of the single-top signal and by comparing differendpiation modes. Fourth, the single-top quark
final state presents an irreducible background to sevesatises for SM or non-SM signals, for example
Higgs boson searches in the associated production channel.

This report is intended as a guide to the current issues glestop quark physics at hadron col-
liders. Sectiof 3]2 presents a theoretical perspectiveéngestop quark production. Studies of single-
top quark production at next-to-leading-order (NLO) aresgnted, followed by discussions of Monte
Carlo modeling and its agreement with NLO results as welltedegies for choosing event variables
to optimize the signal-background separation. Sedtiohp83ents the experimental challenges faced
by single-top quark searches at the Tevatron. Recent stfidien the CDF and DO Collaborations are
described, along with sensitivity projections for the réamdar of Run Il at the Tevatron. Section B.4
presents the experimental perspective from the LHC poiwiesf. The connection between LHC and
Tevatron single top searches are discussed in Sécfibn 3.5.

3.2 Theory
Overview
Contributed by: T. Tait and S. Willenbrock

At the Tevatron and the LHC, top quarks are mostly produceghirs, via the strong processes
qq — tt (dominant at the Tevatron) angy — ¢t (dominant at the LHC). However, there are also a
significant number of top quarks that are produced singly,thie weak interaction. There are three
separate single-top-quark production processes, whightaharacterized by the virtuality of th&
boson (of four-momentury) in the process:

e t-channel: The dominant process involves a spacelikeboson ¢> < 0), as shown in
Fig.[3.2.15(a) @1&&3]. The virtudl” boson strikes & quark in the proton sea, promot-
ing it to a top quark. This process is also referred tdlagluon fusion, because thhequark arises
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Fig. 3.2.15: Feynman diagrams for single-top-quark prtidacin hadron collisions: (aj-channel process; (by-channel
process; (c) associated production (only one of the twordiag for this process is shown).

from a gluon splitting tdb.

e s-channel: If one rotates thechannel diagram such that the virtd&l boson becomes timelike,
as shown in Fid.3.2.15(b), one has another process thatgesd single top quarﬂA[MS]. The
virtuality of the W boson isg? > (m; + my)?.

e Associated production: A single top quark may also be predudga the weak interaction in
association with a redl’ boson ¢* = M%), as shown in Fid}jﬂS(@aM]. One of the
initial partons is & quark in the proton sea, as in thehannel process.

The total cross sections for these three single-top-quaréiyetion processes, calculated at next-
to-leading-order in QCD, are listed in Talble 3]2.7, alonthwie cross section for the strong production
of top-quark pairs. Of the single-top processes, tHzbannel process has the largest cross section; it
is nearly one third as large as the cross section for topkqoairs at both the Tevatron and the LHC.
The cross section for thechannel process is less than half that oftftednannel process at the Tevatron,
and is more than an order of magnitude less thant4ttgannel process at the LHC. Thét process is
negligible at the Tevatron, but is significant at the LHC hnét cross section intermediate between the
t-channel and-channel cross sections.

The cross sections for single-top production are all knotumeat-to-leading-order in QCD, and
have been calculated with increasing sophistication dwelyears, such that they are now all available
as differential cross sections. Thechannel process has very little theoretical uncerta@@,gb,
B,BZEEM, and the total cross section is even knownxtttoenext-to-leading order (in the lar
limit . The theoretical uncertainty is larger for therdinant¢-channel roces&béﬂ@ 552,

[S% ]. TheV't process is also known at next-to-leadin or@ |[ZLJV EB,aﬁwd requires some
care to separate out the large contribution fradm— tWWb [@g@@] Phenomenological studies of
single-top production have also been carried out with msirey sophisticatimﬂégb , 66].

Within the standard model, there are several reasons fdyist the production of single top
quarks at the Tevatron and the LHC. First, the cross sect@rsngle-top-quark processes are propor-
tional to |Vy|?. These processes provide the only known way to directly areds,. In contrast, the
observed fact thaBR(t — Wb) ~ 1 [@] only tells us that’,, > Vs, Vi4. If there are just three gener-
ations of quarks, as favored by precision electroweak tlada, we already knowy, = 0.9990 — 0.9992
at 90% CL @9]. In this case single-top production may be mége as a test of the standard model,
including the generation of thtequark sea from gluon splitting.

Another reason for studying single-top production is thdahése processes are backgrounds to
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o(pb) Tevatron| LHC

t-channel 1.98 246

s-channel| 0.88 10.6
Wt 0.14 68

tt 6.7 860

Table 3.2.7: Total cross sections (pb) for single-top-kuymoduction and top-quark pair production at the LHC,/oy = 175
GeV. The next-to-leading-orderchannel ands-channel cross sections are from R [52]. The next-tditeporder cross
section for thel¥'t process is from Ref|__[$0] (adjusted fat; = 175 GeV). The next-to-leading-order cross section ffor
production is from Ref@?] (Tevatron) and Réﬂ[?:O] (LHC).

other signals. For example, single-top-quark events arkgoaunds to some signals for the Higgs boson

il]. Thus it is important to have a good undeditanof single top both theoretically and
experlmentally. Single top will also serve a testing grofordmportant theoretical tools needed to cor-
rectly model Higgs physics. For example, if no signal of pby®eyond the Standard Model is manifest
in single top production, thechannel production mode will server to constrain the otguark parton
distribution function, important for Higgs production foinitial states including heavy quarks. Just as
in the weak boson fusion mode of Higgs production, #fahannel mode also contains-@hannellV/
exchange and the associated forward tagging jets, anditigle $op represents an experimental insight
into a key characteristic of the Higgs signal.

A third reason is that single top quarks are produced withilye®0% polarization, due to the
weak mteractlon@dj&& 5]. This polarization seraes test of thd” — A structure of the top-
quark charged-current weak interaction.

Single top is also interesting beyond the standard modelv plegssics can influence single-top-
quark productlon inducing non-standard weak mterastl@ 7@&@@8‘8 via loop
effects 5@ E?SB] or by providing new sourcgsingle-top-quark event@?%]B 84
@ @ .ﬂ3] The three modes of single top productemin @espond quite differently to different
realizations of physics beyond the Standard Made!l [81]. sfhlbannel mode is very sensitive to an exotic
charged boson which couples to top and bottom. Because tharged particle is time-like, there is the
possibility (if it is heavier than the top) that it can be puodd on-shell, resulting in a large enhancement
of the cross section. On the other hand, while a FCNC intera¢such asZ-t-c) would allow new
s-channel processes such@s— Z* — t¢, these are difficult to extract from backgrounds, because
there is no longer a final statequark that can be tagged. So the experimentally measuosénnel
cross section would not include the FCNC events. Specifribe which predict an enhancement of the
s-channel rate are theories witH&’ [@@@Mﬂ% or charged Higgs, both of which canltes
in s-channel rates different from the SM by factors of few ateithevatron or LHC@MEbl].

The t-channel mode is insensitive to heavy charged bosons. Tdssmefor this is that the-
channel exchange results in a space-like momentum, whigr can go on-shell, and thus the amplitude
for the heavy particle is always suppressed by the mass bigiiney boson] /M?B. However, the FCNC
processes can have a drastic effect orttbleannel mode. Because they involve new interactions lestwe
the top quark, a bosony( Z, g, or H), and one of the light quarks¢ or w), the t-channel mode can
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Fig. 3.2.16: Single top cross sections in theand¢-channels in the SM (including theoretical and expectetissizal uncer-
tainties) and a few models of physics beyond the SM, at thatf@v run Il and LHC (from Ref@l]).

be enhanced. For example, in the case df-&c interaction there is the procegs — ¢t with a Z
exchanged. The fact that high energy proton collisionsaontorec quarks tharb quarks further
enhances the new physics contribution compared to the Séé pie

ThetW~ mode is more or less insensitive to new bosons, becaudéd tlseemanifest in the final
state. From this line of thinking, we see that all three maatesreally complimentary views of the top
quark, and thus measured separately they provide moremafan than would be obtained by lumping
them together into a singular single top process. This psiatphasized (at Tevatron run Il and LHC)
for a few different models in Fid. 3.2.116, where we also shb& $M predictions, and some estimates
for the theoretical and statistical uncertainties in¢handt-channels.

Next-to-Leading Order Corrections to Single Top Quark Rictibn and Decay
Contributed by: Q.-H. Cao, R. Schwienhorst, J.A. Benitez, RBrock, C.-P. Yuan

In a few recent paperEBEHﬂ 58], we first developed metfmdsalculating the next-to-leading
(NLO) order QCD corrections to the production and decay eftihp quark in thes- and ¢t-channel
single-top events produced at hadron colliders, and thatiest the implication of NLO corrections to
the phenomenology of single-top physics at the TevatronIRun this section, we first briefly review
the method of our calculations and then summarize the mairtseof our phenomenological studies.
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Method of Calculations We adopted the phase space slicing method with one cutalff sz organize
the NLO calculationslﬁ 04]. When the invariant snafsthe two colored partons in ti2e— 3
tree level production processes is smaller than some theaireutoff scale,/s,,;, , collinear and/or
soft singularities are taken care of using the dimensioaglilarization method, and they are canceled
by similar singularities in thé — 2 virtual processes after redefining the normalized partstridution
functions (PDF). For the remaining phase space region df the3 processes, we numerically evaluate
the final state parton distributions. By this way, we caltailhe differential distributions of final state
partons in the production processes, including oth 2 and2 — 3 kinematics. A similar procedure
was also adopted to handle the decay of top quark viabIW (— [v)(g) at the NLO in QCD. Again, the
soft singularities cancel among the virtual and real gluoission contributions and there is no remaining
collinear singularity after integrating out the slicedimets of phase space that correspond to soft and/or
collinear singularities in the tree level process: bW g. In our calculation, we have ignored the bottom
quark mass, for its contribution to the matrix element isligége in single-top processes. In order
to obtain the fully spin-correlated matrix elements, weetéthe complete set of Feynman diagrams for
the production and decay of top quark in single-top processth effective form factors obtained from
summing up both virtual and real emission contributionsr{icy from the sliced phase space regions
with the invariant mass of a set of two external partons Ieas {/s,,;,). We have also introduced a
new method in our calculation which is called the modifiedraarwidth approximation. In contrast
to taking the usual narrow width approximation to approxienthe internal top-quark propagator by
a delta-function, so as to take the top quark width to be é&xacjual to zero, we have generated a
Breit-Wigner resonance distribution of top quark mass ediog to its predicted SM total decay width
at NLO. We then use that generated mass to calculate thegiimd@and decay matrix elements in order
to respect gauge invariance and to clearly separate theigirod and decay contributions beyond Born
level. By doing so, we are able to generate differentialrifistions of final state particles where the
reconstructed top quark invariant mass peaks around teevaiue of the top quark mass, and with a
Breit-Wigner shape whose width is the top quark total decalghw Hence, it improves the prediction of
NLO calculations in some kinematic distributions.

Phenomenology of s- and-channel Single Top Quark Events at NLO Although all the results of
our studies regarding the phenomenoi)soandt-channel single-top events predicted by our NLO

IO 5
calculations have been published in Refs| @) 58],usiful to summarize a few key findings from
our studies in this section.

In order to calculate the fully differential cross sectia®NLO and compare to experimental data,
we have to impose kinematic cuts on the final state partonsed®er, if the number of signal events is
large, then one would like to impose a tight kinematic cuttwtfer suppress the backgrounds. However,
in some cases, such as the single-top search at the TevatRumill, the signal rate is not large. Itis
thus not desirable to impose a tight kinematic cut becawsteatbuld not only suppress the background
rate but also the signal rate and thus not improve the siggiifisance compared to imposing a loose
kinematic cut. Furthermore, we must define a jet as an irdraage observable. In our studies, we
adopt the cone-jet algorithrm05], as explained in d& @] More specifically, we adopt the-
scheme cone-jet approach (4-momenta of particles in a gersraply added to form a jet) with radius
R = \/An? + A¢? in order to define, ¢ and possibly extrg, g, or b jets, whereAn andA¢ are the
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separation of particles in the pseudo-rapiditgnd the azimuthal anglg respectively. For reference, we
shall consider botlR = 0.5 and R = 1.0. The sameR-separation will also be applied to the separation
between the lepton and each jet.

Below, we discuss a few aspects of the single-top phenorogystudies based on our calculations
for the Tevatron in Run Il, a 1.96 Tepp collider. Here, we taken; = 178 GeV andMy, = 80.33 GeV.

Kinematic Acceptance The kinematic cuts imposed on the final state objects are:

P >15GeV g < np,

E > 15GeV |
Ep>15GeV , |n] < n"e,
ARZj 2 Rcut ) ARjj 2 Rcut7 (3214)

where the jet cuts are applied to both theand light quark jets as well as any gluon or antiquark jet in
the final state.r;"** (andn;***) denotes the maximum value in magnitude of the chargedriefatiod

jet) rapidity. The minimum transverse energy of the leptod gets is chosen to be 15 GeV. Each event
is furthermore required to have at least one charged leptdiveo jets passing all selection criteria. The
cut on the separation iR between lepton and jets as well as between different jetséndpy R..;. In
Table3.2.8, we show the andt-channel single-top production cross sections (in fenmud)a including

the top quark decay branching ratie—~ bW (— ev), as well as acceptances at leading order (LO) and

NLO for several sets of cuts. We apply the cuts listed in Eq.[(3.2.14) and study three separate sets of
values:

1. loose cuts with smalR,.,,;: ;""" = 2.5, n;”“:” = 3.0, andR.,; = 0.5,
2. loose cuts with largé..;: ;""" = 2.5,77;.”“ = 3.0, andR.,; = 1.0,
3. tight cuts with smallR..,;: 7;"** = 1.0, 77;”““3 = 2.0, andR,,; = 0.5.

As clearly illustrated in Table_3.2.8, the acceptance foglg-top signal events is sensitive to the applied
kinematic selections. A larger value fé.,, reduces the acceptance significantly mainly because more
events fail the lepton-jet separation cut. With tight cli®,and NLO acceptances are almost the same.
By contrast, with loose cuts, LO and NLO acceptances are gliffierent. The important lesson here is
that with a loose cut, to keep most of the signal events, tihepance for NLO kinematics cannot be
accurately modeled wit a multiplicativ& -factor (to scale the inclusive cross section from LO to NLO)

s-channel t-channel
olfb] Accept. (%) olfb] Accept. (%)
LO | NLO | LO | NLO | LO | NLO | LO | NLO
Q)| 22.7| 323 | 73 64 | 65.6| 64.0 | 66 61
(2) | 19.0| 21.7 | 61 46 | 56.8| 48.1 | 57 46
(3)| 14.7| 21.4 | 47 45 |131.1| 340 31 32

Table 3.2.8: The- andt-channel single-top production cross sectionsf@hand acceptance at the Tevatron in Run Il under
various scenarios. The decay branching ratie bW (— ev) is included.
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Top Quark Reconstruction In order to identify single-top signal events and to testbarization

of the top quark by studying spin correlations amongst thal State particles, we need to reconstruct
the top quark in each single top event. To do so, we need tadastify the b-jet and reconstruct the
W boson from the top decay. In Takle 3]2.9, we show the effigi@idinding the correct-jet (e;)

in two different algorithms: the best-jet algorithm and teadingb-tagged jet algorithm. The “best-
jet” is defined to be thé-tagged jet which gives an invariant mass closest to thetbpemass when

it is combined with the reconstructé®f boson after determining the longitudinal momentgirof the
neutrino from thel¥’ decay. The leading-tagged jet algorithm picks the leaditbgtagged jet as the
correctb-jet to reconstruct the top quark after combining with theorestructed?” boson. As shown in
Refs. ], we find that the best-jet algorithm shows adigefficiency (abou80%) in picking up
the correcb-jet than the leading-jet algorithm (abadiit%) for s-channel single-top events. On the other
hand, fort-channel single-top events, the leadintagged jet algorithm picks up the correéejet with a
higher efficiency, about5% for inclusive 2-jet events ari)% for exclusive 3-jet events. The reason that
the leadingh-tagged jet algorithm works well in exclusive 3-fethannel single-top events is that there
are distinct kinematic differences betweeandb-jets. In Fig[3.2.117, we show the inclusikeandb—jet

Er distributions int-channel single-top events. To reconstruct the top quasignal events, we also
need to reconstruct tHé boson, which is done with the help of a mass constrdm&:, = (p +py)2
Which of the two-fold solutions ipY is chosen depends on thget algorithm we use. In the case of
the best-jet algorithm, we find that the one with the smallagnitude gives the best efficiency it
boson reconstruction. In the case of leadiftiggged jet algorithm however, we use the top quark mass
constraintM? = (p, + p; + p,)? to pick up the besp” value. The efficiency for picking up the correct
p% value €,), at LO and NLO, respectively, is presented in Table 3.2.9.

best-jet algorithm leadingb-tagged jet algorithm
s-channel t-channel s-channel t-channel
incl. 2-jet | incl. 2-jet | excl. 3-jet| incl. 2-jet | incl. 2-jet | excl. 3-jet
€p 80% 80% 2% 55% 95% 90%
€y 70% 84%

Table 3.2.9: Efficiencies of identifying correktjet (¢,) and picking up correcp? (e,) in both the best-jet algorithm and the
leading-jet algorithm.

Top Quark Polarization  Although the top quark is produced via the left-handed adugurrent, there

is no reason to believe that the helicity basis will give thstldlescription of the top quark spin. Choosing
an appropriate basis could maximize spin correlation &ffeEwo definitions for the polarization have
been studied in the literature ferchannel processes, differing by the reference frame uséddfine the
polarization: one calculation uses the helicity basis,tlothe so-called “optimal” basimOEO?].
Both work in the top quark rest frame, but they have diffeneierence axis for the top quark spin,
cf. Fig.[3.2.18. In the more common helicity basis the toprkjspin is measured along the top quark
direction of motion in the center-of-mass (c.m.) frame vahigcchosen as the frame of the (reconstructed
top quark, non-best-jet) system after event reconstnuctio the optimal basis (beamline basis) we can
maximize the spin correlations by taking advantage of tleetfaat the top quark produced through the
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Fig. 3.2.17: Transverse momentum of theandb-jets in thet-channel single-top process. The dotted curve showéXthe )
correction to theé-jet Er distribution.

s-channel single top quark processes is almo6ét% polarized along the direction of thktype quark.

When studying the top polarization in helicity basis, tha.cframe needs to be reconstructed in
order to define the top quark momentum. Due to additionalgeéiation, the determination of the c.m.
frame at NLO is more complicated than at the Born-level. Tdwateonal radiation will also blur the spin
correlation, and the degree of reduction depends on thenheserence frame. Therefore, choosing the
appropriate frame will reduce this effect. In this studypt@ptions for reconstructing the c.m. frame are
investigated:

1. tb(j)-frame: the c.m. frame of the incoming partons. This is tist fimme of all the final state
objects (reconstructed top quark and all other jets). Ihusiee two-jet events, this frame is the
same as that at the Born-level, i.e. reconstructed from sngiover momentum of the top quark
and non-best-jet. In exclusive three-jet events, this &agnreconstructed by summing over the
4-momenta of top quark, non-best-jet, and the third-jetnftbe parton level calculation.

2. tb-frame: the c.m. frame of the top quark and non-best-jet.his ¢ase, even in the exclusive
three-jet events, the reference frame is constructed byrsognover only the 4-momenta of the
top quark and non-best-jet. Note that this differs from#(g)-frame only in exclusive three-jet
events.

To better quantify the top quark polarization, it is usetutiefine the degree of polarizati@hof the top

quark. This is given as the ratio
D N_— Ny
N_+ N’

where N_ (Ny) is , the number of left-hand (right-hand) polarized top riggain the helicity basis.

(3.2.15)
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Similarly, in the optimal basislV_ (/V.) is the number of top quarks with polarization against (gjon
the direction of the anti-proton three momentum in the topriuest frame. Based on the degree of
polarizationD, we can easily get the spin fractiofs. as:

N_ 14+D
‘F_ pr— pr—

N_+ N, 2
F. = Ne _1-D (3.2.16)

N_+N, 2

Note thatF_(F.) is the fraction of left-handed (right-handed) polarized guarks in the helicity basis.
Similar, in the optimal basisF_(F.) is the fraction of top quarks with polarization againsb(aj) the
direction of the anti-proton three momentum in the top quask frame. In Table_3.2.10, we show the
prediction on the top quark polarization sachannel single-top events at the LO and NLO for various
choices of polarization basis and c.m. frame of the harttes@ag parton system where the polarization
of the top quark is defined. One important observation isttietmeasured value of the degree of polar-
ization of the top quark strongly depend on the algorithmrémonstructing the top quark irchannel
single-top events. For example, at the parton level withAknaentity of every final state particle, and
before imposing any kinematic selection, the optimal bgsiss the largest degree of polarization, but
after event reconstruction it gives almost the same priediets the helicity basis.

e top rest frame

72
U &~ & b U &~ < &~ b u &~ _ = b

>

7 % P 7%

d
Helicity basis Beamline basis Spectator basis

Fig. 3.2.18: lllustration of the three choices for the toaiduspin basis. The circle denotes the top quark rest frardehan
blue arrows denote the top quark spin direction.

In t-channel single-top events, the most studied polarizdtames are the helicity basis, the beam-
line basis, and the so-called “spectator” ba@ [74]. Inrttmre commonly used helicity basis, the top
quark spin is measured along the top quark direction of matighe c.m. frame which is chosen as the
frame of the (reconstructed top quark, spectator jet) sysifter event reconstruction. In the beamline
basis, the top quark spin is measured along the incomingprdirection. In the spectator basis we
can maximize spin correlations by taking advantage of thetfat the top quark produced through the
t-channel single top processes is almt#% polarized along the direction of the spectator quark. In
the discussion below, we will examine the polarization ofy top quark events in these three bases.

As same as the-channel study, two options for reconstructing the c.mmgan the helicity basis
are investigated:

1. tq(y)-frame: the c.m. frame of the incoming partons. This is tfet fimme of all the final state
objects (reconstructed top quark and all others jets). ttusive two-jet events, this frame is the
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LO | NLO | LO | NLO
Helicity basis:  Partortf(j)-frame) | 0.63 | 0.54 | 0.82| 0.77
Parton(b-frame) 0.63 | 0.58 | 0.82| 0.79

Recon. {b(j)-frame) | 0.46 | 0.37 | 0.73| 0.68

Recon. {b-frame) | 0.46 | 0.37 | 0.73| 0.68

Optimal basis: Parton -0.96 | -0.92| 0.98| 0.96
Recon. -0.48| -0.42| 0.74| 0.71

Table 3.2.10: Degree of polarizatidh and polarization fractiotF, for inclusive two-jets-channel single top quark events, at
the parton level (Parton) and after event reconstructi@eéR.). HereF corresponds td_ in the helicity basis for left-handed
top quarks and to-- in the optimal basis for top quarks with polarization alohg tirection of anti-proton three momentum,
respectively. Thebg frame in the helicity basis denotes the c.m. frame of theriing partons whileb frame denotes the rest
frame of the reconstructed top quark anguark.

same as the c.m. frame at the Born-level, i.e. reconstrdmed summing over momentum of the
top quark and spectator jet. In exclusive three-jet evéhis frame is reconstructed by summing
over the 4-momenta of top quark, spectator jet, and the-tbirtfom our parton level calculation.

2. tg-frame: the c.m. frame of the top quark and spectator jetiBidase, even in exclusive three-jet
events, the reference frame is constructed by summing ameitlee 4-momenta of the top quark
and spectator jet. Note that this differs from thé;)-frame only in exclusive three-jet events.

In Table[3.2.111, we present our results for inclusive twoepents at the parton level before selection
cuts and after the loose set of cuts and event reconstructiur study shows that the helicity basis
(using thetg-frame) and the spectator basis are equally good to studpphguark polarization. Unlike
the s-channel process in which th&-boson is not perfectly reconstructed in the best-jet @lgor and
thus the polarization measurement is significantly degtadir event reconstruction, using the leading
b-tagged jet and the top mass constraint gives excellentdiaed reconstruction in thiechannel process,
and the degree of top quark polarization is only somewhatadiegl after event reconstruction.

Single-Top Events as Background to Higgs SearchThe s-channel single top quark process also
contributes as one of the major backgrounds to the SM Higgekimg channefg — W H with H —

bb. In this case it is particularly important to understand b O(a;) corrections change kinematic
distributions around the Higgs mass region.

Because of the scalar property of the Higgs boson, its decauptsh andb have symmetric distri-
butions. Fig[[3.2.719 shows the invariant mass distributibthne (-jet, b-jet) system. For a Higgs signal,
this invariant mass of the twiztagged jets would correspond to a plot of the reconstruigds mass.
Thus, understanding this invariant mass distribution kglimportant to reach the highest sensitivity for
Higgs boson searches at the Tevatron. The figure shows ttéta}, the invariant mass distribution not
only peaks at lower values than at Born level, it also dropfaster. This change in shape is particularly
relevant in the region focused on by SM Higgs boson searchg8@eV < m,; < 140 GeV which is
also at thefb level. In particular, the NLO contribution from the decaytop quark, while small in its
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LO | NLO | LO | NLO
Helicity basis:  Partori¢(j)-frame) | 0.96 | 0.74 | 0.98 | 0.87
Parton{g-frame) 0.96 | 0.94 | 0.98| 0.97
Recon.{q(j)-frame)| 0.84 | 0.73 | 0.92| 0.86

Recon. {¢g-frame) | 0.84 | 0.75 | 0.92| 0.88

Spectator basis: Parton -0.96| -0.94| 0.98 | 0.98
Recon. -0.85| -0.77| 0.93| 0.89
Beamline basis: Parton -0.34| -0.38| 0.67 | 0.69
Recon. -0.30| -0.32| 0.65| 0.66

Table 3.2.11: Degree of polarizatidh and polarization fractiotF for inclusive two-jett-channel single top quark events, at
the parton level (Parton) before cuts and after selectios @nd event reconstruction (Recon.). HeFecorresponds toF—

in the helicity basis for left-handed top quarks andfp in the spectator and beamline bases for top quarks withipatan
along the direction of the spectator-jet and proton threener@um, respectively. Also, thg(j)-frame in the helicity basis
denotes the c.m. frame of the incoming partons, while.¢ghgame denotes the rest frame of the top quark and spectdtor j

overall rate, has a sizable effect in this region of the ilrdarmass and will thus have to be considered
in order to make reliable background predictions for thegdigoson searches.

Other kinematic distributions are also changing in shapenadping from Born-level t@(as).
Fig.[3.2.20 shows the distribution obs 6 for the twob-tagged jets, wheré is the angle between the
direction of ab-tagged jet and the direction of thizjet, b-jet) system, in the rest frame of thigjet, b-jet)
system. Experiments cannot distinguish betweertlamd theb-jets, we therefore include both theget
and theb-jet in the graph. This distribution is generally flat at Béewel, with a drop-off at highos 6
due to jet clustering effects, and a drop-off at negative due to kinematic selection cuts. ThEa)
corrections change this distribution significantly andulesr a more forward peak, similar to what is
expected in Higgs boson production. In other words, a flatie# distribution ins-channel single-top
events makes it more difficult to separdiéH events from thes-channel single top background in an
experimental analysis.

Connection to Higgs Boson Searches at the LHC One of the most important tasks at the CERN
Large Hadron Collider (LHC) is to find the Higgs boson, dedasH . It has been shown extensively in
the literature that the Higgs boson production mechanissmwdak gauge boson fusion is an important
channel for Higgs boson searches. Furthermore, to teshehittis a SM Higgs boson after the discov-
ery, one needs to determine the coupliig- V' — V, whereV denotes eithelV’* or Z, by measuring
the production rate ofg(V'V) — H¢q'q via the weak boson fusion processes. In order to suppress the
large background rates, one usual trick is to tag one of tleefonwvard-jets resulting from emitting a
vector bosonl” which produces the Higgs boson Wal” — H. Prior to the discovery of Higgs bo-
son, one can learn about the detection efficiency for foryetedfrom studying the-channel single-top
process. This is because in thehannel single-top process, the forward jet also restdts £mitting a

W boson which interacts with thiequark from the other hadron beam to produce the heavy togkquar
As pointed out in RefJEZ], in the effectivd? approximation, a high-energychannel single top quark
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Fig. 3.2.19: Invariant mass of thé-fet, b-jet) system after selection cuts, comparing Born-leveDi@x) corrections. In
the legend, INIT, FINAL and SDEC denotes the contributioms initial state, final state and top quark decay correstion

respectively.
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Fig. 3.2.20: Angular distane®s6 between @-tagged jet and theb(et, b jet) system after selection cuts, comparing Born-level

to O(a) corrections.
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event is dominated by a longitudindl” boson and thé quark fusion diagram. It is the same effective
longitudinal W boson that dominates the production of a heavy Higgs bosbiglaienergy colliders via
the W-boson fusion process. For a heavy SM Higgs boson, the lohigél 17 boson fusion process
dominates the Higgs boson production rate. Thereforeaisis important to study the kinematics of the
spectator jet in-channel single top quark events in order to have a betteligtien for the kinematics
of Higgs boson events via tH& IV fusion process at the LHC.

The unique signature of thechannel single top process is the spectator jet in the fardiaection,
which can be utilized to suppress the copious backgrounds asi¥’bb andtt production. Studying
the kinematics of this spectator jet is important in ordendwe a better prediction of the acceptance for
t-channel single top quark events and of the distributiorevégal important kinematic variables. Below,
we discuss the impact of NLO QCD corrections on the kinematiperties of the spectator jet. Here,
we again concentrate on Tevatron Run Il phenomenology aod shFig.[3.2.21 the pseudo-rapidity
distribution of the spectator jet at LO and NLO for companiso

§' E —NLO
—_ - ---Born
) 20; - O(0g) sum
150
10-
5-
0 |
-2 0 2
Jet

spectator r]

Fig. 3.2.21: Pseudo-rapidity of the spectator jet in-channel single-top events produced at the Tevatron in Ruafter
imposing kinematic selection cuts, comparing Born-legeD{« ) corrections.

The pseudo-rapidity distribution of the spectator jet ignasietric at the Tevatron for beingza
collider ]. In order to produce a heavy top quark decaymg positively charged lepton, the valence
quark from the proton is most important, implying that thghti quark will tend to move in the proton
direction. We define the positivedirection to be the proton direction in the laboratory fegrthus the
pseudo-rapidity of the spectator jet will tend to be positisimilarly, the spectator jet in an anti-top
quark event produced from thiechannel process at the Tevatron will preferably be at ativegpseudo-
rapidity due to the large anti-up quark parton distributioside the antiproton. Th@(«;) corrections
shift the spectator jet to even more forward pseudo-rapgldue to additional gluon radiation. However,
since theO(a;) corrections are small compared to the Born-level contidbuthe spectator jet pseudo-
rapidity distribution only shifts slightly. As Fid. 3.2.P¢hows, the LIGHT and HEAVY contributions
have almost opposite behavior (LIGHT and HEAVY denGté&x,) contributions originating from the

a7



light and heavy quark line QCD corrections in thehannel single top process. The former shifts the
spectator jet to even higher pseudo-rapidities, while dher Ishifts it more to the central rapidity region.
This behavior is due to two different effects, as illustdateFig.[3.2.22(b), in which “PA” denotes that the
light quarks come from the proton while the bottom quarksiftbe anti-proton and vice versa for “AP”.
After separating the contributions by whether the lightrgua from the proton or the antiproton, it can
be seen that the HEAVY corrections shift the proton contidsudown and the antiproton contribution
up due to the slight change in acceptance caused by theaddijet. The LIGHT corrections show
the opposite tendency. For the TDEC contribution, origintafrom the top quark decay, all corrections
have similar shapes and the sum of them leaves the spe@gpsejudo-rapidity unchanged, as expected.
After summing the negative soft-plus-virtual correctiomigh the real emission corrections, we obtain
the result shown in Fig. 3.2.P1, which shows that@He:,) correction shifts the spectator jet even further
to the forward direction.

o) i —O(sg) sum a 2.5 —LIGHT: PA

= al ~HEAVY = 2 -LIGHT: AP

e T LIGHT o © —HEAVY: PA
5 TDEC 1.5F HEAvY: AP

A
T N
KN

AN R R R R R

L Il L L L | L L L Il L L L L L L L L L
-2 0 2 -2 0 2
Jet Jet

spectator n spectator n

@) (b)

Fig. 3.2.22: Each individual contribution of thi&(«s) corrections to the spectator jet pseudo-rapidity, sumragdséparately
for the case when the incoming up-type quark is from the prafed anti-proton (b). Here, “PA” and “AP” denotes the iditia
state light quark originating from proton and anti-protoespectively. In the legend, HEAVY, LIGHT and TDEC denotes
contributions from NLO corrections to the heavy quark lilight quark line and decay of top quark, respectively.

Besides its forward rapidity, the spectator jet also hageléransverse momentum. Since it comes
from the initial state quark after emitting the effectié boson, the transverse momentum peaks around
~ Myy /2. By comparison, the third jet is most often much softer, wetbas use of the jet to identify
the spectator jet when considering exclusive three-jattsve

Summary Based on a NLO calculation to consistently include coroedito the production and decay
of the top quark in the- and¢-channel single-top processes, we perform a phenomenstoagy for the
Tevatron Run-1l. We find that:

1. When using loose kinematic cuts to maximize the acceptahsingle-top signal events, the full
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NLO kinematics have to be studied. Applying a constAnrfactor with LO kinematics does not
reproduce the actual NLO distributions.

2. In order to reconstruct the top quark in single-top eveghesbest-jet algorithm works better in the
s-channel process, while the leaditdagged jet algorithm works best in tihehannel process.

3. NLO corrections can largely change some kinematic distions and spin correlations. After
event reconstruction with kinematic selection cuts, we ffivad the degree of top quark polarization
is about the same in the optimal basis and the helicity ba&sisagme) for thes-channel process.
For thet-channel process, the helicity basis (therame) gives almost the same prediction as the
spectator basis.

4. To accurately model thechannel single-top background in searches for Higgs bpsaduction
via W H associated production, one has to use NLO kinematics to Intbeledecay of the top
quark in single-top events. This is because the LO top de@aniatics underestimate the
channel single-top rate as a background for Higgs searches.

5. Studying the detection efficiency of the forward light duget (the spectator jet) im-channel
single-top events can help us optimize the detection efitgien searches for the Higgs boson
produced via weak gauge boson fusion processes at the LH@nWéat the NLO corrections
to the light quark line int-channel single-top events tend to shift the spectatorjeiven more
forward rapidities. Hence, the NLO effect is important fetefmining the coupling off V'V by
measuring thé’VV — H production rate.

ACKNOWLEDGMENTS The work of C.-P. Y. was supported in part by the U. S. Nati®aknce
Foundation under award PHY-02449109.

Single top production and decay at next-to-leading order
Contributed by: J. Campbell and F. Tramontano

In this section, we report on the recent calculations ofialjle top processes at next-to-leading
order and their inclusion in the Monte Carlo program MCEM,[68]. The implementation of these
processes includes the leptonic decays of the top quark {ulltspin correlations) as well as the effects
of gluon radiation in the decay of the top quark. The inclosidthese effects allows for the application
of cuts on all the decay products and thus a better companighrexperimental studies.

The lowest order processes which we considersarkannel production,

u+d — t+b
| (3.2.17)
—v+et+b

t-channel production,

b+u — t+d (3.2.18)
‘—>V+e++b o
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and single top production in association withfaboson which also decays leptonically,
b+g — W™+t
|—> v+et+b (3.2.19)
— e + U
At the Tevatron only the processes in Eds. (3.2.17) and18)Zan be observed. At the LHC top
guarks can be produced copiously in all channels, with adfgignt amount of events from the associated
channel, Eq[(3.2.19). Thus the study of single top evergsgsafrom the search for their observation at
the Tevatron to their study as a significant source of backgfaevents in new physics searches at the
LHC. We note that at the Tevatron, the rates for the prodnaifan anti-top quark in any of these modes
are identical to those for a top quark. At the LHC, the crostiees for top and anti-top production in

the s andt channels differ. In contrast, the rate fdf*¢ is the same as that fé¥ ~ due to the equality
of the perturbatively-derived andb distribution functions.

All of these processes have previously been consideredsxédy at leading order, but the first se-
rious approximation in QCD is obtained by includitj«g) radiative corrections. Such next-to-leading
order calculations can give important information abowt ¢hoice of factorization and renormalization
scales. In addition, it is only at next-to-leading orderttva obtain accurate predictions of event rates
which are sensitive to the structure of jets in the final st&ach NLO calculations have so far been
available only for the case where the dec%s of the top quaautk thell” boson, in the case of associated

production) are not includeME{a @ @ @ 59].

First we describe the inclusion of radiative correctionshweference to the-channel process,
although a similar procedure is followed for the other twogasses. In general, the real and virtual
radiative corrections fall into two categories. The firgigys radiation in the production stage of the top
guark and the second corresponds to radiation associatedtsvidecay. Examples of diagrams in each
category are depicted in Figure 3.2.23, where the doubléndarates the separation of production and
decay stages.

In order to make this separation in a gauge-invariant wag/dibuble bar represents a top quark
which is on its mass shell. Thus every diagram has exactlytgpeuark which is on its mass shell
and diagrams without an on-shell top quark are suppressdd by, wherel'; andm, are the width
and mass of the top quark. In this procedure, we have nedl¢bteinterference between radiation
in the production and decay stages, both in the real andaVicontributions. An example of such an
interference term in the virtual contribution is shown igB.2.24. The physical argument for neglecting
these terms is based on the characteristic time scale fprolection and the decay of the top qu 109,
,]. For the production, this time scale is of ordém,; while for the decay it isl/T;. In
general, this suggests that radiation in the production dewhy stages is separated by a large time
and the interference effects are expected to be of aidEf/m,. In both total cross sections and in
distributions of selected observables, there is eviddmaithis is indeed the ca@ﬂm].

The implementation of the cancellation of soft and collmsimgularities between the real and
the virtual contributions is performed using the dipoletsadtion methodﬂlG}. For the case
of single top production we have a massive quark in the firsesso in fact we have implemented a
generalization of this scheme as suggeste [117]. We Alaeeextended these results to include a
tunable parameter which controls the size of the subtnacgégion, as originally proposed i@@w].
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Fig. 3.2.23: Real and virtual radiation in the productionl aecay stages of-channel single top production. The double bar

indicates the on-shell top quark.
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Fig. 3.2.24: An example of a diagram that is not includedhis tase interference between virtual radiation in the ypectdn
and decay stages.
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Further details may be found in Ref. [53]. In order to dealhwiadiation in the decay stage of the
process we have developed a specialized subtraction pnageghich can be applied to the decay of the
top quark in any process. We will briefly describe this pragechere.

We begin by constructing a counter-term for the process,
t—=W+b+g, (3.2.20)

which has the same soft and collinear singularities as thenfatrix element. This counter-term takes
the form of a lowest order matrix element multiplied by a ftime D which describes the emission of
soft or collinear radiation,

M. propw Pos pg) > — [Mo(. .. pe. Dw, Bb)|* X D(pe-pg, Po-pg. M, miy) (3.2.21)

In the region of soft emission, or in the region where the mutap, andp, are collinear, the right
hand side of Eq[{3.2.21) has the same singularity struetsitee full matrix element. The lowest order
matrix elementM in Eq. (3.2.21) is evaluated for values of the momentaandp, modified to absorb
the four-momentum carried away by the gluon, and subjediéariomentum conservation constraint,
p: — Ppw + Pp. The modified momenta denoted by a tilde are also subjecetmtss-shell constraints,
;’55 =0 andﬁ%v = p%[,. The latter condition is necessary in order that the rapidlying Breit-Wigner
function for thelV is evaluated at the same kinematic point in the counterterchira the full matrix
element. We defingy, by a Lorentz transformation|;, = AL pY;, fixed in terms of the momentay,
andp,. Becauseyy andpyy are related by a Lorentz transformation the phase spachd@ubsequent
decay of thdV is unchanged.

The required transformation definingy lies in the plane of the vectons and pyy, with the
transformed momentum of thequark fixed byp, = p; — pw. The full details of the transformation,
subtraction term and integrated form of the dipole can baddn Ref. @)].

In the calculation of the real radiative corrections to teeaziated/'t process, a further compli-
cation arises. The difficulty stems from diagrams in which #aditional radiated parton isbaquark,
such as the ones illustrated in Figlire 3.2.25. Both of thémgrains produce a final state consisting
of aW~, an on-shell top quark andtequark. However, diagram (b) contains a resortamtopagator
and represents the production oftgpair with the subsequent decay of thito the W~ andb quark.
Therefore the contribution from diagrams such as this, wiheegrated over the total available phase
space, can be much larger than the lowest ordéicross section (an order of magnitude at the LHC).

Rather than using an invariant mass M [63], or subtradtiegproblematic resonant contribu-
tion m] we instead utilize an approach which is more suitedur Monte Carlo implementation which
includes decays. Using thtequark PDF, we already include all contributions such agrdia (a) of
Fig. up to gr of the b-quark equal to the factorization scalgr. In order to ensure the
validity of the collinear approximation used in the derigat of the b-PDF ], we should choose
pr < (mw +my)/4 ~ 65 GeV. When ab quark is observed with ar aboveyr then the doubly
resonant diagrams (such as (b) of [Fig. 3.2.25) dominatenisirégion of phase space, thigprocess is
therefore more appropriate. Thus, in order to disentamglgd two processes, we perform our calculation
of the Wt process by applying a veto on the of the additionab quark that appears at next-to-leading
order. For the results presented here, we have chosen thigoveccur ab0 GeV. In doing so, the result
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(a) (b)

Fig. 3.2.25: Diagrams present in the real correction&/tot production which involve an additionalquark. The double bars
indicate the on-shell top quark which subsequently deaatgsiV’ ™. Diagram (b) contains a resondnpropagator, while (a)
does not.

Table 3.2.12: LO and NLO cross sections (in picobarns) fehezannel of single top-quark production at the Tevatrah an
LHC, for m; = 175 GeV. Cross sections are evaluated with CTEQ&kI((/~z) = 0.130) and CTEQ6M (., (Mz) = 0.118)
PDFs ], using scales o, for the s- and¢-channel processes aft GeV for W¢.

Tevatron LHC
Process [pb] 0.0  onrLoO ‘ 0L0 ONLO
s-channel 0.582 0.872 7.27 10.4
t-channel 1.75 1.92| 237 245
Wt 0.104 0.143| 61.3 68.7

for the diagrams represented in Figlre 3.2.25 remains detet of a few percent of the lowest order
cross section and, for simplicity, the doubly resonant @diags can even be omitted.

The methods that we have described have been implementasel iante Carlo program, MCFM,
allowing us to make predictions for kinematic distribusan all channels. As a simple example of our
simulation of these single top processes, we first comparéettding order and NLO cross sections for
each of the channels in Taljle 3.2.12. These cross sectiertalaulated for a top mass bf5 GeV and
use the CTEQSG set of structure functions. Both thehannel andVt processes can receive sizeable
corrections at NLO, with the cross-sections increasingroured 40-50% at the Tevatron. In contrast,
the t-channel process receives only mild corrections at botlideos. As well as the normalization of
the cross section changing, its dependence upon the featiori and renormalization scales can also be
significantly reduced at next-to-leading order. This igsttated in Figuré_3.2.26, where we show the
effect of varying these scales on thét cross-section. The renormalization and factorizatiorescare
varied separately by a factor of two, with the other scald ke&pd aty o = 50 GeV. The LO and NLO
cross sections are each normalized to their central valDes.can see that there is a great reduction in
the dependence of the cross section on each of these sddlesh Ecales are varied together, the scale
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Fig. 3.2.26: Scale dependence of the cross sectiolfoproduction at the LHC, as described in the text. Factownascale
dependence is shown by a dotted curve at LO and a dashed ¢udigOa Renormalization scale dependence is shown by a

dot-dashed curve at LO and a solid curve at NLO.

dependence from each individually practically canceleneat leading order. Thus one might incorrectly
assume that the cross section is well predicted at leadohgy,ovhen this is clearly not the case.

We now consider the search for single top processes at tlardawvhere, as mentioned earlier,
only thes- and¢-channel cross sections can possibly be observed. Howeueh of the lessons learned
at the Tevatron will be applicable for the observation ofttequark in théd’t channel at the LHC. We
shall consider the signal for single top production to bepitesence of a lepton, missing energy and two
jets, one of which is tagged ashget. With this signal, the largest background comes fromplocess
Wbb, with further substantial contributions when a charm quiarkiis-tagged as &in us — Wué
and from other mis-taggeld” + 2 jet events. Smaller background contributions result feormnd 1V 2
production.

Most of these processes can be calculated to NLO in MCFM, euith designed to reproduce the
ones used in the experimental searches at CDF and DO. Tathaive have used the cuts,

pT > 20 GeV, [n¢l < 1.1, Fr > 20 GeV, (3.2.22)
on the leptons and missing transverse energy, as well as,
> 15CeV, || <28, ~ AR>10, (3.2.23)

on the jets, which have been clustered usingkth@lgorithm. Lastly, in order to reduce the background
from events that do not contain a top quark, we apply a cut emdbonstructed mass of thef [ + v'-
system,140 < my;, < 210 GeV. Using these cuts, we have calculated the distributfctheovariable
Hrp, the sum of the leptopr, missing transverse energy and jet transverse moments.cahibe useful

for selecting single-top events from the large backgrouadsndicated in Figurle 3.2.P7 where we show
the distribution of the signal and the sum of all backgrounocpsses, under some assumptions about
mis-tagging and efﬁciencieﬂSB]. Although the single topgesses represent a large fraction of the
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Fig. 3.2.27: TheH distributions of signal{- and¢-channel single top production), background and signal packground at

the Tevatron.

events in the region of largH, searches using this distribution as a key are heavilynetia accurate
predictions of the shapes and normalization of the signdlbetkgrounds. Since almost all of these are
now known at next-to-leading order, this information carubed to refine current analyses.

As a final example of the utility of our calculations we comsic rather different role that sin-
gle top production can take at the LHC. In the search for agriné¢diate mass Higgs boson, of mass
155 < my < 180 GeV, theW't process can be a significant background when trying to obdeiggs
production via gluon fusiol],

g+g—H — W +WT

Ly ger (3.2.24)

— e+ v

The significant missing energy in the signal process meaatstlle Higgs mass peak cannot be fully
reconstructed, so that accurate predictions for all bakgs are imperative. Here we do not detail all
aspects of the study that we have performed (for furtherldets®e Ref.[[60]), but merely draw attention
to the conclusions. A useful observable for discriminati@jween the signal and’t background is
the opening angle in the transverse plane between the Eefitom thell decays,A¢;. As shown in
Figure[3.2.2B, the leptons in the signal are predominamnibglyced with only a small opening angle,
while thelWt background tends to produce them mostly back-to-back. @naee that this statement is
weakened at NLO since tH&¢ peak is shifted to smaller values and becomes more broath. &Ssitape
change could have a significant impact on search strategiessichannel at the LHC.

We conclude by noting that a number of approximations haea lbeed in order to make the NLO
calculations tractable. Notably, we have not included tlassof the bottom quark in our computations,
ignored off-shell effects for the top quark and neglecta@rfierence effects between radiation in the
top quark production and decay stages. However, none of kesxpected to amount to much more
than a few percent correction. This should certainly not Beraus issue when considering single top
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Fig. 3.2.28: The opening angle between the leptons ifhe> WW and W't processes, for the search for a Higgs of mass
155 GeV. Cross sections are normalized to unity, after suitaddech cuts have been applied.

searches at the Tevatron, nor at the LHC when considerirgg tbleannels as backgrounds. However
such effects may become important when studying propesfitise top quark in these channels at the
LHC. In that case further study will be necessary and indeedlevelopment of such improved tools is
already underwa;}__[$4].
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Parton-level comparison of MadEvent Monte Carlo eventsli®Nalculations
Contributed by: J. L tck, W. Wagner, C. Ciobanu

A good modeling of signal and background processes with B@airlo generators is essential for
particle physics analyses. This is particularly true if @amas for the observation of a new process, like
single-top production. Qualitatively a false discoverg ha be avoided, quantitatively the significance
of a signal has to be evaluated correctly.

In Run I, CDF used the PYTHIA program to generate single-topnes E}ZES]. Several
authors pointed OUEZDSZ] that the leading order coutigim of single-topt-channel production as
modeled in PYTHIA andHErRWIG does not fully represent the measured final states.

This is a2 — 2 process with & quark in the initial stateb + v — d +torb+d — @ + t.
A b quark parton distribution function is used. Theguark stems originally from a gluon splitting into
a bb pair. Since flavor is conserved in the strong interactioh,caiark has to be present in the event
as well. PYTHIA creates the through backward evolution following the DGLAP scheme. nigsihis
method, only the soft region of the transverse momentumeob tb modeled well. The high- tail is
not estimated as accurately. In addition, thepectrum comes out too far forward. In following we will
call theb the2*d b quark.
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One can improve the modeling of single-top quark produchipmproducing Monte Carlo events
with matrix element generators and apply a shower MonteoGanlthe parton final states. To model
the single-topt-channel kinematics it was proposed to generate two samptesthe matrix element
generator: A2 — 2 sample,b + ¢ — ¢ +t, and a2 — 3 sample with a gluon in the initial state,
g+q — ¢ +t+0b. Inthe second process tB&! b quark is produced directly in the hard process described
by the matrix element. This sample describes the most iraponext-to-leading order contribution to
channel production and is therefore suitable to describaitih tail of the2”d b quarkp distribution.
However, the two samples have to be matched together to gevemified sample of Monte Carlo events.
In their first Run Il analyses CDF and D@ used a matching praeetased on ther spectrum of the
2nd ) quark ,6 . CDF used the matrix element generator MadE,], D@ used the
program CompHE9]. At CDF ther distributions of the2™ b quark of LO and NLO sample were
normalized to the ratio of the corresponding cross sectiatsulated by MDEVENT, R = 2.56. The
intersection point of two curves was found to Ber = 18 GeV /c. Subsequently, events of the LO
(2 — 2) sample were accepted for the final sample if gheof the 2°¢ b quark was belows. Events
of the NLO sample were selectedpif (2°b) > Kr.

One important question which has to be addressed is how d@odhatching procedure is and
how well the final Monte Carlo sample describes the singtettohannel kinematics. To achieve this
goal we compared the kinematic distributions of the primgastons obtained from the matchedchbIE-
VENT Monte Carlo sample with NLO differential cross sectionst thiie made available by thetdp
software EIZ]. We found that the shape of the kinematic ithistions of the2" b quark, namely ther
and the pseudorapidity distributions, are modeled quitié Wewever, we found a small rate difference
for visible 2" b quark jets withpt > 15GeV and|n| < 2.8, which are the jet cuts used in the CDF
single-top analysis. Therefore, we adjusted the origiraticiing procedure such that the rate of visible
2nd p quark jets in our matched M>EVENT sample is equal to the rate predicted byo? [@]. Ef-
fectively, this results in a new intersection pofit = 9 GeV /c for the matching procedure. As a result
all visible 2°4 b quarks of the matched sample are coming from the N2.O+(3) sample. Figure 3.2.29
illustrates the matching procedure. We have evaluated #tehedt-channel single-top Monte Carlo
sample by comparing distributions at parton level to the N@diction from Zop. Figure[3.2.3D
shows a few examples. We also compared kinematic distoisitior thes-channel production, see fig-
ure[3.2.31L. In general, we find very good agreement for thet®@arlo modeling of the single-top
kinematics. We quantify the remaining difference betwden Monte Carlo and the NLO calculation
by assigning weights to the Monte Carlo events. The weigheisved from a comparison of several
kinematic distributions that are combined in a weightedagye. We apply the single-top event selection
to the Monte Carlo events and sum up the weights. As a resuihdi@n estimate on the deviation of the
acceptance in Monte Carlo compared to the NLO predictiothéil” + 2 jets bin we find a discrepancy
of —1.8% +0.9% (MC stat.) for thet-channel, i.e. our study indicates that the Monte Carloree of
the acceptance is a little higher than the NLO predictiornthéns-channel we find excellent agreement,
no evidence for a deviation;0.3% + 0.7% (MC stat. ).

The general conclusion from our study is that theMEVENT Monte Carlo events give an excel-
lent representation of the single-top production procBse to the matching procedure for thehannel
sample the NLO effects are sufficiently taken into account.
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Fig. 3.2.29: Matching of the single-tapchannel samples in CDp distributions of the2™? b quark: a) on a linear scale, b)
on a logarithmic scale, for the— 2 and the2 — 3 process. The ratio of — 2 to 2 — 3 events is adjusted such that the rate
of 2" b quarks withpr > 15 GeV /c matches the NLO prediction. In c) the distribution for the matched sample is shown.
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A simulation method of the Electroweak Top Quark Productiments in the NLO Approximation.
Monte-Carlo GeneratoingleTop

Contributed by: E.E. Boos, V.E. Bunichev, L.V. Dudko, V.I. Savrin, A.V. Sherstnev

Introduction The CompHEP packagm29] has been used to prepare a speriagenerator Single-
Top to simulate the electroweak single top quark produoih its subsequent decays at the Tevatron
and LHC. Single top is expected to be discovered at the Tavaun Il and will be a very interesting
subject of detail studies at the LHC (see the rev@/ [30]).

The generator SingleTop includes all three single top @m®&Ee and provides Monte-Carlo un-
weighted events at the NLO QCD level. In the papel [52] it hesrbargued that the NLO distributions
for s-channel process are the same as the LO multiplied by a knefaot@&r. The LO cross sections
for the s-channel process are shown in the tdble 3]2.13 and the NL€3 sextions are taken from the
papers @7@9] and are shown in the tdble 32.14 We discustlyshere only the main process with
the largest rate, thechannel production. The representative LO and NLO diagramne shown in the
Fig.[3.2.32 The top decay is not shown, however it is inclualddading order with all spin correlations.

1.4

1.1 1.2 1.3

Fig. 3.2.32: LO and representative loop and tree NLO diagrafhthet-channel single top production

Table 3.2.13: The total LO cross sectionssthannel single top quark production process (The LHC csestion ofpp —
tb(tb) processes are equal 4.96 (3.09) pb; for the Tevatron the semgions opp — tb andpp — b processes are the same
and equal 0.3 pb (the numbers in brackets)).

Processes, pb
ud — tb du — tb dc — tb cd — tb
us — tb su — tb 5c — tb c5 — tb
2.22(0.291) 2.22(0.006) 0.26(0.001) 0.26 (0.0(|Jl)
du — tb ud — tb ed — tb s¢ — tb
st — th us — tb dc — tb cs — tb
1.285 (0.291) 1.285 (0.006) 0.26(0.001) 0.26 (0.001)

Overview of the effective NLO approach. We compute by means of the CompHEP the LO order
proces® — 2 with the b-quark in the initial state and top spin correlated> 3 subsequent decay, put
it into PYTHIA [] and switch on ISR/FSR. Then with CompHER compute the NLO tree level
corrections 2 — 3 processes with additional b- and light quarks or gluons @nfthal state including
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Table 3.2.14: The total NLO cross sectimmﬁﬂ = 175 GeV).

Collider | Process t t t+t
LHC t—channel| 152.6 £3.1 | 90.04+1.9 | 242.6 & 3.6
s—channel| 6.55 +0.14 4.1+0.1 10.6 £0.17
Tevatron| t—channel| 0.95 £0.1 0.95+0.1 1.94+0.1
s—channel| 0.44 +0.04 | 0.44 =0.04 | 0.88 £0.05

also the top decay with spin correlations. We split the pispsee region in "soft” and "hard” parts gn

of those additional b and light jets being from PYTHIA radatin the "soft” and from the CompHEP
matrix element calculation in the "hard” regions. The safttps normalized in such a way that all parts
being taken together give known from calculations the NLGBsrsectionEﬂg] which are shown in
the tabld_3.2.74 for the LHC and Tevatron. The splitting paters are tuned based on the requirements
that all the distributions become smooth after the norraibn. The performed cross checks show an
agreement with exact NLO calculations where the compute@ Histributions are correctly reproduced
by our method. Therefore, generator “SingleTop” prepaneithat way does not have a double counting
problem, produces correctly the NLO rate and distributi@msl includes all the spin correlations.

The first release of the genera@llSZ] did not include thid hediation of the light jets, while the
latest version [133] currently used in the analysis by therilab DO and the LHC CMS collaborations
includes all the mentioned properties.

Practical implementation of the method in generator Singldop. The generator “SingleTop” (based
on CompHEP program) realizes an effective NLO approach efitegeneration for the single top-quark
processes by taking into account the main NLO correctiorigniematics. The model of simulation is
based on the phase space slicing method.

The method begins with thitechannel cross section in the Born approximation, takimg account
the full set of Feynman diagrams where the top quark appeénsadditional b and light quarks in the
final state 2 — 3). However, calculation of the proce8s— 3 at the tree level doesn't include large
logarithmic QCD corrections (related to the procgss— bb) that appears in the "soft” phase space
region where the b quark has a sm&k. It is possible to calculate these corrections via standard
renormalization procedure and include them into partoistridutions of the b-quarks in the proton. In
this case the reactidh— 2 (with b-quark in the initial state) would be the LO approadihe t-channel
process. In the same way another b-quark should appeamatie final state. It follows from the fact
that b-quark can be produced in the proton onlyirpairs from the virtual gluon. One can simulate
the final b-quark in the proce€s— 2 via ISR-mechanism. In this case b-quark could be produced by
initial state radiation and will appear in the final statehwita branch of parton shower, from the splitting
function g — bb. One of these b-quarks (from gluon splitting) is the initiakrd parton and the second
one goes to the final state. The LO cross sections fo2 the2 processes are shown in the table 3.2.15.
The LO cross sections & — 3 processes are shown in the table 3.2.16, thefpb) > 10 GeV is
applied.

Calculations of the procegs— 3 at the tree level approach doesn't include large logarithoor-
rections (related to the procegs— bb), but the exact tree level calculations correctly simutshavior
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Table 3.2.15: The LO cross sectionstethannel2 — 2 processes. (The total LHC cross sections of the progess ¢;(¢5)
is 155.39 (89.85) pb; the Tevatron cross sectiongjof— tj andpp — tj processes are the same and equal 0.966 pb (the
numbers in brackets))

Processes, pb
ub — dt ub — st dg — ¢t
bu — dt bu — st gd — ¢t
chb — dt chb — st sg — ct
bec — dt bc — st gs — ¢t
db — aut
bd — it
sb— ut
bs — ut
129.26 (0.869) 15.01 (0.057) 11.12 (0.040)
ab — dt ub — 5t db — ct
bu — dt bu — 5t bd — ct
cb — dt cb — st sb — ct
be — dt be — 5t bs — ct
db — ut
bd — ut
sb — ut
bs — ut
66.99 (0.869) 10.05 (0.057) 12.81 (0.040)

of the b-quark in the "hard” phase space region with the l&geWe will demonstrate, that combination

of the processe3 — 2 and2 — 3 allows us to construct MC samples at "effective” NLO levepagach.

We can prepare correct events with "soft” b-quark via ISRuation. But in this case we lose the sig-
nificant contribution of the "hard” b-quark. We can probablyme to an appropriate result if we would
use different strategies to simulate the different kinéonagions of the phase space. Unfortunately, we
can't naively combine the samples with— 2 and2 — 3 processes because in this case we will get
double counting of some phase space regions. To avoid tiepnoof the double counting we propose
to use different methods of MC simulation in the differenapé space regions and combine them based
on some kinematic parameters.

Figured 3.2.38-3.2.36 show the normalized distributitimst have been prepared for the Tevatron
and LHC. On these plots we can see that the distributiongfcaind pseudorapidity of the top and light
quarks looks similar (Fig$._3.2.88, 3.2135), but the distiions of the additional b-quark (that comes
from gluon-splitting) differ significantly (Figs. 3.2.B8.2.36). The distribution for pseudorapidity of
additional ISR b, have a peaks at larger values than thetdigtms for processes— 3 at tree level. The
Pr spectra for the events that we prepare in PYTHIA with ISR $ation are "softer” than in tree level
calculations. The main contribution from the large lodariic appears in the "soft” region dPr(b).
Therefore, it is reasonable to use transverse momentumddfauhl b-quark as a kinematic parameter
for slicing the phase space to hard and soft regions. To pepaents at NLO effective approach we
apply the following procedure: first, we prepare the Complékénts2 — 3 (at tree level) withPr(b)
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Table 3.2.16: The LO cross sectiong:athannel — 3 processes after the ci- (b) > 10 GeV (The total LHC cross sections

of the procesep — tgb (pp — tgb) is 82.3 (47.9) pb; the Tevatron cross sectiong@f— tgb andpp — tgb processes are

the same and equal 0.379 pb (the numbers in brackets); tieexjlained in the text).

Subprocesses

ug — dtb ug — stb dg — ctb
gu — dtb gu — stb gd — ¢tb
cg — dtb cg — stb 59 — ctb
gc — dtb gc — stb g5 — ctb
CZg — uth
g(Z — uth
59 — ath
gs — ath

68.8 (0.328) pb 7.6 (0.03) pb 5.9 (0.021)
g — dtb g — 5tb dg — ctb
gt — dtb gl — 5tb gd — ctb
¢g — dtb cg — 5tb sg — ctb
gé — dtb gé — 5tb gs — ctb
dg — utb
gd — utb
sg — utb
gs — utb

36.2 (0.328) pb 4.9 (0.03) pb 6.8 (0.021)

Db

larger than some critical valuB’7. Then we prepare evens— 2 in the "soft” region of the phase
space withPr(b) < P°7. The cross section &f — 2 events in the "soft” region we multiply by K-factor
for taking into account loop corrections which do not chasmmificantly the kinematic distributions.
The value for K-factor we can calculate with the requireraeftnormalization of the events in the full
phase space to the total NLO cross section, as demonstratieel fiollowing equation:

onco = K -opyrr1a(2 = 2)|ppmy<py + 0ComprEP(2 = 3)| pp)> PY-

The K-factor here is a function of slicing paramefé?, the total NLO cross section we know from

exact NLO calculationsl.ﬁﬂg].
In case of LHC collider we have:

0CompHEP(2 = 3)| py>206ev ~ 108.7 pb,

oCompHEP(2 = 3)|py >106ev & 125.7 pb

and K=0.89 forP{ = 20 GeV, and k=0.77 fo’) = 10 GeV.

In case of TEVATRON collider we have:

0CompHEP(2 = 3)| pp > 20Gev ~ 0-46 b

UCompHEP(2 - 3)‘P§’«>1OGeV ~ 0.72 ph.
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and K=1.32 forP?% = 20 GeV, and k=1.21 foP% = 10 GeV.

The natural requirement for the correct slicing paramét@r is a smoothness of the findt
distribution in the whole kinematic region for the additidi-quark. On the Fid. 3.2.87 and Hig. 3.2.39
shown the distributions for th&#%, = 20 GeV and we can see the bump at the matching point. After
series of iterations we have found tHt distribution becomes smooth enough with; = 10 GeV. The
result is shown in the Figufe 3.2]138. The distributions lfer itHC collider are shown in the figure 3.2140
for the same value aP’7 = 10 GeV. The algorithm described above we call "effective NLQraach”.

Comparison of the results. To check the correctness of our approach we compare ourtgesith
two independent NLO calculations. The programs ZTE’ [52] RCFM B] provide the kinematic
distributions at NLO level. The MCFM takes into account tHeONcorrections in the decay of t-quark as
well as in its production. The ZTOP includes NLO correctiom$y in the production of top quark. The
ZTOP and MCFM programs provide the possibility to calculdteO distributions, but do not simulate
events which are important in the real analysis. We should, ribat due to the model of showering for
the final partons, generator “SingleTop” takes into acctlimimost part of NLO corrections in the decay
of t-quark as well as in the production. We compare the remtesive distributions from our effective
NLO approach with exact NLO calculations. The results amewhin the Figures 3.2.4[, 3.2]42. We can
see how the events simulated in effective NLO approach cityreeproduce the exact NLO distributions
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Fig. 3.2.35: The comparison &# andn distributions for Fig. 3.2.36: The comparison é# andn distributions for
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malized to unity and no cuts applied. distributions are normalized to unity and no cuts applied.

produced by ZTOP and MCFM programs. The good agreement inbdisons demonstrates the cor-
rectness of the simple approach to model the most imporemopNLO QCD corrections on the level
of event simulations.
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W +jets as a Background to Discovering Single Top Quarks
Contributed by: M.T.. Bowen, S.D. Ellis, and M.J. Strassler

Standard Model production &% bosons and associated jets is currently obstructing tloevksy
of single-top-quark production at the Tevatron. This baockgd is now known to be significantly larger
than expected a few years ago. The systematic errors orcpoedand measurement of this background,
especially in the context df tagging, have made a simple counting experiment virtualipassible,
as the uncertainties are comparable to the single-top Isidhaeems necessary to use the kinematic
distributions (“shapes”) of the main background® <{jets, t¢, QCD) in order to separate signal from
background. However, predicting or measuring the shapéefif+jets background afteb-tagging
algorithms are applied, as required for single-top dispgus itself subject to significant uncertainty. In
this note, we point out a possible approach to reducing opecasf this problem.
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CompHEP (tqb+ISR) and Pythia (1q+ISR) processes, P;b cut = 20 GeV CompHEP tgb and tq+ISR b processes, P;b cut = 10 GeV
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Fig. 3.2.37: The combined distributions for the "soft” Fig. 3.2.38: The combined distributions for the "soft”
pp — tq + brsr (PYTHIA) and "hard” pp — tq + pp — tq + brsr (PYTHIA) and "hard” pp — tq +
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An analysis of the use of shape differences between sigdabackground was performed in Ref-
erence5]. The use of asymmetries and correlations imglthe lepton from the top decay and the
jet associated with thechannel production process were shown to dramaticalligaté problems from
thett background. The reduction of th&+jets background was shown to be significant, but still insuf
ficient, unless systematic errors on the shapB/afiets can be brought down to roughly the 20 percent
level. The challenges in doing so were discussed in sectioof [65]. The various contributions to
the sample ofV +jetswith a singleb-tag were compared, and it was shown that many different subpro-
cesses, with many different initial and final states, areashgarable importance. Unfortunately, each
of these subprocesses has a different shape. Unless tadira@ormalizations can be determined, it is
impossible to know the shape of the tol&l+jets single-tag background with low uncertainty. Further
each of the many contributions has its own independent tainges, stemming from parton distribution
functions (PDF’s), loop corrections, and issues involviagging and mistagging of heavy flavor, among
others. It seems difficult to imagine that all of these subpsses can separately be measured in data.
Therefore, it is important to reduce the unknowns in thisgexinusing a combination of data, theory, and
simulation.

Among the lessons of section IV MGS] was that roughly adloif the events entering thé& +jets
single-tag sample do so through the tagging of heavy flavarkguemerging within the parton shower
of a short-distance gluon. Consequently, a significaniqodf the normalization uncertainty in certain
subsamples is due to incomplete knowledge concerning #ugrientation of short-distance gluons to
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heavy quark pairs, which leads to uncertainties in how gft@mon-level processes suchwat— W gg

will receive a singleb tag. (This problem extends well beyond single-top-quaddpction, of course;
any similar process, such &8 or Wh, will have background from gluon radiation and subsequent
splitting to heavy quark pairs.) While Monte Carlo prograans relied upon to carry out this splitting
in most studies, they have not been sufficiently verified ugnéopresent time. Any neural net method
for single-top-quark production trained on Monte Carlo @iations will suffer a substantial uncertainty
from this source, unless the Monte Carlo can be tuned mondraongly to data.

Summary: Proposal to Study Gluon Splitting in W+1j Events To reduce the systematic error from
gluon splitting to heavy flavor requires a combination ofadabhd Monte Carlo. It has already been
suggeste4] that events with a sin§lé Z or photon and a single hard jet are important tools for
extracting heavy-flavor PDF’s. We wish to emphasize furthat one should view these events as tools
for a study of gluon fragmentation to heavy flavor, and foruedg correlated uncertainties involving
PDF's, fragmentation and heavy-flavor tagging. In particulvith integrated luminosities at the Tevatron
exceeding 1 fb!, W events with a single hard jet represent an ample, relativeli:understood, gluon-
rich and heavy-quark-poor resource. The study we presémivimiggests that the sample bf plus
one highpr jet (W+1)) provides an opportunity to study in some detail, vieeshgation of (sometimes
multiple) secondary vertices and embedded muons, the &atation of gluons into heavy flavor, and
the interplay of gluon splitting with tagging algorithms.uresults should be considered preliminary;
much further study is required.

The only published intersection between theory and exparirfor gluon-splitting to heavy quark
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Fig. 3.2.41: ThePr and pseudorapidity distributions of final quarks in effeetNLO approach (“SingleTop”) and exact NLO
calculations (ZTOP) for the Tevatron collider.

pairs has been at"e~ colliders through the processe~ — Z — qgg, where the gluon radiated off
of one of the quarks then fragments teaor bb pair. The kinematics of SLAC and LEP restricted the
energy of this gluon to be in the 20—40 GeV range. Furtherptbduction of the short-distance gluons
in ane™e™ collider takes place in a color environment different thiaat tof a hadron-hadron collider.
Thus the predictions of the gluon-fragmentation algorghmplemented in showering generators such as
PYTHIA [@] and HERWIG [Ll_;ib] remain somewhat untested fevdtron applications. It is therefore
important to measure gluon splitting rates directly at theatron, ideally in multiple settings.

Naively, thelW+1j sample provides such an opportunity, since at leadidgraiLO) there are no
short-distancéV'b final states, except through negligibly small CKM mixing besg Some fraction of the
final states contain charm quarks, but almost all jets withiple secondary vertices in this sample will
come from a gluon fragmenting to eithebl@or c¢ final state. The numbers below will show that even
events with a single heavy-flavor tag will be substantialyeven dominantly, from the parton-shower
of a gluon. Disentangling the various sources for heavyeflé®gs may be possible in this sample using
the differences in impact parameter distributions for skdstancec andb quarks, as well the relativer
of muons in the decays.

Let us be more specific: we define tHé+1j sample to be all events with one lepton, MET, one
high-pr, central jet, and no other highr jets at any rapidity. ThigxclusiveW+1j cross-section can be
calculated at NLO since it is the difference between theusice W+1j and W+2j cross-sections both
at NLO, which have been evaluat@?;?]. We recommend usgitehpr jets as they are, in general,
under better theoretical control and are reconstructeld gritater efficiency by detectors. Further, the
rate at which gluons split tQQ pairs increases significantly with energy, so the fractigets containing
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bb and c¢ pairs becomes larger. What cut best balances statistics and systematics will have to be
determined by a future study.

Simulation of ¢vj Events The proposal above requires NLO studies for bdti1j and W +2j to
normalize thelV’ +1j exclusive event set. For now, we use the K-factorWot1j inclusive production
from @] to normalize our event set. This overestimatesilimber of events the Tevatron experiments
will have to work with, but probably by less than ten perceédir crude simulation of th&/+1j sample
suggests there will be enough events at the Tevatron to meetgugluon splitting rate even with a small
reduction in rate when the normalization is calculated na@m@urately.

To provide an estimate of the number@f; events the Tevatron experiments will have to work
with, we have generated an unweightedg event set using the LO event generator Madgr@ [128] and
CTEQSL PDF's[Ll_;ib]. Events are generated with the facttionaand renormalization scales sefliGy,
and aK -factor of 1.1 is taken from th&/+1j inclusive NLO calculation ir@?]. After accountingrfo
the branching-ratio folV — uv, er, and the generic cuts given in Table 3.2.17, the numbersaaftsv
with 1 fb~! of integrated luminosity are given in Talile 3.2.18. The év@me broken into various sub-
channels, differing by the underlying source of thejietor simplicity, the cuts are applied to the the
short-distance partons, not to the jets. Triggering efficies are not accounted for, but are expected to
be at least 8% for all channels.

Table[3.2.1B shows the abundance of short-distance glaahg ievents. The numbers of events
in different channels suggests (though it does not prova) lly looking at/v; events with one and
two secondary vertices, as well as events with one and twoyhigembedded muons, the processes

70



Item pr In|
4 >15GeV | <1.1
MET (v) | > 15GeV | -
j >40GeV | < 1.1

Table 3.2.17: Detector cuts applied to partons in our study.

Channel| Events After Cuts
lvg 24,000
lvg 22,000
fve 2,200

Table 3.2.18: Numbers of events with I thfor the subsets ofv;j with the cuts from tablE3.2.17. Hefe(e™,u™), ¢ is both
c and¢, andq sums over all light quark and antiquark flavors. There igmiochannel at LO, except through negligibly small
CKM matrix elements such 4¥.s|.

lvg — fvbb andlvg — (vce can be disentangled both from each other and also franand fake tags.
Indeed, given thaB meson decays frequently involve charm mesons, there isogmhplity of some jets
with four real secondary vertices.

Unfortunately, the contribution from short-distance tigjuark jets, and from gluons that shower
only to light quarks, can lead to reconstructed secondarces, and constitutes a significant back-
ground to measuring gluon fragmentatiorcéaandbb. However we expect this effect can be constrained
in several ways, including the absence of muons in suchgatsa different dependence on vertex posi-
tion, charge multiplicity, etc.

The other competing short-distance process, with finag éiat, needs to be determined in order
to allow a measurement of gluon fragmentation, and is isterg in its own right. Thoughivc events
will give real secondary vertices and higl-muons, they provide at most one of each, and when both are
present, the muon will intersect the vertex. Moreover, therge of the embedded muon will be opposite
to the charge of the isolated lepton, in contrast to events giuon fragmentation, where the muon
from the heavy flavor decay may have either charge. The tlieareate for/vc production has a large
systematic error from uncertainties in theuark PDF, because initial-state strange quarks congribut
over 80% of the rate at LO; the sample provides an opportunity to nreathies PDF and reduce such
uncertaintie4]. The NLO calculation (with thewweguark mass included) has been completed

]. To our knowledge, the corresponding experimentadyshas not yet been done.

Showering of fvg Events UsingPYTHIA To get a sense for the number 6fg — (vQQ events
the Tevatron experiments will have to work with, we allow the events to undergo parton showering,
using PYTHIA ]. We take the factorization scale tolfg,, and we turn off initial-state radiation
in order to focus solely on the evolution of the short-disegluons; note gluons in initial state radiation
are at lowpy and any heavy flavor quarks in their parton showers are reaghed. The specific numbers
have large uncertainties, perhaps of order 30 percenthbuytare only intended to be illustrative.
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Channel | 1tag | 2 tags
lvg — bb | 260 a7
lvg — cc | 150 3

lve 280 -
lvq(g) 300 -

Table 3.2.19: Numbers dlvj events with one or two tags. The last column is either fortligarks or gluons which do not
fragment to heavy quark pairs. We have not tried to estintetetimber of double tags for the second two processes.

For 1 fb~! of data, and the generic cuts in Table 3.2.17, there are @400 events. After
showering, these short-distance gluons have fragment@2itbh pair and 130Q:¢ pairs. Because thie
andc quarks from gluon fragmentation have smajerthan the original short-distance gluon, it is not
obvious how many of these heavy quarks will lead to obseevabtondary vertices. Indeed a detector
simulation would be necessary to estimate this rate. As@ecmeasure, we have estimated the number
of tags per jet by modeling the tagging of each heavy quariopanside a jet asmdependendf any other
nearby heavy quark. While this completely ignores comptices fromb — ¢ decays, and overlapping
secondary vertices, it provides some measure of the nunfl®reats the Tevatron experiments may
have to work with, and has the benefit of being straightfodass an estimate.

Eachb parton from gluon fragmentation is tagged at a rate of 0.B(tary36), wherepr is theb
guarkpy. Charm quarks are tagged at a rate of 0.15 tapH@R), and jets originating from light quarks
and gluons without heavy quark pairs in them are mis-taggjadae of 0.01 tani(-/80).

We have not attempted to investigate the use of the muonstfeordc decays, but we believe they
should provide additional helpful information with complentary systematic uncertainties. Lepton-
tagging of heavy quark jets has already been shown to wordpiphysics studies in Run iLL_l|40]. The
event rate folV/ +1j production is also sufficiently high to overcome the tiglly small branching ratios
ofb — uX ande — pX.

We also wish to note that the excellent resolution of the ewasilicon trackers in they plane
may allow measurement of the displacement inithelane between two different secondary vertices,
as well as their distance from the primary vertex. Thus, anewith two heavy quarks could yield
two impact parameters and either an angle or a distance betthe two displaced vertices. Fitting to
these distributions, using a Monte Carlo to simulate theh@avor decays, may well allow unknown
parameters in the Monte Carlo description of gluon fragia@m to be pinned down more precisely.

Final Remarks The proposed study of secondary tag#lir-1j events should also usefully supplement
the ongoingZb studies at the Tevatronﬂﬂ]. Currently, thé°DF is assumed to be zero at the “
threshold” (4.5 GeV) and is generated by letting QCD evolugquations create it from the gluon PDF at
Qr greater than 4.5 GeV. The uncertainties in&HDF are then almost completely tied to uncertainties
in the gluon distribution. If one further relaxes the asstiompof theb PDF being zero exactly at the
threshold, the uncertainties are even bigger. #RDF can be studied i@+1j events with secondary
vertex tags@ﬂl]. (Th&g+1j study may also have sensitivity to thé’DF; though there are some
experimental results from DIS production of charm that elaome constraint@é@@l%], the
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uncertainties are still large.) A background to this stugl¥ 4, where the short-distance gluon then splits
to heavy flavor. Cross-checking results betweerlj andW+1j samples should help reduce systematic
and statistical uncertainties in our understanding ofdlmscesses.

Angular correlations in single-top and’jj
Contributed by: Z. Sullivan

Recent studies of single-top-quark producti@ 126khemphasized the importance of re-
ducing thelVjj backgrounds. These backgrounds are strongly sensitivehievableb-tagging effi-
ciencies and jet-energy resolution. New theoretical erations El] have shown that only modest
improvements A j; rejection can be made by improving cuts in pseudorapidity-jet assignment.
Hence, additional information appears to be required.

It has been demonstrated that a spin correlation betweefindestate lepton and noljet in
single-top-quark production might lead to a useful angdiacriminate against th# ;; backgrounds
at both the Tevatror{__[_tZ] and the LHE49]. These studieedebdn leading order (LO) theoretical
predictions. This Workshop has motivated a recent p@r({a&tnmarized here) that provides a next-
to-leading order (NLO) confirmation of the LO angular coat&ns for both the single-top-quark signal
andW jj backgrounds. In addition, sensitivity to top-quark restyie reconstruction is quantified, and
additional angular correlations are shown to be effectigertminants.

In order to understand angular correlations, it is esseotianderstand the contribution from spin
correlations versus kinematic correlations. Spin cotiia in single-top-quark production and decay
are a direct result of the electroweak nature of the proseS3ee matrix elements for bothchannel and
t-channel single-top-quark production are proportional to

[pa - (pr — muse)][pe - (e — must)] (3.2.25)

wherep, andp,. are the four-momenta of the down-type quark and chargedneptthe eventp, and
my are the top-quark four-momentum and mass, &nid top-quark spin four-vector. In the top-quark
rest framep; = m,(1,0,0,0), ands; = (0, §).

In Ref. ], Mahlon and Parke showed that the direction @& down-type quark provides a
convenient axis to project the top-quark spin, i.e., chobse d as in Fig[3.2.48. With this choice,
the matrix element reduces f& E.mj7 (1 + cos 6, ;). Since roughly 98% of the events at the Fermilab
Tevatron are produced by pulling/dgrom the incoming antiproton, measurings 9;}5 provides the best
possible measure of the spin correlation dezhannel production.

The only complication fos-channel production is reconstruction of the top-quarkfresne. De-
generacies in the measured neutrino momentum, and assigofrteeb-jet to top-quark decay, degrade
top-quark reconstruction. These kinematic effects saftermeasurable angular correlations, as seen in
the center plot of Fid. 3.2.44. However, the LO and NLO disitions agree exactly after top reconstruc-
tion up to an NLOK -factor. This has been confirmed in the fully correlated plsgmce, so Monte Carlo
simulations can reliably predict these angles.

Angular correlations in-channel single-top-quark production are more complitaidned quark
ends up in the highed; nonb-tagged jetj; approximately3/4 of the time at the Tevatron. The other
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1/4 of the time ad-quark is in the initial state, and a perfect correlatiorsexivith the incoming hadron
(mostly the antiproton at the Tevatron). This adds a ditufector, so that the the matrix element is pro-
portional to(1 + cos 8} ;, cos 6. ). The dilution factorcos 0}, = 1 —Q?*/(E}EY) is typically around
0.8, because the-channel exchange of tHé boson pusheg, forward toward the beam line. Hence,
cos 92+j1 is a good quantity to measure because of a combination ofsgirkinematic correlations.

A complication int-channel production is that additional initial-state editin can occasionally
be misconstrued as the hard forward jet in the event. Sinsadtiditional radiation is uncorrelated with
the final-state lepton, it slightly flattens the distribatim Fig.[3.2.4%#. However, it has been sho@ [52]
that LO Monte Carlos can be properly matched to NLO distidmg. Using matched distributions, the
softening of the correlation is seen to come solely from thsidantification of which jet contained

the down-type quark. Spin-dependent matched distribsittehably predict the fully correlated angular
correlations.

The analytic form of the correlations fer and-channel production at the LHC is the same as
at the Tevatron. However, there is one striking differente-channel production. Because the LHC
is app collider, t production comes almost entirely from a valencguark in the initial state, while
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production comes mostly from valencel guark in the initial state. This means that the spin cori@tat
for ¢ production is almost 100% with the light jgt, but for¢ production it is almost 100% with the beam
axis.

An additional complication fot production is determining which proton tdequark came from.
The correlation suggests that a good choice for reconsgiruistthe proton remnant closest to the charged
lepton, i.e., fom,+ 20 useP, = v/5(1,0,0,+1)/2. Despite the fact that the best correlation is with the
proton, the light jet tends to be very forward, and hence theiah factor for using the Mahlon-Parke
basis is close to 1. Early studies of fully-reconstructeehts using the ATLAS detector simulation show
that the single-top-quark arid ;57 angular correlations are very similar to those at the Teva@)].
Further, it appears that the Mahlon-Parke basis works Bguall for both ¢t and¢ production at the
LHC.

The purpose of studying angular correlations is to find cutetuce thé? jj backgrounds. As
seen in FigZ3.2.44, the two general clasBés; backgrounds are found to be well-represented by a LO
calculation plus an NLO¥ -factor. This has been confirmed in the fully correlated #agdistributions
as well. In Fig[3.2.45, the correlation betwees ngl and cos H{m demonstrates the power of using
angular information. The flat distribution tos ngl for Wjj is seen to be an artifact of integrating over
two broad peaks in the correlated phase space. A simpleuwtht, &scos ngl > cos 9{)].1, can remove
roughly 1/2 of the background with little signal loss in either singtgxtchannel.
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Fig. 3.2.45: Correlated angular distributions of the fisi@te particles in the top-quark rest frame of NLO (le¢fghannel
and (centery-channel single-top-quark production, and (right) NL©Dj; production. This is a two-dimensional projection
betweercos 67, , wheree is the charged lepton and is tagged as the highe#tr light-quark jet, andos 9{,'].1 , Wwhereb is the

b jet from the top-quark decay.

The signal in Fig[3.2.45 peaks in one corner due to an additiangular correlation not used in
previous analyses. In the real top-quark rest frame f{berecoils against th&/, and hence the charged
lepton in the event. The strong spin correlation betweerlgp®wn and light jetj; leads to an almost
degenerate phase space for single-top-quark productith,te b jet recoiling against the leptof-
system. The angle between thend j; is further enlarged, because the initial production mode is
two-body state with the top-quark recoiling against thétligt. Theb picks up some of the top-quark’s
momentum, and the combination of kinematic boost and spireletion pushes the jets far apart.

The large angle between theand the charged lepton leads to the possibility of us'umgﬂgji as
a way to choose which jet came from top decay. This is usefu$-thannel production where it is not
clear whichb-jet to assign. The following procedure picks the corresigisment better than 80% of the
time, and effectively removes tlieassignment uncertainty:
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1. Construct two candidate top-quarks from the two higliestets j;.

2. Call theb-jet from top decay the one with the smalless ngi in its own candidate top-quark rest
frame.

This is effectively equivalent to making the auts 67, < cos 9;1 on the correlated angular distributions.
The W jj background is very close to flat in the plane of these two angled this cut will reduce the
background by another factor of two. This sort of cut emptessihe importance of having complete
and accurate angular correlations, since it will causeupeasedly flal? ;5 distributioncos ngl in Fig.
[3.2.43 to look exactly like the signal in that projection. riemately, the fully correlated distributions
maintain the distinction.

Another useful distribution that arises from the largs egjl angle is the dijet mass. The dijet
mass for the signal is pushed to large values, because tfa iir; tends to be large, and the jets are
roughly back-to-back. This in contrast with théjj backgrounds, in which the momentum is roughly
split between thél” boson and the two jets, and leads to a softer dijet mass. fi8gmi improvements
in signal to background can be made by adding a minimum digetsneut of order 100 GeV.

Use of the fully correlated angular distributions will régudetailed simulations of fully recon-
structed events. Early indications from LHC are that theutargdistributions are barely disturbed by
detector eﬁect@O]. This is not surprising from a quptkeluality point of view, but it is less clear
what the ultimate sensitivity to top-quark rest-frame restouction will be. Many new physics analyses
will require complex cuts on phase space to separate sigmalliackground. Single-top-quark produc-
tion at the Tevatron presents an important opportunity tdiom that the NLO matched samples and full
correlated angular distributions agree with real data.

The “Best Variables” Method and Implementation of NeuratWarks in Physics Analysis
Contributed by: E.E. Boos, V.E. Bunichev, L.V. Dudko, A.A.Markina

The Basic Idea In High Energy physics a discrimination between a signal emrdesponding back-
grounds is especially important when the data statistiedianited or the signal to background ratio is
small. In this case it is important to optimize all steps @& #nalysis. One of the main questions which
arises in a physics analysis is which, and how many variaditesild be chosen in order to extract a
signal from the backgrounds in an optimal way. The genem@blpm is rather complicated and finding
a solution depends on having a concrete process for makinghibice, because usually it takes a lot of
time to compare results from different sets of variables.

One observation which helps in making the best choice of thet sensitive variables is to study
the structure of Feynman diagrams which contribute to theadiand background processes. Based on
such analysis we can distinguish three classes of variaidesh are potentially most sensitive to the
differences in signal and background processes.

The first class of variables is based on the analysis of sanigiels which usually appear in physics
processes. Let us call those kinematic variables in whisbusarities occur as "singular variables”.
What is important to stress here is that most of the ratesdtr the signal and the backgrounds come
from the integration over the phase space region close $e tsiagularities. One can compare the lists of
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singular variables and the positions of the correspondimgusarities in Feynman diagrams for the signal
process and for the backgrounds. If some of the singulaabies are different or the positions of the
singularities are different for the same variable for tlggal and for the backgrounds the corresponding
distributions will differ most strongly. Therefore, if oneses all such singular variables in the analysis,
then the largest part of the phase space where the signakakdrounds differ most will be taken into
account. One might think that it is not a simple task to listtla¢ singular variables when the phase
space is very complex, for instance, for reactions with m@anyicles involved. However, in general, all
singular variables can be of only two types, eitherhannel:

M7, o = (ps1+ pr2)?,

wherep;y andp, are the four momenta of the final particlgés and f2, or t-channel:
fi,f = (pf _pi)27

wherep, andp; are the momenta of the final particle (or cluster) and théaintarton. For théi,f all

the needed variables can be easily found in the masslessigase: —\/Eeypfpe_wﬂ, wheres is the
total invariant mass of the produced system, anid the rapidity of the total system (rapidity of the
center mass of the colliding partoan? andy are transverse momenta and pseudorapidity of the final
particlef. The idea of using singular variables as the most discritivmanes is described ithBO] and
the corresponding method was demonstrated in practi@],[@], @].

Singular variables correspond to the structure of the démators of Feynman diagrams. An-
other type of interesting variables corresponds to the maimes of Feynman diagrams and reflects the
spin effects and the corresponding difference in angulstridutions of the final particles. In order to
discriminate between a signal and the backgrounds, onddshbaose in addition to singular variables
mentioned above those angular variables whose distritmitice different for the signal and backgrounds.
The set of these singular and angular variables will be thst ifficient set for a Neural Network (NN)
analysis.

The third type of useful variables which we call "Thresholdiriables are related to the fact that
various signal and background processes may have veryatifféhresholds. Therefore the distributions
over such kind of variables also could be very different kagjn mind that effective parton luminosities
depend strongly of. The variables would be a very efficient variable of that kind. However, thelglem
is that in case of neutrinos in the final state one can not me&asand should use the effectivewhich
is reconstructed by solving t-,W-mass equations for thérimeulongitudinal momenta. That is why we
propose to use not only the effective variableut differentH, variables as well.

To apply the method it is important to use a proper Monte-&arbdel of signal and background
events which includes all needed spin correlations betvpeeduction and decays. We illustrate the
method by considering single top quark production at hadaliders, the Tevatron and the LHC. The
complete recipe how to model the single top production meeg with NLO precision is described
in the sectiol 3]2. Comparing to a parton level analysis #teaior smearing generically smooth out
the distributions, and makes possible separation worseeler, kinematic properties of the processes
basically remain the same after smearing, and no any newnkitie differences between a signal and
backgrounds appear after smearing which could help in bayithbackground separation.
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Demonstration of the Method Implementation of the above method in real analysis can bididn

the papers describing Single Top quark search in DO (Run Ramdll) ], ], ], ]7]
and CMS (to be published in CMS Physics Technical Design Replm this section, we demonstrate
how the above method works in case of the mostly simple sitoglequark production process, the
channel productionpfp — tb + X), and one of the main background procesggs-{ Wjj + X) at
the Tevatron. Typical Feynman diagrams for these signalteatiground processes are shown in the
Fig.[3.2.46. As explained in the previous section, one shoaimpare the singularities for the signal and
background diagrams. The signal diagram Eig. 312.46 (1a&)dmly one singularity, a pole at the mass
of the top quark:

M? = (pp+pw)? — mi.

(The pole for the W-boson decay is the same for the signal anth& background, and therefore the
corresponding variable is not a sensitive variable herlaérd@ are two singularities in the first background
diagram Fig[3.2.46 (2.1):

Mg21,g2 = (pg1 —l—p92)2 — 0,

ZL/u,(glg2) = (pgl + Pg2 — pu)2 — 0,

corresponding to underlying soft and collinear singukesitvhen additional partons become soft or co-
incident in direction.

d>_W+ b
-~
- - -9 U——— - - =g d d
a tgb “ G-t wy >_9
N u{ T~g F---9 d da W+
J -——— uy v
WA f——— - - 0]
1.1 2.1 2.2 2.3

Fig. 3.2.46:Typical Feynman diagrams for th& jj processes.

In diagram Fig[(3.2.46 (2.2) there are three singularities,one {%(9192)) is the same as in the
first diagram:
tAu,gl = (pgl - pu)2 - O,

tAu,g2 = (ng - pu)2 - O,

fug1g2) = (Pg1 + Pg2 — pu)? — 0.

We construct a complete set of singular variables usindioak from the previous section and
compare physics analysis using such a set of variables nélysis based on more simple often used set
variables. For the comparison of different sets of varislle take the neural network (NN) technique
as one of the most popular and efficient methods of signal asklgnound separation. The efficiency
criteria for different sets is the standard training paremé&lraining Error function”:

Ntest
9 1

_ di — 0;)2. 3.2.26
X Nm;( ) (3.2.26)
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In the formulaN is the number of test patterng; is the desired NN output (1 for the signal and 0
for background), and; is the NN output. The lowest training? has led to best separation of signal and
background by the constructed NN. Comparexthéor different sets of input variables we can conclude
which set of variables is more efficient.

The processes under consideration have been calculatefCsmpH E9] at the parton level,
then decayed and processed with PYTH131] in order taidelinitial-state and final-state radiation,
and to fragment the final state partons into jets. Detect@asimg of the jet energies has been included
in our model by means of the SH\@SS] program. For the NN tngjnve use JETNET packada.Sg].

The first set of variables consists of the complete set ofusamgrariables for thé?” + jets and

s-channel signal processes:
Setl: Mj1 2, Miop, 3, Yiot, PTj1, Yj1, PTj2, Yj2, PTj12, Yj12
whereY;; is the total rapidity of the center of mass of the initial pag reconstructed from the final
state particles, using the reconstructed neutrino momenta equationM%/ = (p + plepmn)2. Next
one is a simpler set:
Set2: prj1, prj2, Han, Hran

HereH.; = > Ey, andHr. = Y Pry, where the sums are over all final-state particles and jets.

The third set includes one singular variabM,(,) in the previous set:

Set3 : Prj1, Prj2, Han, Hran, Miop

The results for the? are shown in Fig.3.2.47 (Ncycle is the number of the Neuraltigéning cycles, it
is proportional to the training time). The best network ifimted as the one with lowest?, because the
output from such a network is closer to the desired outputmithis plot, one can see that théfor Set 1
of singular variables is lower then for the other two desedibbove, and therefore the corresponding NN
is better analysis tool.

017 12 for training with different set of input variables 0.16 xz for training with different set of input variables
a0, a0,
=

tb and Wjj pair (j=g,u.d)

L tb and Wjj pair (j=q,u,d)
0.165 [+ 0.155

016 H 0.15
Set 2 (Py1, P2, Haw )

0155 | 0.145

0.15 0.14

0.145 0.135 —

Set 5 (8§ M Myzs Prj 1, M Pri2, My P12, 7,12 BMgg, P, W)

oMd el o431

0 10 20 30 40 50 60 0 10 20 30 40 50 60
Neycle (training time) Ncycle (training time)
Fig. 3.2.47:Improvement of NN training for different Fig. 3.2.48:Improvement of NN training for different
sets of input variables. sets of input variables.
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The second net output for the different set of input variables
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Fig. 3.2.49:0utput of Neural Networks trained on the Set 2 and Set 5 ofitemsgariables.

We tried to check the Set 1 for completeness by adding moeniatic variables, to see if there
would be any improvement. We added the scalar sum of the famat|es energy.;, and the scalar sum
of their transverse energ¥ ., and called this Set 4. We see that §ffegets worser relative to Set 1 of
the original network. This means that the additional kingnariables do not add sufficient information
to counter the increase in the number of degrees. But n&lesth) we can still search for other possible
variables that contain information that will be useful faparating signal from background. In our
case, where the signal is single-top quark production, we halifferent probability for reconstructing
a tagging muon in a jet from b decay than for misidentifyin@aftagged light jet as b jet. In fact, the
NN method can be regarded in some sense as a way of b-taggenmtrdtiuce this information into the
NN through the transverse momentum of the tagging mpﬁﬁ-‘{ ”), which is set to zero for untagged
events. In addition, we include two more useful variablies,width (v;.;) of two jets with highestr.
The final set of variables is Set 1 together with the threetewidil variables:

Seth : Setl + pé?g s Wietl, Wiet2
The 2 for this final set is shown in Fig 3.2.48. The comparison of NNpaits for the Set 2 and Set 5 is
shown in the Fig.3.2.49. It is the lowest on the plot, therefee can choose this set of variables for the
analysis and get serious improvement in comparison witlsithele Set 2.

It is possible to get further improvement, if we add the aagwhriables which we mentioned as
the second class of sensitive variables. The necessamnafion on this type of variables can be found
in the papers{BS] 16 0]@54] (and references therein).
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Implementation of Neural Network Technique in Physics Anaysis Neural networks widely used in
different fields of science and technology. The main adgedaf this method are the following: with
this method it is possible to analyze large number of seesuariables; it takes into account non-linear
correlations in the analysis space; it is universal and eaagplied in the same way for different tasks.
Based on the experience of single top search in DO at the Rad Rain Il analysis, we summarize
shortly, how to apply NN technique for extracting a signahfirthe backgrounds. Atthe DO Run | single
top search analysis this method of NN implementation pexyieh 2 times better physics result than the
classical analysis method.

We use the simple and most efficient in our case NN which we eacht (train) with a set of
known examples — feedforward NN with supervised trainingthis case, the first step in the analysis
is to prepare the correct model of the signal and backgrowedte. This step was described in the
sectior 3.2. At the next step, we need to prepare the set iablas which mostly reflect the difference
in signal and background properties, this step is describéde previous section$ (3.2). For the NN
training we have to use only the variables which were sinedlgtroperly in the model and exclude the
variables which distributions are different when we corgae complete model (signal and background)
and real DATA (if it is available).

There are several background processes for the single tofugiion. The kinematic properties
for some of the backgrounds are significantly different. &ample, QCDV + jets production and?
production processes have different singularities, spiretations and energy thresholds. In such a case
it is more efficient to train different networks with differeset of input variables for each background
process. The same difference we can see for the signal pesces-or the single top production we
distinguish three signal processeschannel,s-channel andW production), each of them require a
special approach and has unique properties which can hektrerct it from the backgrounds. Therefore,
the most effective separation of signal and backgroundgsis®s we can get by the set of NNs where each
network is trained to recognize only one pair: one of theaignd one of the background processes. For
the single top analysis we have three signal processes anohéiin background processes, in this case
the most effective separation we can get by the set of fifteés. M is not trivial to analyze fifteen outputs
of NN and usually people can use some additional method tdowmrthe network outputs and get the
simple discriminator of the events. The reasonable methtal gombine these NN outputs to additional
NN (we call it Super NN) with five inputs (outputs of initial Nldach signal process consider separately)
and one output. Such a network should be trained on the coengde of background processes which
are mixed or weighted proportional by its contribution te tbtal background. As a result we will have
three Super NN — each one for every signal process.

The further optimization of NN inputs is possible with tharslard recommendations for the NN
training. The first recommendation is to normalize inputalales to the same regidf, 1] or [—1, 1].
The second recommendation is to use logarithmic scale éovdhiables with a long tail in distribution.

The next step in the NN analysis is to find the most effectiahitecture of the NN and set of the
training parameters. The criteria of (equatiori3.2.26) can help to find the optimal number of hidde
nodes and set of training parameters. The optimal nhumbeiddéh nodes usually is within the region
[n,2n + 1], wheren is the number of input variables. One hidden layer is usubtyproper choice for
most of the tasks in HEP.

To avoid an overfitting problem one can use the standardisolaind split the samples for the

81



training and testing parts, then train the NNs on the trgimivents and check the? (equatior 3.2.26)
for the testing events. Additional check for the trainedwmeks can be performed by the comparison
of NN output distributions for the simulated events and 2&TA. If the distributions are not the same
we can conclude that the NNs were overfitted or we do not mauwglgply some input variables. After
these checks the NNs are ready to calculate the expectedenahsignal and background events from
the model and count the events which are passed the NN fit@rsthe DATA flow.

A detailed description of the Neural Network analysis ofigirtop quark production at DO can be
found in the paper@lﬁl’s?].
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3.3 Tevatron Single Top Quark Searches
Physics goals
Contributed by: Schwienhorst

The main goal for the Tevatron experiments is to observerelseak production of single top
quarks for the first time. The focus of current searches iemirsy any single top quark production,
including both thes-channel and-channel modes. Once the production of single top quarkdées
observed, the emphasis shifts to measurements of top qu@pknies and thelV b coupling. The initial
observation will serve as a measurement of the productiosscsection as well as the CKM matrix
elementV, thus providing a test of CKM matrix unitarity. The initiahsples of single top quark
events can also be used to measure top quark propertiesstaghguark spin correlations. With further
increasing datasets, emphasis will be on separattigannel fronmt-channel production in order to probe
details of thet1Vb coupling.

The single top quark final state is also sensitive to modelsewf physics. Stringent limits on
several different models can be set even before an actuahat®n of single top quark production.

Experimental signal signature

Contributed by: Garcia-Bellido

The two main production modes at the Tevatron aretth@nd s-channel processes, shown in
Fig[3.22.15 (a) and (b), respectively. The final state sigmeats thus characterized by a high energy
isolated lepton and missing transverse energy from theydafche W from the top quark intév, and
two or three jets. One of the jets originates fromguark from the top quark decay and is usually central
(low pseudorapidities) and energetic. In thehannel, the other energetic jet is also frofnquark, and
shares similar kinematics with thiefrom the top. Thu$ quark identification, ob tagging, in thes-
channel is equally likely between thhdrom the top quark decay and thdrom the original interaction.

In the t-channel there usually is, apart from thgt from top quark decay, a moderately energetic light
flavor jet and a high pseudorapidity low energguark jet from gluon splitting. This very forward or
backwardb jet is a unique feature of this signal, but it is rarely re¢omsted and even more difficult to
tag.

At the Tevatron the final state is CP invariant, thus equallvensof top and anti-top quarks are
produced.

Backgrounds
Contributed by: Garcia-Bellido

The main processes that can mimic the final state topologingrirom single top quark produc-
tion are: (i)W +jets events, where tH& boson decays semileptonically and two or more associated je
are produced; (i}t events, where one or both top quarks decay leptonically;(@h@CD or multijet
events.
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The W+jets background is by far the most problematic to geofiat the Tevatron. It consists of a
leptonically decaying? boson and at least two associated quarks or gludnsgjets events contain less
energy in the event than the single top quark signals sireedb not contain a heavy object like the top
quark. But the cross section is very large in comparisonnglsitop quarks, and the flavor composition
of the associated jets is sufficiently complex, to make thiskground hard to model and even harder to
get rid of as one appligstagging techniques, since they tend to shift distributimnise more signal-like
and wash away any low energy features. This background leesdstimated using simulated events, by
ALPGEN for example, and is usually scaled to data to get the oveoathalization right.

Top pair production has a cross section around twice as bsjngge top quark production. But
the average energy in the event is larger, due to the presdérem top quarks, and events tend to be
more spherical and have more jet multiplicity than single qoark events. The two top quarks produce
two W bosons and tweé jets, the latter with very similar kinematics to the signatldherefore likely to
be b tagged as well. The same final state signature as in singlguagk processes is obtained if only
one of thel’’ bosons decay leptonically and the other hadronically, both do, but only one lepton is
reconstructed. This background can be properly simulas@tyaLPGEN Or PYTHIA.

The QCD background typically enters as misreconstructedteywhere a jet is wrongly identified
as an electron, or a muon from a heavy flavor jet appears ésblatthe detector. Multijet events may
also contain heavy flavor jets or just light jets that are dastified by theb tagging algorithms. The
transverse energy of QCD events is much less than signatse\eemd the mass of the system of the
b-tagged jet, the lepton and the neutrino does not peak;abut the cross section is overwhelmingly
large. This background is usually obtained directly frortagdand after some initial basic criteria can be
reduced in size to the same level as the signal.

Description of the D@ search for single top quarks
Contributed by: Jain

This section describes the search for single top quarksdms-thannel and-channel modes,
using the D@ detectol] at the Tevatron. The data wasdedowith a lepton+jets trigger, where the
lepton is either an electron or a muon. The integrated lusiipavas 226 pb' for the electron channel
and 229 pb! for the muon channel. We perform a cut-based analysis usimgatic variables that
discriminate between signal and background, and a muiiaeaanalysis using neural networks. We
observe no significant deviation in d 26] from the Ssaddodel prediction, and hence, set upper
limits at 95% CL, on the single top production cross section, in ¢hghannel and-channel modes, of
10.6 pb and 11.3 pb, respectively, in the cut-based analysis 6.4 pb and 5.0 pb, respectively, in the
neural network analysis.

Initial Event Selection and Yields We apply a loose initial selection in order to maximize the ac
ceptance for the single-top quark signal while rejecting \ttt+jets and misreconstructed events. In the
electron channel, we require exactly one isolated eleatfitmthe transverse momentupy, > 15 GeV,

and the detector pseudorapidityg.;| < 1.1. In the muon channel, events are selected by requiring ex-
actly one isolated muon withy > 15 GeV and|n4.| < 2.0. For both channels, events are also required
to haveZr > 15 GeV, and between two to four jets, with the jgt > 15 GeV and|ng.| < 3.4. The
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leading jet is required to be more centrgjy(;| < 2.5), and haver; > 25 GeV. Jets are defined using a
cone algorithm with radiu® = 0.5. In addition, misreconstructed events which are difficolirtodel,
are rejected by requiring that the directionfof is not aligned or anti-aligned in azimuthk)(with the
lepton or the jets. This selection has a negligible effedihenefficiency of signal events.

The fraction of signal-like events is further enhanced tliothe selection df-quark jets that are
identified by a secondary vertex tagging algorithm, thabmstructs displaced vertices from long-lived
particles. In the-channel search, we additionally require that one of theifehotb tagged, to account
for the light flavor jet from the original interaction.

For boths-channel and-channel searches, we separate the data into independdygiaichannels
based on the final-state lepton flavor (electron or muon) had-tag multiplicity (=1 tag or>2 tags)
to take advantage of the different final state topologiesach channel, we find that the expected yield
for the single top quark signal is small compared to the ohelming backgrounds. We, therefore, use
additional kinematic variables that allow us to discrintenbetween signal and background. The number
of events for each signal, background, and data after thieliavent selection are shown in Table 3.3.20
for the combined electron, muon, single-tagged, and detalgjged analysis sets.

Source s-channel search ¢t-channel search
tb 5.5%.2 4,710

tqb 8.61.9 8.5%.9

W +jets 169.149.2 163.917.8

tt 78.3%7.6 75.917.0
Multijet 31.43.3 31.38.2

Total background 28741.4 275.881.5
Observed events 283 271

Table 3.3.20: Estimates for signal and background yielas the number of observed events in data after initial evelsttion
for the combined lectron, muon, single-tagged, and dotdgdged analysis sets. ThE+jets yields include the diboson back-
grounds. The total background for thechannel {-channel) search includes thg (¢b) yield. The quoted yield uncertainties

include systematic uncertainties taking into accountetations between the different analysis channels and ssmpl

Discriminating Variables The variables that discriminate between the signal toplgsmmnal and
backgrounds were chosen based on an analysis of Feynmaard&gf these processéﬁl&], and on a
study of single top quark production at NL 58]. The shles fall into three categories: individual
object kinematics, global event kinematics, and variabl@sed on angular correlations. The list of
variables is shown in Table_3.3]121. Figlre 3.8.50 showsiligions of a few representative variables
comparing the single top quark signal to the sum of backgtsuand the data.

Cut-Based Analysis Here, we start from the list of discriminating variablespoke the best subsets,
and find the optimal cut6] on each variable therein, byimizing the signal to background ratio,
and improving the expected cross section limits. (We defupeeted limits as the limit obtained if
the observed counts were equal to the background predictibme cuts scanned for the optimization
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Signal-Background Pairs
tb tqb

Variable Description Wbb tt  Wbb tt
Individual object kinematics
pr(jetliagged) Transverse momentum of the leading tagged jet v v v =
pr(jetl, iageea) Transverse momentum of the leading untagged jet - =/ Vv
Pr(jet2, pageed) Transverse momentum of the second untagged jet - - =/
pr(jetl, o pest) Transverse momentum of the leading non-best jet v Y = =
pr(jet2,0n_best) Transverse momentum of the second non-best jet v v - =
Global event kinematics
NG Invariant mass of all final state objects v<£ — N4
pr(jetl, jet2) Transverse momentum of the two leading jets v<€ = v -
Mr(jetl, jet2) Transverse mass of the two leading jets v = = =
M (alljets) Invariant mass of all jets vV v VY
Hr(alljets) Sum of the transverse energies of all jets — =V =
pr(alljets — jet 1, eeq) Transverse momentum of all jets excluding the leading tegee - v =
M (alljets — jet1,zped) Invariant mass of all jets excluding the leading tagged jet _ = Vv
H(alljets — jet1,ggca) Sum of the energies of all jets excluding the leading tagged j - v = Vv
Hr(alljets — jetl,, .0q) Sum of the transverse energies of all jets excluding thangadgged jet - = -
MW, jetl; zeeq) Invariant mass of the reconstructed top quark using therigaegged jet 4 4 Vv Vv
M (alljets — jetpest) Invariant mass of all jets excluding the best jet - - -
H (alljets — jety ) Sum of the energies of all jets excluding the best jet - - =
Hr(alljets — jety o) Sum of the transverse energies of all jets excluding thejeest - v - =
MW, jety o) Invariant mass of the reconstructed top quark using thejéest v = = -
Angular variables
n(jet] npaggea) X Qe Pseudorapidity of the leading untaggedjelepton charge - — Vv
AR(jetl, jet2) Angular separation between the leading two jets — v<£ —
c08(4, jet 1, i agged ) topragged Top quark spin correlation in the optimal basis for thehanneldﬂ?, - = =
], reconstructing the top quark with the leading tagged je
cos(€, Qe X 2)toppeat Top quark spin correlation in the optimal basis for tshehannel7, v = = =
], reconstructing the top quark with the best jet
cos(alljets, jet1,, q0q)alljets Cosine of the angle between the leading tagged jet and fle¢sadystemin  — —  / Vv
the alljets rest frame

cos(alljets, jet, o, _pest )alljets ~ COSine of the angle between the leading non-best jet andljets system — / — —

in the alljets rest frame

Table 3.3.21: List of discriminating variables. A tick markthe final four columns indicates in which signal-backgrdyair

of the Neural Net analysis the variable is used. A best-jdefined as the jet in each event for which the invariant ma#iseof

system of reconstructdd” boson and jet is closest to 175 GeV. Jets that have not beetifielé by theb tagging algorithm are

called “untagged” jets.
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Fig. 3.3.50: Comparison of signal, background, and datéhf@rcombined electron, muon, single-tagged, and doubigeth
analysis sets for representative discriminating vareb&own are (a) the transverse momentum of the leadingddggéb)
the invariant mass of all final state objects, (c) the pseauldity of the leading untagged jet multiplied by the leptdrarge,
(d) the top quark spin correlation in the optimal basis ferttthannel. Signals are multiplied by ten.

are determined by the value of the respective variablesdrsignal Monte Carlo events, following the
approach described im63].

The event yields for each signal, background, and datar;, efecoptimized cuts are shown in
Table[3.3.2P , for the combined electron, muon, single¢dggnd double-tagged analysis sets.

Neural Network Analysis Here, we combine the discriminating variables and performubi-variate
analysis. We use thelLPFIT [@] neural network package. We choose to create netwarkséech
search §-channel and-channel mode) by training on the single top quark signairegahe two domi-
nant backgrounds +jets and:t. For TV +jets, we train using & bb Monte Carlo sample as this process
best represents dll’ +jets processes. Fot, we train ontt—/+jets which is dominant over the dilepton
background.

Figure[3.3.5l1 shows the outputs of the neural networks fod#ta and the expected backgrounds,
as well as the signals for the combined electron, muon, esitagjged, and double-tagged analysis sets.
We see that thet networks separate signal amt backgrounds efficiently. Th&/ bb networks are
less efficient for thdV +jets backgrounds because the event kinematics are sipgtareen signal and
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Source s-channel search ¢-channel search

tb 4.5 3.2
tgb 55 7.0
W+jets 102.9 72.6
tt 27.6 55.9
Multijet 17.2 17.0
Total background 153.1 148.7
Observed events 152 148

Table 3.3.22: Signal and background yields, and the numiiieobserved events in data, after selections in the cutebase
analysis, for the combined electron, muon, single-tagged, double-tagged analysis sets. Therjets yields include the
diboson backgrounds. The total background fordtehannel {-channel) search includes the (tb) yield.
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Fig. 3.3.51: Comparison of signal, background, and datdahfemeural network outputs, for the combined electron, muon
single-tagged, and double-tagged anlaysis sets. Shoviheacaitputs for (a) theb-tt filter, (b) thetqb-tt filter, (c) thetb-Wbb
filter, and (d) thetgb-Wbb filter. Signals are multiplied by ten.
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Systematic uncertainties Systematic uncertainties are evaluated for the Monte Gaglwal and back-
ground samples, separately for the electron and muon clsaaume for eacld-tag multiplicity. The most
important sources of systematic uncertainty are listecainl3.3.2B.

Source of Uncertainty
systematic uncertainty range (%)
Signal and background acceptance
b-tag modeling 5-20
jet energy calibration 1-15
trigger modeling 2-7
jet fragmentation 5-7
jet identification 1-13
lepton identification 4
Background normalization
theory cross sections 2-18
W +jets flavor composition 5-16
Luminosity 6.5

Table 3.3.23: Range of systematic uncertainty values tovanious Monte Carlo signal and background samples in fferelnt
analysis channels.

Cross section limits We see from Tablg_3.3.22 and Figlre 3.3.51 that the obseegdri+jets data
agrees with the predicted Standard Model backgrounds maitaitistical uncertainty. We, therefore, set
upper limits on the single top quark production cross sactigparately, in the-channel and-channel
searches. The limits are derived using Bayesian stat@. The likelihood function is proportional
to the Poisson probability to obtain the number of obsenarohts. In the cut-based analysis, we use the
total number of counts, and in the neural network analysésuse the two-dimensional distributions of
thett versusiv bb network outputs, and construct a binned likelihood.

The prior probability for the signal cross section is asstiteebe flat. The prior for the signal ac-
ceptance and background yields is a multivariate Gaussi#tma vector of means given by the estimates
of the yields, and covariance matrix computed from the asset uncertainties to take into account all
correlations. The effect on the shape of neural networkwiatfrom uncertainties liké-tag modeling,
jet energy calibration, jet identification, and trigger retidg, is also considered in the binned likelihood.

The expected and observed upper limits at 95% confidenck &fter the initial event selection,
and from the cut-based and neural network analyses, aranshdwabld 3.3.24 for the combined electron,
muon, single-tagged and double-tagged channels. We sethéhlimits improve upon applying cuts
on the discriminating variables, but that tighter limit® abtained when the variables are combined
using neural networks. The observed posterior probaliigsities as a function of thechannel and
t-channel cross section are shown in Eig. 3.3.52 for the aséd and the neural network analyses.

We also plot contours of the observed posterior density fegrdint level of confidence, in the
two-dimensional plane of thiechannel versus thechannel single top production cross sections, for the
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neural network analysis, as shown in figlre 3.8.53. In ordélfustrate the sensitivity of this analysis
to probe models of physics beyond the standard model, thectegh SM cross section as well as several
representative non-SM contributions are also shown. [81]

Expected Limits Observed Limits
s-channel t-channel s-channel ¢-channel
Initial selection 14.5 16.5 13.0 13.6
Cut-based 9.8 12.4 10.6 11.3
Neural networks 4.5 5.8 6.4 5.0

Table 3.3.24: Expected and observed upper limits (in pictd)aat 95% confidence level, on the production cross sectibn
single top quarks is-channel {b) and¢-channel {gb) searches, for the combined electron, muon, single-taggeddiouble-
tagged channels.
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Fig. 3.3.52: The observed posterior probability densitg &isnction of the single top quark cross section in ¢hehannel and
the t-channel modes, using the combined electron, muon, stagiged, and double-tagged analysis sets, for the cut-based
(left) and neural network (right) analyses.

Conclusions To summarize, we find no evidence for single top quarks:280 pb! of lepton+jets
data collected by the D@ detector@k = 1.96 TeV. The upper limits on the single top production cross
section in thes-channel and-channel modes, at 96CL, are 10.6 pb and 11.3 pb, respectively, using
event counts in a cut-based analysis, and 6.4 pb and 5.0g@®atévely, using binned likelihoods in a
neural network analysis.

Description of the First CDF Run Il Analysis
Contributed by: Ciobanu, Stelzer, Wagner

This section describes the first search for single top ques@yztion in Run Il of the Tevatron
performed by CDF. Two analyses were carried out using ary éath sample of 162 pi of proton-
antiproton collisions. The first analysis4l”) was a combined search fer— and¢—channel single
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Fig. 3.3.53: Exclusion contours at 68%, 90%, and 95% condieléevel on the observed posterior density distribution as a
function of both thes-channel and-channel cross sections in the neural networks analysier&eaepresentative non-standard
model contributions from Reﬂ.__[_él] are also shown.

top, while the second analysisA2") was a separate search for thechannel and the— channel
individually. No significant evidence for a single top sigmas found and an upper limit of 17.8 pb
on the combined single top production cross section, at 988tidence level was set. Upper limits of
10.1 pb and 13.6 pb were set on the production cross sectfarschannel, and—channel single top,
respectively|_LTA|7].

The event selection fad1 exploits the kinematic features of the signal final stateichvisontains
a top quark, a bottom quark, and possibly additional ligtdargyets. To reduce multijet backgrounds,
the W originating from the top quark is required to have decaygdboleically. We demand therefore a
high-energy electron or muo’g-(e) > 20 GeV, orPr(u) > 20 GeVic) and large missing energy from
the undetected neutrind; > 20 GeV. We reject dilepton events froth and Z decays by requiring
the dilepton mass to satisfy: 76 Ge¥/< M, < 106 GeVic*>. Exactly two jets withEr > 15 GeV
and|n| < 2.8 are required to be present in the event. A large fraction eftiickgrounds is removed
by demanding at least one of these two jets to be taggedbeguark jet by using displaced vertex
information from the silicon vertex detector (SVX). The kgmunds surviving these selections can be
classified as “non-top” an¢f. The non-top backgrounds ar&/bb, Wee, We, mistags (light quarks
misidentified as heavy flavor jets), ndi-(events where a jet is erroneously identified as a leptom), an
dibosonW W, W Z,andZZ.

Finally, we require the invariant mass of the reconstruttgdquark to be within the range: 140
GeVic? < My, < 210 GeVic?. We will refer to the above set of selection cuts as tHé $election”.

The second analysig2 starts from thed1 selection and forms two distinct subsets of events. The
first subset is formed by retaining events with exactly bit@gged jet, and also demanding that at least
one of the two jets haver > 30 GeV. These requirements optimize thehannel signal content of the
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sample with respect to the backgrounds. The second subfeeiried by selecting the doubletagged
events, i.e. the events where both jets are wtEgged. This selection was found to be optimal for
identifying s-channel signal events. The expected signal and backgrgahts in 162 pb! of data are
summarized in Table 3.3.P5.

Combined search 1 Separate search2

Process Single-tag Double-tag
t-channel 2.8 +0.5 2.7+04 0.02 £0.01
s-channel 1.5+£0.2 1.1£0.2 0.32 +0.05

tt 3.8£0.9 3.2+0.7 0.60 £0.14
non-top 30.0 & 5.8 23.3+4.6 2.59 £0.71
Total 38.1+£5.9 30.3 4.7 3.53 +0.72
Observed 42 33 6

Table 3.3.25: Expected signal and background contribsitgom total number of events observed in 162 'pafter all selection
cuts, described in the text, have been applied.

Methodology For the combined searchl the kinematic distribution of the total transverse energy i
the eventHr is employed which looks similar for both signal channelslefitilooks different for the

background processes. The CDF data and the Monte Cagldlistributions (using the contributions
from Table[3.3.2b) are shown in Fig._3.3.54. We employ a maxintikelihood method to estimate the
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Fig. 3.3.54: TheH and theQ - n distributions for CDF Il data (points) compared with the N®iCarlo predictions. In both
cases the distributions are normalized to the expected euaflevents from Table_3.3.P5.
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signal content in the data. The likelihood function is esgeal as:

Npin o—H

i d 9
Llowisdn,...00) = [ =TI 66)). (383.27)
i=1 v j=1

where: indexes thefr bins, andj indexes the nuisance parametergtwo background rates and seven
sources of systematic uncertainty) accounted for by usegs&ian functioné&(é;). The number of data

s-channel

Combined Search t-channel

2 1.0
T Og,y< 17.8 pb O,.x< 10.1 pb 0, o< 13.6 pb
> 08}
]
£ 06}
a
2 04
3 =6.2
202
[o]
-
L 00
Y0 2 4 6 8 101214 0 2 4 6 8 10 0 5 10 15 20 25 30
B=0c/0g, B=oclog, B=oc/0g,

Fig. 3.3.55: The posterior probability density obtainedrtggrating the likelihood of Eq[{3.3.27) with respectlie nuisance
parameters;. In all three cases a flat prior is assumed to restrict siguaisesections to physical (positive) values.

events in bini are denotedl;, while ; is the expected number of events in biand incorporates the
full correlations between systematic effects modifyinghbthe - shape and the signal rate. Thge
parameters are integrated out numerically, and the reguitinction (marginalized likelihood) is used to
set the 95 % confidence level on the single top cross section.

For the individual searchl2, thet-channel analysis is performed in the singleag sample. In
this subsample, we employ the kinematic distributipnn, i.e. the product of the lepton charge and the
pseudorapidity of the nobHagged jet. The-channel signal events are expected to exhibit an asymmetry
toward the positive) - n region. No such asymmetry is observed in the data (rightqfl&ig.[3.3.54).
The likelihood function used in the separate search clogslgmble Eq[{3.3.27). To obtain sensitivity to
the s-channel process a Poisson term for the number of doublgdetbevents is added to the likelihood.
The posterior probability density function for the comldreearch and the separate searches are shown
in Fig.[3:3.55.

In summary, we find no significant evidence for electrowealklsi top quark production in 162
pb~! of integrated luminosity recorded with CDF in Run Il. We sppar limits of 10.1 pb at the 95%
C.L. for thet-channel cross section, 13.6 pb for fiehannel and 17.8 pb for the combined search.

CDF single-top analysis with neural networks basedb85 pb—1!

Contributed by: Wagner
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CDF has updated its single-top search using a dataset pondisg t0695 pb~—'. Two analyses
are performed based on neural networks or likelihood fonsti respectively. We described here briefly
the neural network analysis, that has the bettpriori sensitivity.

The event selection is very close to the one described inrthéqus section. The updated analysis
uses in addition electrons measured in the forward caléemé&he cut on the reconstructed invariant
massM,,;, is omitted, since this variables is fed into the neural nekwdhe numbers of expected and
observed events are listed in Table 3.8.26.

Process N events
t-channel 16.7 £ 1.7
s-channel 11.5+0.9
tt 40.3 £ 3.5
diboson,Z 1724+ 0.8
W + bb 170.7 £ 49.2
W + cc 64.5 +17.3
We 69.4 + 15.3
W + qq, mistags 164.3 4 29.6
nonV 119.5 + 40.4
Total 674.1 £ 96.1
Observed 689

Table 3.3.26: Expected number of signal and background®een total number of events observed in 695 ‘pim the 1V + 2

jets dataset.

Using a neural network 14 kinematic or event shape variadnlescombined to a powerful dis-
criminant. One of the variables is the output of a neuralbrtegger. In Fig[3.3.36 the distribution of
this b tag variable is shown for the 689 data events inlthie+ 2 jets bin. The neural néttagger gives
an additional handle to reduce the large background conmp@mehere no real quarks are contained,
mistags and charm-backgrounds. Both of them amount to &f8atin thell” + 2 jets date sample even
after the requirement that one jet is identified by the seapndertex tagger of CDF.

Figure[3.3.5F7 shows the observed data compared to the fit (e$wand the expectation in the
signal region (b) for the single-top neural network. For panison the Monte Carlo template distribu-
tions normalized to unit area are also shown (c, d). The datéteed with a binned likelihood function.
The t- and thes-channel are treated as one single-top signal assumingatioeaf the two processes
to be the one predicted by the standard model. The most pebalue of the likelihood function is
0.8703 (stat.) 702 (syst.) pb. At present, this result yields no significant evidence fogke-top pro-
duction. The corresponding upper limit on the cross see¢i@M pb at the 95% confidence level. The
expected standard model value2i8 + 0.4 pb.

To separate- and s-channel production two additional networks are trained arsimulanteous
fit to both discriminants is performed. The fit result is ithagded in Fig[3.3.58 and summarized in
Table[3.3.27. Again, there is no evidence for single-tompotion yet. However, the upper limits are
already quite close to the predicted standard model values.
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Fig. 3.3.56: Output distribution of the neural rietagger for 689 candidate events in #é + 2 jets bin. Overlayed are the
fitted components of beauty-like, charm-like and mistagtiaes.

t-channel s-channel
+1.9 +2.2
Observed most probable value 2’061—0-6 (stat.) 2535_0'3 (stat.)
o1 (syst.) pb 05 (syst.) pb
Observed 95% C.L. upper limit 3.1pb 3.2pb
Expected 95% C.L. upper limit 4.2 pb 3.7pb

Table 3.3.27: Fit results for the separate searchi-fands-channel single-top production. The expected limits ateutated
from pseudo-experiments which included single-top quaents at the standard model rate.

Prospects for discovery
Contributed by: Jain, Wagner

Both D@ and CDF are currently working on increasing the atarege and purity of the analysis
as well as on several analysis methods which improve thelsdar single top quark production using
different multivariate techniques. The sensitivity of tirealysis for the combinegl+ ¢ mode, projected
using CDF’s 162 pb! dataset and employing neural networks, is shown in[Figs9.3Here, the signif-
icance is defined aS/v/B, which can be interpreted as the statistical significancefexcess in the
observed data above Standard Model predictions. A neutabniewas used to distinguish signal from
background events. The cut on the network output was adjdsteptimize the value of/+/B of the
remaining events. No systematic uncertainties are indlill¢his study. Based on statistical uncertain-
ties only, CDF expects to see an excess corresponding o @aussian fluctuation with a dataset of
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Fig. 3.3.57: Single-Top search with neural networks at CDfe analysis is based @95 pb~'. a) data compated to the fit
result, b) data compared to the standard model expectatiteisignal region with neural network outputs larger than 6)
and d): For comparison the Monte Carlo template distrilmgioormalized to unit area are shown.

1.5fb~ 1.

The sensitivity of D@'’s search for single top quarks at défe integrated luminosities is shown
in Fig.[3.3.60, for thes-channel and-channel searches separately, by projecting twice thecubd
datset 0/230 pb ! in order to simulate the effect of combining the data fromtthe experiments (D@
and CDF). Here, the significance is defined as the ratio of ¢lad pf the Bayesian posterior probability
density to the width of the distribution. This can be intetpd as the significance ofnaeasuremendf
single top production cross section, where a measureméimé afoss section can be defined by the peak
of the probability distribution and its uncertainty by theresponding width. All systematic effects are
ignored as mentioned before. It can be seen that it is peswhbbbserve the production of single top
quarks in the-channel mode with a 2s5significance at 1 fb!, but that it is possible to observe them in
the combined + ¢ mode even earlier.
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Fig. 3.3.58: Result of a simultaneous fit for theand s-channel production cross section to two-dimensional alewetwork
discriminants.
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Fig. 3.3.59: The significance for Standard Model single togdpction in the combined + ¢ mode, projected at different
integrated luminosities, using CDF’s initial 162 pblepton+jets dataset. To discriminate signal and backgtaumeural
network is used. With about 1.5 of data we expect to have a Bignal needed to claim evidence for single top production.
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and¢-channel modes, projected at different integrated lunitiess using D@'s initial 230 pb! lepton+jets dataset.
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3.4 LHC Single Top Quark Searches
Introduction

At the LHC, the production of single top quarks accounts fahied of the top pairs production. With
more than two millions single top events per experiment pced every year during a low luminosity run,

a precise determination of all contributions to the totabt top cross section seems achievable. These
measurements will constitute the first direct measuremieit, o at the few percent level of precision,
and also constitute a powerful probe for new physics, via#ach for evidence of anomalous couplings
to the top quark, or the measurements of additional bosamitributions to the single top production.

The single top production mechanisms proceeds through thfferent sub-processes resulting in
disctinct final states, topologies and backgrounds. Thiti@eestablishes both ATLAS and CMS poten-
tials for the cross section measurements of those threelmaiins. The event selections are presented
extensively for both experiments and the performance aesaed in terms of statistical precision and
systematic uncertainties. Both approaches address tlegimgntal issues as the lepton identification,
the jet reconstruction and the b-tagging performance dsawéhe strategies needed to evaluate Standard
Model backgrounds from the data when possible.

Single top studies at ATLAS
Contributed by: Chevallier, Lleres, Lucotte,

Phenomenomenology of single top and SM backgrounds

Single top production
In the Standard Model framework, the single-top product®due to three different mechanisms: the
W-baoson gluon fusion mode, notdtlg , which includes the t-channel contribution; the assodigi®-
duction of a top quark and a W-boson, not&t+ t ; and the s-channel coming from the exchange of a
charged bosoiV*. We note however that these definitions are valid only at lep@rder (LO) level
of corrections. The total NLO cross section for all three hagtsms amounts to about 300 pb at the
LHC. Among those channels, the dominant contribution cofrea the Wg processes, which account
for about 240 ph. Th&V + t contribution amounts for about 60 pb while the s-chaniWé&lmode is ex-
pected with a cross section of about 10@ , 60]. Wethatiein pp collision, the cross section for
single-top processes are not charge symmetricaly prodiled-channetb final state cross section is
thus expected to be produced with a factor of 6M1 higher than theb final state. This ratio amounts
to 1.6 A-0.01 in the t-channel. This feature is of special interest singenerates a charge asymmetry
in the leptonic final state that can be exploited in the amalgsreduce the contamination from the top
quark pair production, which constitutes the main backgdoto the single-top events selection.

In the Standard Model, the top quark decays almost decaygsdxay into a W boson and a b quark. In
the following, we use only the leptonic decay of the W’s. Thehannel contribution from letponic tau
decays has been taken into account and is considered angmagjesients. For the associated production,
we consider the two cases where the leptons originates élitieetly from the W produced in parallel to
the top quark, or from the W-boson appearing in the top quadag channel. Table_3.4]28 reports the
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processes o x BR (fb)

W* — tb — 1Tvbb 1,300
W* — tb — 17obb 800

W — thq — 1Tvbbq 32,040
W — thq — 1=obbq 18,900

Wt — qdlvb, lvbqq’b 9,320

Table 3.4.28: Cross sections convoluted by BR for singtepimduction. Those numbers are used in the LHC analyes. For

further references, see previous Sections

cross sections corresponding to all three mechanisms digygeon the charge of the final W-boson.
Significant sources of uncertainties affect the theorkticedictions of the production cross sections: the
W* channel is known with a precision Gf5% at NLO, while theWg channel has an uncertainty of
3.5%. An uncertainty oB% is quoted for théV + t channel. More details can be found in the previous
sections.

At the time of the present analysis, only LO single-top getees were available for Monte Carlo
studies. We use the TopR66] generator for the eventuptimeh and selection efficiency determi-
nation, and normalize a posteriori the event yields to th€@ONltoss sections. It is obvious that this
approach does not account for the possible biases in firtel jsta(or lepton) momentum distributions.
The use of a NLO generator as MC@NL@IlB?] appears necessuajidate the selection as it becomes
available.

Top pair production
At the LHC, the top pair production constitutes a dominarakiggound to the single-top analyses. The
total production cross section igtt) = 835t§§ pb [@], about 3 times larger than the corresponding
total single-top cross section, and more than 80 times thtaedV* channel.
The main channel affecting the analysis is the "lepton#+jettgnnel, with a final state composed of two
b jets, a highPr lepton and missing energy; the di-lepton channel & 1vblvb) where a highPr
lepton is lost in acceptance also constitute a major backgro Finally, top pairs with one or both W
decaying into aau lepton where the- decays into an electron or a muon, may also survive the gatect
(tt — 7vbjjb or (tt — Tvbrrb) The cross sections used in the following analyses are teghan
Table[3.4.2P. Production cross sections are calculated Njp© ].

Even at NLO, the theoretical uncertainty is dominated bycti@ice of the renormalization scale: a scale
variation of1/2 to 2 x u results in an uncertainty of about 100 pb, representing aerteinty of about
12%. As these events constitute our main background, ithellefore be necessary to use cross section
directly from measurements on data to assess properly titaromation of our final sample.

Regarding the Monte Carlo studies carriedterevents, we use the (LO) TopRex generator and
apply a scale factor on the production cross sections. Tthassame remarks as for single-top mecha-
nisms apply here. Further studies including the comparigdimpRex and the NLO generator generator
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processes o x BR (fb)

tt — lwb jjb (1 = e, u) 242,420
tt — 171" vobb (1 = e, 1) 38,096
tt — 77~ vbb 9,520

tt — 7vbjjb 121,210

Table 3.4.29: Cross sections convoluted with the BrancRiatio for top pair production used in our analysis

MC@NLO L'I._ﬁ_'}’] have already start@%].

WH+jet production

WQQ events where Q stands for b or ¢ quarks involve the presendengflifetime particle jets
that are also present in our signal sample. The correspgrdass section has been computed at LO and
is about the same order of magnitude that for the signal. Mew&ILO calculation@g] are available.
They have been performed by imposing some realistic cangréo the partons present in the final
state. Numbers together with the requirements applied @ffilal partons are reported in Table 3.4.30
for the various final states.

processes Cross sections
onto (fb)  opLo (fb)  Specific requirements

Wi — etvjj 669,000:10 773 pr > 15,p > 20
W™ijj — e vjj 491,0006E10 558 pr > 15,p > 20
7ij — e~ etjj 105,000:5 116 pr > 15,ph > 20
WT*bb — efvbb  3,060+60 1300 pr > 15,p > 20
W~bb — efvbb  2,110£50 900 pr > 15,p > 20
Zbb — ete"bb  2,280t30 1800 pr > 15,p > 20

Table 3.4.30: Cross sections for W+jets and Z+jets ev] 1

As no event generator including NLO calculations is prdgemtailable, we use the (LO) TopRex gen-
erator for the event production and normalize the corredimgncross sections to the NLO values. This
method imposes us to reproduce the criteria applied in teag@henological approa69], in order to
normalize properly our selection efficiencies.

WH+light jets events constitute a major source of backgrooechuse of a cross section several
orders of magnitude above the signal. In our case, this psesecan mimic the signal if two light jets
are wrongly tagged as a b-jet. Some calculations providé&tt@ cross sectiomm for specific final
states including W+j, W+jj and W+jjj events, with a leptordecay for the W: in these calculations,
requirements that reproduces typical LHC acceptance aggjgthresholds are imposed on leptons and
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jets composing the final states. To estimate the NLO crog®asdor our selection, we use the same
method as for th&VQQ events, reproducing (when possible) the effects of theieghplits at the parton
level. All available generators are presently LO genesatord the numbers used for this analysis are
quoted in(3.4.30. Background production makes use of the\MER[IE] generator folW + jets.

It appears necessary to use of more appropriate gener&bPGEN, AcerMC, MC@NLO) will be
needed for future checks.

Di-boson production

Similarly, diboson events with light constitute backgrdanto our signal because of the presence
a high-Pr lepton as well as b-jets in the final states. W& — lvbbb production cross sections have
been computed at the NLO level for specific final states inow@ high+, lepton (electron or muon)
and is found to ber x BR = 426 tb. TheZZ — 171* bb has a cross section 6f0 fb. The WW
production where a light jet is mistagged as a b-jet has aldmetconsidered. The corresponding cross
section is 18,500 fb. Samples have been generated usinyTidIR generator.

Discriminant variables in single-top event analyses

The three single-top processes result in quite distinct §tees and topologies, leading to the
definition of specific analyses in each case. The discrinandieetween them makes use of difference
in jet multiplicity, number of b-tagged jets required, aslivas angular distributions between lepton
and/or jets present in the final states. Besides, imporifietehce subsist in the level of backgrounds
that are faced in the various analyses, leading to the dewvedot of tools dedicated to the rejection of
specific backgrounds.

We present in this section the basic set of relevant vasahkg are used to differentiate single-top
events from main SM backgrounds. The selection of singbeet@nts is based upon the presence of an
isolated high#r lepton and a high missing transverse energy to reject nonafte. Events are required
to contain at least two higl jets, among which exactly one or two have to be identified asicg
from the hadronization of a b quark. This set of requirematitsvs to reduce significantely QCD, and
more generally, the jet production contamination. Glolal topological variables may also be used to
discriminate further top pair and W+jets events from ounalg We use in our case the total transverse
energy of the events as well as the reconstructed top mass.

Lepton selection

In the ATLAS detector, the electron acceptance is definechénpseudo-rapidity rangg)| < 2.5.
Beyond that range, the absence of tracking information séke lepton identification more complex.
The electron transverse energy is determined with a poscgi:

o(E)/E = 12%/\/E/GeV & 24.5% /E1/GeV & 0.7%

Fig.[3.4.61 displays a comparison of the lepfendistribution for single-top events and all various back-
grounds. Leptons present in the Q@P — bb samples originate mainly from the semi-leptonic decays
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of b hadrons and are thus much softer than those coming fromba3&/n decay. Leptons originating
from 7 decays intt — 7T~ vobb andtt — 7vb jjb events also have much lowé¥ spectra. All
those backgrounds are therefore very sensitive to therleptothreshold used in the analysis. On the
upper range of the distribution, W-boson produced leptend to be harder in top events than in W+jets
events.
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Fig. 3.4.61: Lepton transverse momentum probability dgrier signal and backgrounds.

The averagePr is about 40GeV /c for the s-channel, 5G:eV /c for tt events and has to be compared
with the mean value of 3GieV /c for WZ and WQQ productions. A threshold of 26eV /c is set to

select a highPr lepton. This value corresponds to the lepton trigger tholektinat is used to detect such
events, and allows to reduce significantly non-W as well aglecays’ s top pair events contamination.

The lepton is required to be isolated. The lepton isolasateifined as the distance to the closest jet
by AR = /A®2 + An?. Note that jets are defined by the use of a cone algorithm wbedermance
are described in Re 1]. The isolation of a hifh-lepton with respect to the closest jet depends
upon the topology of events. In a high jet multiplicity emnment likett and single top events, the
AR(lepton, jet) value tend to be lower than in a simple W+jets event. A cukBi(lepton, jet) > 0.4
is set for the selection.

To remove events with two leptons like— 171~ and dileptonic top pairs, a veto is performed in
any pairs of leptons with opposite signs and abové&t¥ /c . Note that this lepton veto may introduce
some systematic effects due to the mis-identification ofépton sign as well as a lower lepton identifi-
cation efficiency at a lowePr threshold. These effects have to be addressed in a full esembstruction
stage. Note that the sign of the selected lepton providesdhee of the single-top event: a positron or
positive muon will sign ab final state, while an electron or muon will signtladecay.

Missing energylr

The missing energy physically originates from the presesica neutrino in the W-boson decays.
Missing transverse energy is shown in [ig, 3.4.62 for sigmal backgrounds.

Significant differences can be seen in the distributionsctviciarry a significant discriminating power:
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Fig. 3.4.62: Transverse missing energy for signal and backgls.
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average values are around @@V /c for W+jets production and about 85V /c for single-top produc-
tions; those values are raised above or higher that®0/c for "lepton+jet” and "dilepton” top pair
events.

A threshold at 255eV /c is thus applied so as to select a leptonic W decays. The use dél
spectrum may however help the discrimination against backgls with softefZrlike WZ, WQQ, and
WH+jets events, as well as against events with haifjespectrum like top pairs. A likelihood approach
could thus benefit the selection.

This variable is extremely sensitive to the performancdettadronic and electromagnetic energy
measurement of the detector. Angular and energy reso|utienidentification capabilities of noisy
calorimeter cells, the modelling of the underlying eventsl #he pile-up effects thus appear as key
factors in the missing energy measurement. Again, fullmettaction studies are required to assess the
magnitude of those effects.
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Fig. 3.4.63: Transverse momentum for the leading jet fanaignd backgrounds.
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Light jets

A jet is identified as a group of clusters falling within a fixedne algorithm defined with a ra-
dius of AR = /A®2 + An? = 0.4. In ATLFAST ], jets are defined in the pseudo-rapiditnga
In| < 5.0 with a Pr above 15GeV /c . The jet energy resolution is given by:

o(B)/E = 50%/\/E/GeV @ 3% for |ne| < 3

o(E)/E = 100%//E/GeV @ 7% for |nje| > 3.

Distributions for the two highesPr jets also are shown in Fi§. 3.4]163. Those Figures show that
tt events have hardd?, spectra than the other processes, with average values af 8B0GeV /c and

70 GeV /c respectively for the leading and 2nd highest jet energy.s€h@lues are respectively 80 and
50 GeV /c for all three single-top processes. ASIQQ andW + jets events, the average energies are
found at much lower values, around 35-4@V /c for the leading jet and 20-3GeV /c for the second
highest jet energy.
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Fig. 3.4.64: Number of jets for signal and backgrounds.

The preselection requires at least two jets above a thrésiid5 GeV /c in order to reduce the QCD,
WH+jets as well as WZ/WW contamination. Again, the use of thiedpectrum may revealed useful as
an input to a likelihood function. Jet multiplicity plays eucial role in the discriminating the single-top
s-channel from all backgrounds as shown in Fig.314.64, e/bBijets above 18&:eV /c are represented.
About 40% single-top s-channel events have exactly twogets 70% have two or three jets. Jet mul-
tiplicity is smaller for bothW + jets and WQQ events with only about 30% events reconstructed with
more than one jet. On the contrary, more than four jets aread in the "lepton+jets” and "tau+jets”
tt events in about 70% cases. Significant differences can alsedn among the three single-top produc-
tion mechanisms. In the associaf@t+ t sample, about 45% events have exactly three jets, as edpecte
from the hadronic decay of the W-boson associated to the Tiegkq In this sample, about 40% events
have more than three jets. In the W-gluon fusion events,dpelécay gives a (b-)jet and a leptonic W
as well as a b- and a non-b hadrons that can form eventuallgxiva jets.
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It thus appears that the analysis must be performed in bijet ofultiplicity. At the preselection
stage, selected events are required to have exactly twoes jbts above 16V /c with, among them,
at least two above 26V /c . This requirement is crucial to reduce thiecontamination level.

Two issues must be addressed at this stage. The use of NL@agmsefor both signal and back-
grounds may affect significantly those results: it seemsdatany to use them as they become available
so as to quantify the effects on selection efficiencies. Huersd issue concerns the gluon Initial State
Radiation (ISR) and Final State Radiation (FSR) modellingj iés impact on the selected jet multiplicity:
ISR affect crucially the number of jets that can be seleatdtie events while FSR have an impact on the
jet energy due to the gluon emission in or outside the jetiti@itl by the parton. The selection efficiency
thus depends closely upon the ISR and FSR modelling. Thisssere adressed in Section]3.4 devoted
to the estimates of the systematic uncertainties affectiaganalysis. These two remarks emphasize the
role of the jet definition: the choice of a cone algorithm watharger radius4AR = 0.7 for eg.) or the
use of akp-algorithm to form the jet will affect the result of such aysib.

b-tagged jets

A jet can be identified as a b-jet only in the pseudo-rapidayge [n| < 2.5 corresponding to
the tracking acceptance. In ATLFAS 71], the parametidGramakes use of a combined tagging
efficiency of 60% for b initiated jets above 8%V /c in Pr. The corresponding mistag rate is 1% for
u,d,s quark jets (factor 100 rejection) and 10% of taggitigiehcy for c-quark jets.
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Fig. 3.4.65: Leading b-jet transverse momentum for signdllzackgrounds.

Figs.[3.4.6b and 3.4.66 display tlie distributions for the two leading b-tagged jets in signal &ack-
ground events. The average is about@0/ /c (resp. 40GeV /c ) for the leading jet (resp. 2nd leading
b-jet). Jets present in QCpp — bb events have a significantly softer spectrum than all othewsces

of backgrounds with an average value well below@&V /c (resp 29GeV/c ). However, the cross
section being several orders of magnitude, it is importarget the threshold above as high as possible
to prevent from a high contamination. It has been checkeboilizof 5 x 10° events, 17 events have 1
b-tagged jet (while none pass the 2-btag requirement) for@e3//c threshold. This number falls to 11
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at 40GeV/c and 7 at 50GeV /c . This gives confidence that a 8%V /c threshold is relevant for our
selection. WQQ events also contain softer b-tagged jets (the same holdsj&is in W+jets sample)
than single-top events, as well as b-jets originated frore@gls, with an average, of 60 GeV /c (resp.
below 30GeV/c ). A high threshold in the highest b-jé& can therefore help reject significantly the
QCD and W+jets background. A looser cut may be applied toigdiZjet to further eliminate remaining
WQQ events.
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Fig. 3.4.66: 2nd highest b-jet transverse momentum foragignd backgrounds.

The expected number of b-tagged jet in the acceptance ismstmoftig.[3.4.67 for signal and all back-
grounds. About 90%VQQ events have only one b-tagged jet, the other being eithesf@atceptance or
below thePr threshold. No QCD events out of 5,000,000 pass the requiteometwo b-tagged jets. The
situation is dramatically different itt andW* events which both contain more than 13% events with two
b-tagged jets. Requiring more than one b-tagged jet isfinerenandatory to improve the rejection of
QCD and W+jets backgrounds. Regarding the two other sitgglenechanisms, the number of b-tagged
jets is not as high as for the s-channel events. If one indepelcts two b-hadrons in th&/g channel,
the second b-jet is missed in a significant fraction of timedose the b parton is produced along the
beam pipe, mostly outside the tracking acceptance and vith &7, as can be seen in Flg. 3.4166. The
probability to see a second b-tagged jet in this sample sstlen 15%. FolV + t events, no second b
is expected, which results in more than 97% events with oniylptag, the remaining 2nd b-tagged jet
coming mostly from charm decay.

The b-jet multiplicity strongly depends upon the b-taggoapabilities of the detector. A high
efficiency and a low mistag rate will affect the discrimimatiagainst non-top background, making an
impact in the analysis sensitivity. Sectibnl3.4 will adréss effects of deviations from the nominal
expected performance on the systematic uncertaintiestiaffethe selection efficiencies.

Total transverse energyH

The total transverse energy of the event is shown to have rdfisant discriminant power against
both top pair andWV + jets production. While theit events tend to contain harder jets, the latter are
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Fig. 3.4.67: Number of b-tagged jets for signal and backgdsu

characterized by the presence of softer jets in the fina¢ stapared to those for the signal. One
usually uses the scalar sum of transverse energy computdjeis as well as leptons and missing
energy. Obviously this variable is correlated to the nundfgets and therefore careful treatment must
be applied. In our selectiod is defined as:

Hy = Sjey EX' + B + mEr.

Probability density for this quantity is represented in.BgL.68 for signal and the various backgrounds.
The Hr distribution peaks at around 18BeV /c for WQQ events while the average value for the
W* channel is about 23G:eV /c . Fortt events in the various channels the distributions peak aroun
300 GeV/c . A window in Hy seems therefore to bring a significant rejection power agdnth
WQQ andtt backgrounds.
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Fig. 3.4.68: Distribution of the enerdyr for signal and backgrounds.

Reconstructed Top massn;
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With the LHC statistics, one can consider reconstructingo@ rnass from its decay products in
order to reduce further the non-top background contanuinaif the selected sample. In our case where
the W-boson decays leptonically, one faces an ambiguigyngrifrom the determination of the neutrino
longitudinal momentum: while the neutrino transverse gyearan be inferred from the transverse
missing Er, the longitudinal momentum is unknown. It is however pdsstb obtain thep? by using
the W-mass as a constraint. The longitudinal momentum asnlg written as:

—b + Vb2 — 4ac
p.(£v) = 5
a
where :
2 2 m%v - Y
and

_ 12 2 _ % ’
c=E*(1).p1(v) 5 +prl)-pr(v)

Usually the twofold ambiguity is lifted by chosing the sadut that gives the lowest,. In our case
though we choose not to apply this criterium but apply a gtite at a later stage of the selection. One
has to notice that this method may have no solution: thisesponds to events where the transverse
reconstructed W mass is larger than the W boson mass dueotaties effects. In this case we keep the
real part of the solution, following the D@ prescription.
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Fig. 3.4.69: Distribution of the reconstructed top masssfgnal and backgrounds.
Once the solutions tp;, are found there are four possible combinations to recattsthe top quark
momentum and mass: two depending on the neutrino solutidnvam due to the presence of the b-

tagged jets. We choose to keep the solution leading to theebid’r top @]. Figs[3.4.69 show the
probability densities associated to the reconstructedrnasgs for signal and the various backgrounds,

s-channel cross section measurement
The measurement of the s-channel may appear as the mosateetit the three main single-top

109



processes, because of its relatively low cross section apgdpto the two others. It is however one of
the most interesting because the production of tb final steats is directly sensitive to contributions
from extra W bosons or charged Higgs bosons as predictediiiggs doublet model (2HDM) ot type
Il [@]. The present analysis is extensively detailed i. I@].

Preselection

In ATLAS, the s-channel analysis is based upon the followondgeria: selected event must have
at least one high, lepton in the central region with &, above 25GeV /c and a total transverse
missing energy above 2GeV /c . The event must pass a secondary lepton veto cut, appliedyto a
lepton above 1@:eV/c with a sign opposite to that of the selected high lepton. The sign of the
high Pr lepton is used to determine the "flavour” of the final top anguark pair: a positive (negative)
charge lepton signsta (tb) final state.

processes tb final state tb final state
s-channel 1,200+ 7 840 +4
t-channel 1,860 £35 1,120 4+ 20
W+t channel <8 <5
tt background

tt — evb jjb 2,220+ 75 2,220 £75
tt — evbevb 2,790 £40 2,790 =40
tt — 7vb, b 360 + 28 360 + 28
tt — Twb, jjb 60 + 10 60+10
Z/W+jets background

WQQ 2,250 £50 1,410 + 30
Wijj — ev, jj 1,710 £ 170 1,260 + 120
WZ — evbb 90 £ 10 60 + 5
Zbb — ete~bb 7+3 7T+3

Table 3.4.31: Number of pre-selected events in the "2b0jigla expected for an integrated luminosity offB0° . Uncertain-

ties come from Monte Carlo statistics only

The event must have exactly two or three jets aboveG2é¥ /c . Among those, two must be above
25 GeV/c . Finally, the events are then required to have, among theset three selected jets, two

b tagged jets with & above a threshold of 3GeV /c . Selected events are thus classified as "2b0j” (2
b-tagged jets and no extra light jet above@&V /c ) or as "2b1j” events (2 b-tagged jets plus one extra
light jet and no 4th jet above 1G6eV /c ). Note that the requirement of two b-tagged jets is cru@al t
reduce the contamination of W+jets events that have a cemti®s several orders of magnitude that of
the signal. To a lesser extent, this is also truetfoevents since among the 2-jet and 3-jet events, only
a few of them have 2 b-tagged jets. Table 3.4.31 reports thebau of expected events with 35,
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About 1,200 (840)W* events are pre-selected in thie (tb) final states. The dominant background
comes from the top pair production in the dilepton and "lepiets” channels, followed by the WQQ
contamination. The remaining W+jets contamination is dughe high cross section for such events,
and is expected, at this stage, to be slightly above the lsgypactation. The resulting S/B ratio is about
11% (9%) in thetb (tb) final state. It is obvious that the combination of both firtates is required to
improve the sensitivity.

For 2-jet samples, the signal efficiency is slightly abov@?@. No QCD events are selected out
of 5 x 105. Top pair events are selected with an efficiency below 0.1%nén"lepton+jets” channel
while tau+jets events are almost negligible. On the conttdilepton” (including “ditau”) top pair
events are selected with a higher efficiency ranging frorb @2.5%. Overall, this results in an almost
equal contamination originating from "lepton+jets” andlégton” channels, due to the difference in
branching ratios. As expected, tiéQQ contamination is greatly reduced by a 2-b tag requiremettt wi
a 0.2% selection efficiency. At the same time, only 1.2% WW\atidiboson events are selectéd. +
jets events are removed because of the presence of non-b stdterijh a final yield depending upon the
mistag rate, for which we take to be equals to 1% in the pres®adysis. Regarding the three-jet samples,
the signal efficiency is about 1.9%. While the double tag irequent keeps th& + jets contamination
relatively low, the signal is swamped in thebackground with a much lower S/B below 1%.
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Fig. 3.4.70: Event yield for th&lr distribution for
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Fig. 3.4.71: Event yield for th&f,,, distribution
for 30 fb— 1.

Results have been interpreted as a function of the intejramainosity. In 2-jet events, & ¢ discovery
requires about b~!. The use of the 3-jet samples does not bring any significaptawement since at
least 60fb—'are needed to reach the same yields. The statistical ségditi the cross section measure-
ments has also been evaluated from the redto+ B/S which provides the sensitivity of the signal to
signal and background statistical fluctuations. A statitsensitivity of 7% can be achieved by combin-
ing bothtb andtb final state analyses with an integrated luminosity off30'. To reduce further the
systematic uncertainties associated to the backgrouimdagss, we can choose to apply further require-
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ments on topological variables. Figlre 3.4.70 displaysdib&ibution of the total transverse energy of
the events while Fid. 3.4.¥1 shows the recontructed (leptdop mass after the preselection.

HT window optimization

After the pre-selection stage, the remaining sample isadbarized by a low ratio signal over back-
ground of about 10% with dominant backgrounds originatirmf the top pair andvVQQ production.
In order to purify the sample, we apply further requiremdrdsed on the total transverse eneky

measured in the event and on the top mass reconstructed Himimjet and the leptonic decays of the
W boson.
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Fig. 3.4.72: Optimization for thél+ lower bound- Fig. 3.4.73: Optimization for thél+ upper bound-
ary: are shown the ratio S/B, statistical significance ary: are shown the ratio S/B, statistical significance
and the sensitivity as function of the threshold and the sensitivity as function of the threshold

In order to optimize the upper and lower bounds appliedign one can use three estimators: the ratio
S/B, which reflects the sample purity as function the thrieskalues; the statistical significan8¢/B;
and the sensitivity defined &'+/S + B + op, which includes the systematic uncertainty in background

estimate, set atg = 12% x B. Figs.[3.4.7P and Fi§. 3.4.73 show the sensitivity as fonctf theH
energy cut for both the lower and upper bounds.

The optimal choice for the window results from a compromisevgen a minimal loss in statistical
sensitivity and a maximal improvement in the purity: the éowthreshold is set at 14GeV /c while the
upper bound is set at 30@eV /c . The signal efficiency is decreased by about 40% for the kigriee
corresponding loss is about 50% farevents and above 70% f&VQQ andW + jets events, resulting
in a slight S/B ratio increase.

Top mass window optimization
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The optimization of the lowest and upper bounds has beeronpeedl in the same way as for the
Hr quantity. Figl3.4.74 and Fif. 3.4]75 show the sensitivityumction of theM (1vb) cut respectively
for the lower and the upper bounds. The choice of a reconstiunass in thél 20, 200] GeV /c? range
increases the ration S/B by 40% to about 14% at the loss otlakicceptance in signal efficiency. We
also estimate the top purity in our sample by using the MQtmifformation and comparing the true top
momentump"® and phi®{iie with the corresponding reconstructed valpg$ and®}5s. For a match
defined by the two requiremenfss® — pi¢| < 20 GeV/c and|®" — d'""¢| < (.4 an overall purity
above 60% is measured using the highest ppcriterium. Further studies on this topics are still on

going in order to optimize the performance.

Topological selection: statistical precision

Table [3.4.3P reports the number of selected events aftefitheand the top mass criteria have
been applied. The signal efficiency is reduced by 2/3 aft¢h lodteria have been applied. At the
same time, non-top backgrounds are reduced by 80%. In thpaiogackground, the contamination
from "dilepton” events is decreased by 90% while the "lepfeti’ is decreased by 70%. Note that no
significantW + t events survive the topological selection.

The total number of events expected for an integrated lusitip@f 30 fb—!. For thetb final
state, about 385 signal events survive with 2,760 backgtewents, resulting in an improved S/B ratio
of S/B = 13.9%. For thetb final state, 275 signal events are remaining for a total backgl of
2,242, resulting in a S/B ratio of 12.3%. In both cases, thanbackground is due to the "lepton+jets”
top pair production (about 30% of the total), followed by & single-top (27%). Heavy flavour
WQQ events now constitute less than 20% of the reminaing baakgrowhich is about the same order
thanW + jets events. Other top pair backgrounds (including tau decays$)VeiZ production appear at
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processes tb final state tb final state

s-channel 385+ 2 275+ 1
t-channel 666 =4 30 410 4 20
W+t channel - -

tt background

tt — evb jjb 750 £ 35 750 £ 35
tt — evbevb 395 £ 20 395 + 20
tt — 7vb, b 105 £7 105+ 7
tt — 7vb,jjb 20+ 2 2042
WH+jets background

WQQ 460 £ 20 290 £ 15
WZ — ev,bb 18+1 12+1
Wijj — ev,jj 350 £ 20 260 £+ 15

Table 3.4.32: Number of selected events in the "2b0j” sareggected for an integrated luminosity of 86 'for both final
states. Uncertainties come from Monte Carlo statisticg onl

a negligible level.

The statistical sensitivity to the cross section measuneimes been re-evaluated after the topolog-
ical selection. It is obvious that the application of anytffier selection criterium resulting in a decrease
of the number of expected signal events may result in a patistital sensitivity.

Systematic uncertainties

Common experimental systematic uncertainties originedenfthree main sources: the jet energy
scale, the b-tagging efficiency and mistag rate, and the higglef ISR and FSR effects. These sources
affect the signal as well as the background the backgrouedtsmn efficiencies.

Jet energy scale

Uncertainty in the jet energy scale affects all jet distributions, hence resulting in a bias in the
jet selection efficiency. This also has a significant impacthe jet veto performance that is used in our
analysis as well as in the determination of the missing snéfg and the reconstructed top mass that
are used in the topological selection. In order to quantifghseffect, the energy of each jet has been
shifted up and down in the Monte Carlo by a value correspanttinthe jet Pr uncertainty, and half
of the difference in the selection efficiency was taken asséesyatic uncertainty. A variation of 3.5%
is measured in the signal efficieney ., resulting in a relative error af1.8% due to the uncertainty
of the jet energy scale. For the background processes,ffbig & shown to have a poor impact on to
the top pair production. On the other hand, the rejection ejaté events, which contain softer jets,
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Fig. 3.4.76: Statistical sensitivity as a function of Fig. 3.4.77: Statistical sensitivity as a function of

the integrated luminosity as only thér require-  the integrated luminosity after the topolofical selec-
ment is applied. tion.

depends significantely from the knowledge of the jet eneogyes A total background variation of 6.8%
is measured, thus resulting in a systematic uncertainty4s63

b-tagging efficiency

Another source of systematics comes from the imperfect leuye of the b-tagging efficiency
and mistag rates. As can be inferred from the selection ibestin Section 3 b-tagging performance is
crucial for background rejection. A variation of b-taggiefjiciency thus directly results in a variation
of the relative contribution of each sample.

For signal events a.6% change in the selection efficiency is seen for a 1% variatfathe b-tagging
efficiency. This change is similar for most backgroundshvatvariation of 2.7% for the summed
backgrounds. This results in a relatively stable S/B ratier the full range of variation o,.

This observation results in a reduced dependence of the-semgion measurement to the exact
determination of the b-tagging efficiency. In our case, a Bation in the b-tagging efficiency will
result in a 13.5% change in the number of selected signal ankigbound events. It is obvious that,
the S/B ratio being stable, this number does not reflect toertainty in the cross-section. We however
conservatively quote half of this number as our systemasssciated to the cross-section measurement,
ie: 7.0% (including the MC statistics).

The uncertainty on the mistag rate impacts mainly the rnejeaf W+jets events : in our case
a 5% mistag rate results in a 10% variation of the W+jets evefihis translates to an uncertainty of
3.5% in the total background estimate. The total uncestajnbted is thus 8.0%. This number however
makes of the b-tagging and mistag rate knowledge one of our seairce of errors, which is expected
from a double-tag based analysis.
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ISR/FSR modelling

Another source of uncertainty is the modelling of the evend @¢he effects of initial and final
gluon radiations. ISR dramatically directly affects theraultiplicity of the event, while uncertainty in
the FSR modelling affects the determination of the jet ensogle, which may result in a change of the
selection efficiency. For b-jets the effects are partidylaignificant in theW(QQ selection, as seen in
Fig.[3.4.78. We quantified this effect by switching ON and QISR and the FSR separately, and by
taking 10% of the observed shift in selection efficiency agsaesnatic. This value constitutes a (very)
conservative approach and corresponds to the expecteisipreof the strong coupling constant,
determination at the LH5].

For the signal events selection, a relative variation o%#i9 seen for the ISR alone while an effect of
6.0% is observed for the FSR. We thus quote an error of 7.9%easum of both effects.

Backgrounds are differently affected by the ISR/FSR maukgll Top pair backgrounds are increased
as the ISR are switched OFF because of the increased poputsHt?-jet events. On the other hand,
as the FSR os switched OFF, most of those processes are dechuogared to signal variations. FSR
particularly affects théVQQ events selection, since switching Off the FSR tend to irserethe jet
energy and thus the jet selection efficiency. A factor 20%isl to affect theVQQ selection. The
total effect on the sum of all backgrounds is estimated agquiagratic sum of both ISR and FSR effects.
An uncertainty of 7.3% for the total background. This numkeriearly an overestimate of this effect.
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Fig. 3.4.78: Impact of ISR and FSR on b-jet multi- Fig. 3.4.79: Impact of ISR and FSR on b-jet multi-
plicity for s- and Wg single-top channels plicity for top pair and WQQ productions

Background estimates
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All of the background estimates rely upon Monte Carlo tha ased to compute the selection
efficiencies. Those generators employ LO matrix elementthier hard parton scattering followed
by parton showering to simulate radiation and fragmentati®Ve use in our cases PYTHIA v6.2,
TopRex v4.1 and HERWIG v6.4 for the event generation, andhatized the event yields to the NLO
cross-section. However, even at NLO the theoretical ssuafeuncertainty are significant. As a
consequence, direct measurements from data itself wikgeired.

The sources of theoretical uncertainties come from thecehof the renomalization and factor-
ization scales, the choice of the parton distribution fioms and the uncertainty in the input parameters
such as the top mass and the b-fragmentation function. Tiggesiop cross-section is expected to
decrease with the top mass value: a 4 GeV uncertainty rasuéis 9% uncertainty in the s-channel
cross-section and 5% in the t-channel. The knowledge of Die ®- and gluon-PDF for t-channel )
contributes significantely to the errors. Regarding theptip production, the cross-section including the
NLO+NLL corrections is quoted with an uncertainty of 12%.iShumber results of a contribution from
the scale uncertainty (abott6%) and from the PDF where the level is at 10% (MRST vs CTEQ5M)
for my = 175 GeV. The difference between the two sets is about 3% but is higgahgitive to the input
value used fors(Mz).

Regarding the Wbbe¢/bb + X) production, recent computations with MCFM lead to an uncer
tainty of 20% in the NLO cross-sections, this result beintaoted with the use of a LHC-like selection
applied on the final lepton and jets. Regarding W+jet baakgus, a conservative approach has been
chosen and an uncertainty of 20% is quoted as well. Summitgekground contributions (in the frac-
tion of selected events) result in a total theoretical enfdr1%.

Note that the input top mass also has an impact in the sateefficiencies determination, the j&y
distributions depending upon the mass of the decayinggrtror a higher top mass value, et dis-
tributions are shifted towards higher values, leading tetéelb pre-selection efficiency for all top events
production: an effect of about 2% is seen in the selectiogieficy of W* andW + t channels as one
goes from 175 to 18GieV /c? . This is considered as negligible in regards to the othercesLof error.

Summary: s-channel cross section measurement in ATLAS

The precision on the cross section has been assessed fortegmatad luminosity of 3(fb~'at
different stages of the analysis. After the simple preselacstage, results show a good statistical
sensitivity but higher level of systematic uncertainties:

Ao

- = 7%stat + 13-8(%exp + 11%bckgd theo + 5(%lumi

g

Using both theHt and reconstructed top mass results in a significantly retliesesl of systematics at
the price of a loss in statistical sensitivity:

Ao
7 = 12%stat + 12(700xp + 11(%bckgd theo T 5(70lumi

In all cases, systematic errors are expected to dominaterdiss section determination. Experimental
effects are dominated by the ISR/FSR modelling effects umeaf the importance of the jet multiplicity
requirement in the selection. The other significant effeches from the knowledge of the b-tag and
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mistag rates, since the double-tag also constitutes aatgriimt in the selection. It is obvious that
the error associated to the ISR/FSR modeling is an overattim and that this uncertainty will be
constrained by comparison of Drell-Yann data and the eveneators. B-tagging should also benefit
from the use of a huge b-enriched control sample. Finalgotétical uncertainties are the same order of
magnitude of the statistical errors. They should be redeéftwe are able to estimate the background
contamination directly from the data. Besides, the ung@stan the parton structure functions should
also be reduced by constraints from the W leptonic asymnmme&gsurements.

t-channel cross section measurement

The measurement of the t-channel cross section benefits drsignificantely higher statistics
compared to the s-channel analysis. The final topology @ silgnificantely different of that of the
s-channel, and leads to a specific selection. The preselysanean be found in RemM].

Event selection

We select t-channel events in the channel where the W boscaysldeptonically. This leads to
requirements on the presence of a high lepton and a high missing transverse energy. To remove
events with two leptons lik& — 171~ and dileptonic top pairs, a veto is performed in any pairs of
leptons with opposite signs and above@&V /c , just as in the s-channel analysis.
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Fig. 3.4.80: Pseudo-rapidity of the highest jet in two jetreg for signal and backgrounds.

The situation is different from the latter analysis in thar@din of reconstructed jets. More than 60%
of t-channel events have two or three jets. Among those ¢&ts,points towards the forward region,
beyond the pseudo-rapidity rangg..| > 2.5. This is a distinct feature which is used to discriminate
from the other top quark production sources, as shown inEZ#H80. This forward jet must also pass
a high Pr threshold in order to reduce the contamination from W+jatQQ and QCD, WZ and QCD
events. Figure3.4.81 displays the momentum of the seldéotedrd jet in 2 jet final state events.
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Among the two or three jets, at least one jet must be b taggéeticentral pseudo-rapidity region.
The other b jet present in the final state is usually emittedatds the very forward region, outside the
tracker acceptance and thus out of reach of the b-taggimgitim in most cases.
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Fig. 3.4.81: Transverse momentum for the forward jet in tetejyents and for signal and backgrounds.

Efficencies and background rejection

A preliminary analysis has been developped in ATLAS. Thed&n requires the presence of an
isolated highPr lepton above 2%5eV /c , missing transverse energy aboveG2¥ /c and makes use
of a secondary lepton veto. At least one jet must be b tagg#d aviransverse momentum above
50 GeV/c . The event must contain a forward jet above the pseudoitapig.c| > 2.5 with a
transverse momentum above 6@V /c . Selected events are then splitted into two 2 jet and 3 jek fina
states. Like in the s-channel analysis, the selection itesplinto the two final states and#b in order

to reduce the contamination from the charge symmetric tapgoaduction. Tablé_3.4.33 reports the
event yields expected in the two final states for an integraminosity of 10fb—!.

In two-jet final state, signal events are selected with anieffcy of about 1%, leading to a total of
3,000 events in 16~!. The dominant background comes from the WQQ productionitéetige central
high Pr b jet requirement. The efficiency for those events is welblathe per mill level. Remaining
backgrounds consists in top pair events in both the “dilgpénd “lepton+jets” channels, although the
low multiplicity cut removes most of them. Finally, the cantination from the other (s- and Wt-) single-
top channels represents less than 5% of the selected evaritse end, the ratio S/B is above 3 for an
integrated luminosity of 16 —'. Figure[3.4.8P displays the event yields for e distribution and an
integrated luminosity of 16 —".

In three jet final states, the situation is less favorablewbgse of a higher contamination from high mul-
tiplicity events like top pair production. Two situationseaconsidered depending on the number of
b tagged jet contained in the event.

For events with exactly one b tagged jet and two light jets, dlgnal efficiency is slightly above 1%.
The dominant background comes from the top pair productidioih the “lepton+jets” and the “dilep-
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processes 2 jet final stateb) 3 jet final state (bq)

t-channel 3,130 + 40 3,410 £40 54 +2
s-channel 80+1 40+1 negl.
W+t channel 50 + 2 120 + 4 negl.
tt background

tt — evb jjb 205 £ 10 1,890 £35 1741
tt — evb evb 215 £ 10 560 £ 15 11+1
tt — 7vb, 7vb 15+ 1.5 3012 negl.
tt — Tvb,jjb 10+2.5 60+ 6 negl.
Z/\W+jets background

WQQ 230 £ 15 60 =5 7T+2
Wij — ev,jj 120 + 8 30+3 negl.

Table 3.4.33: Number of selected events in the "1b1j”, "2t#tjd "1b2j” samples expected for an integrated luminosity o
10fb~for thq final state. Uncertainties come from Monte Carlo statistioly

ton” channels. The contamination from those events amdordbout 40% of the selected sample. As
expected, the single-top Wt channel now also constitutégréfisant background, representing 2% of
the total. The third jet requirement removes most of the Watjel WQQ backgrounds. The ratio S/B is
about 1.2. Figure 3.4.82 displays the corresponding evelutsyfor theH distribution and an integrated
luminosity of 10fb—1.

For events composed with 2 b tagged jets and one light (fatwyeat, the signal efficiency is decreased to
0.17%. This is due to the fact that the second b jet presenicim svents is expected to point towards the
very forward region, thus being out of the tracker accemaddout 50 events are expected infbo!.

In this case, dominant backgrounds are the top pair everte rdtio S/B is about 1.5, making this
channel the least significant in terms of statistical pienis

In this preliminary analysis, no use is made of #i¢ nor the reconstructed leptonique top mass. We
may consider using those variables to purify the selectetbka This may be the case if a better control
of the systematic uncertainty associated to the backgrestichates is required.

Summary: t-channel cross section measurement in ATLAS

With a cross-section corresponding to about a third of that the top pair production, the t-
channel processes will be the first single-top productioressible with the early data at the LHC.
Contrary to the situation at the TeVatron, the main backggdocomes from the top pair production, well
above the W+jets and WQQ events. The statistical precisiabout 4% for an integrated luminosity of
1 fb~tand well below 1% with 3@b~".

This measurement will however be limited by the systematiors. The dominant uncertainties
comes from the jet energy scale and the ISR/FSR modeling;hvdifect directly the selection efficien-
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cies for both signal and backgrounds. The b-tagging systemraor is expected to be reduced compared
to the s-channel analysis where two b-tags were required.unbertainty associated to the background
estimate is again a major source of error and, as in the saehaase, will require the use of data itself.
With a simple selection, the precision on the cross-sedsi@xpected to be:

Ao

— = LO0%star £ 11.0% exp & 6%bciga theo & 5%1umi for L = 30 b1

which shows how sensitive the selection is to the experiademtd background estimates effects. Same
remarks as for the s-channel measurement apply.

Wt associate production cross section measurement

The W + t -channel is the second largest source of single top pramuctDue to the presence of a
second W in the final state, Wt events are topologically simdtt background events and are therefore
difficult to separate.

Event selection

As for the s and t-channels, we selédt + t events by requiring a single highy lepton and a
high missing transverse energy. Such a selection critémlies that one W boson decays leptonically
and that the second W boson must decay into two jets. Therefoe selected events have exactly
three jets with one of them tagged as a b-jet. This allows jecteart oftt background. In addition,
by requiring a 2-jet invariant mass within a window arouné W mass, it is possible to eliminate
most events that do not contain a second W, i.e. all backgowother thartt . Indeed, as shown in
Fig.[3.4.85, a sharp peak in the 2-jet invariant mass digtdh is observed for th& + t andtt events.
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Efficencies and background rejection

The selection for the preliminary analysis presented hemguires the presence of an isolated
high Pr lepton above 285eV/c and a missing transverse energy aboveG%//c . In addition, a
secondary lepton veto cut is applied to any lepton above N/&Gwith a sign oposite to that of the
selected highPr lepton. The event must contain, among three jet808bove 25GeV /c , one b-tagged
jet with a transverse momentum greater tharGe®¥ /c . An additionnal constraint on the 2-jet invariant
mass (55-85 GeV#) is required.

The efficiencies are reported in Table 3.4.34. The numbesseasfts expected for an integrated luminosity
of 30fb~'and the expected individual signal-to-background ratiesaéso tabulated in Talle 3.4]134. The
calculated values include only the electron/positron rwomtion of the leptonic components.

The W + t events are selected with an efficiency of about 4.6%. Topeaints are selected with a
global efficiency of around 1.7% (3.3% for the “lepton+jetsiannel, which is the mairt background).
As expected, the other sources of background are greatliceeldby the selection criteria ; we obtain
efficiencies less than 0.05% for W/Z+jets channels and (0023%6 for the two other single top production
channels.

The predicted global signal-to-background ratio for Y¥et t -channel is 0.1 and the main background
contribution comes from the top pair production in the "taptjets” channel.

Process Efficiency Nb of events  Individual S/B ratio
W-+t-channel 4.58 +0.02 12,852 + 46

s-channel 0.20 £ 0.01 62+1 206
t-channel 0.34 +0.01 2,572 £ 42 )
tt background

tt — evb jjb 3.33+0.01 121,834 +331 0.1
tt — evb evb 0.27 £0.01 794 £+ 18 16
tt — 7vb b 0.07 +£0.01 206 +9 62
tt — 7vb jjb 0.22 +£0.01 7,985 + 121 1.6
W/Z+jets background

Wbb — ev bb 0.006 £ 0.001 negl. -
Wijj — evjj negl. negl. -
WZ — ev bb 0.044 + 0.003 negl. -
Zbb — ete™ bb 0.014 + 0.002 neg|. -

Table 3.4.34: Efficiency, number of events expected for tegiated luminosity of 3€b~'and individual signal-to-background
ratio for single top processes and background channelserthicties come from Monte Carlo statistics only.

The signal-to-background ratio can be slightly improvey dlfactor of 10%) by applying further cuts
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on the total transverse momentum and on the centralitybar@defined as:

jet
Ejet Pr

Ejet pjet
As we can clearly see in Fig.3.4186, centrality values aremtarger for théW + t events than for most
of background events.

centrality =
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Fig. 3.4.86: Event centrality for signal and backgrounds.

Figs.[3.4.87 and 3.4.88 display the event yields for thd teaasverse momentum and centrality for an
integrated luminosity of 36!, respectively.
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Fig. 3.4.87: Event yields for the total transverse Fig. 3.4.88: Event yields for the centrality distribu-
momentum distribution for 36!, tion for 30fb~*.

The performance in terms of statistical sensitivity hasbdetermined for the three jet final state events
and is shown as a function of the integrated luminosity in[i . A 10% sensisitivity can be achieved
with 1 fb~'by combining both electron and muon channels.
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Summary: Wt channel cross-section measurements

The W + t channel analysis benefits from the relative high crosseseatf about 70 pb. How-
ever, due to high similarities with top pair events, the cid® is hampered by a high level of
background contamination. This characteristics makesAtheross-section very difficult to measure
with the early data at the LHC. The chosen strategy is basdteosplitting of the event selection into
two jet and three jet final states. In both cases, the maingoaukd comes from the top pair production
with a S/B ratio well below 10%, making the prior precise detigation of the top pair production
cross-section mandatory. Combining both electron and nthannels as well as all two and three jet
final states leads to a statistical precision slightly be@&for an integrated luminosity offb~!. This
translates into a precision of about 2-3% at the end of thduawinosity run.

Single top studies at CMS
Contributed by: Giammanco, Slabospitsky

This Section summarizes the CMS analyses published in tygi@hTDR Vol.Il and in Ref/[176]
and ]. All results presented here assumefa0' of integrated luminosity, including the detector
uncertainties that will be available at that time (as estéian Ref. [178]).

Signal and background event simulation

Two generators, SingIeTod__Ll|79] (based on the CompHEP gacl@]) and TopRex|_L_ﬂ36]

were used to generate events for all three single-top ptauprocesses. The background processes,
namely,Wbb, Wbb + j, andW + 2;j were generated with CompHEP, TopReX, MadGr&jJ[128], and
Alpgen] programs as indicated in the Table 3.4.35. Tdrel process events containing all needed
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information were passed to PYTHIA 6.281] for showerihgdronization and decays of unstable
particles. Thest andW + jets background events were generated with the same PYTHIAorersill
simulations were done with/; = 175 GeV /c? and M, = 4.7 — 4.8 GeV /c?, proper considerations of
the spin correlations, and the finit€-boson and t-quark widths. The list of the signal and baakgdo
process cross sections as well as generators used are mitrenTablé 3.4.35. Both the full simulation
chain (OSCAR and ORCA) and a fast simulation (FAMOS) weraluse

Process ocxBR, pb | generator

t-ch. (W — pv) 18 (NLO) SingleTop (NLO)
t-ch. (W — /tv) 81.7 (NLO) | TopReX (NLO)
s-ch. (W — fv) 3.3 (NLO) | TopReX (NLO)
tW (2W — (v) 6.7 (NLO) | TopReX (NLO)
tW (AW — (v) 33.3 (NLO) | TopReX (NLO)

tt (inclusive) 833 (NLO) | PYTHIA (LO)
Wbb (W — (v) 100 (LO) | TopReX (NLO)
Wbb + jets (W — p) | 32.4 (LO) | MadGraph (NLO)
W +25 (W — uv) 987 (LO) CompHEP (NLO)
W +25 (W — tv) 2500 (LO) | ALPGEN (LO)
Z/v*(— pFu)bb 116 (LO) | CompHEP (NLO)

Table 3.4.35: Cross section values (including branchitig eand kinematic cuts) and generators for the signal ankidgraond
processes (here= e, i, 7). Different generator-level cuts are applied.

Reconstruction algorithms and triggers

A detailed description of the reconstruction algotithmd &mggers used in the single top studies
can be found in Ref 8]. A short description is includedbbe Muons are reconstructed by using
the standard algorithm combining tracker and muon chanmf@mnation; isolation criteria are based on
tracker and calorimeter information. The electrons aremstucted by combining tracker and ECAL
information. The jets are reconstructed from the hadromlorameter signals by the lterative Cone
algorithm with the cone size of 0.5; for the calibration btitk Monte Carlo (in the t-channel analysis)
and they + jets (in the tW- and s-channel) methods are used. For b-tagging a probabilityriatom
based on the impact parameter of the tracks is used.

Thetransverse missing energys reconstructed as follows:

S . . = lib .

Pr=— (D0 P+ Y B + > (Bt = > (Brey)
where E**¢" is the sum of transverse energy of tow “jlebt (E}?;{;t) is the transverse energy of
calibrated (uncalibrated) jets. For the final states with isolated lepton the neutriné’{) longitudinal

componentpP, , , is extracted from the quadratic equation:

M‘%V :2(E;M/PZZJ,‘F(ET)Q_ﬁT,u'ET_Pz,uPz,y>
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This equation has two solutions:

AP, ,+ VA M2, . .
Py = #, where A = TW + Pp - Er, A=E,(A*— (Br)*P7,) (3.4.30)
)y
Among the two solutions of Eq(3.4]29) the minimal value Bf , | is used forl¥’-boson momentum
reconstruction.

About 30% of the events have negatievalues due to the finite detector resolution and to the
presence of extra missing energy. In this case for t-chaammag/sis the parametétyy in Eq. (3.4.30) is
increased untiA becomes zero. Using this value &fyy, P, , is calculated from Eq[{3.4.B0). For the
tW and s-channels analyses, only the real pa.0f is used for further analysis.

Thetransverse mass of thd? -boson is defined as

MY =\/2(Prr — Pr, - ). (3.4.31)
Thesum of the transverse momentum vectorsof all reconstructed objects
Sr="Pro+r+) Erje. (3.4.32)

is found to be very effective for signal/background sepanat

The “jet charge” (Q;) is defined as the sum of the charges of the tracks inside theofee,
weighted over the projections of the track momenta alongethaxis.

Thelepton isolation criterion used is to sum ther of all the tracks in a cone @k R < 0.2 around
the lepton track, and to reject the event if this sum is grahsm 5% of the leptop.

The present study is based on leptonic decay chanaelo( .v,) of the W -boson. The signal is
triggered by the trigger on leptons. The HptF thresholds from the CMS DAQ-TDR are assumed: 19
GeV/c(29 GeV /c) for the single muon (electron); withy, | < 2.1 and|n.| < 2.4.

t-channel cross section measurement

The analysis presented in ReEJL?G] makes use of muonicydegchthe top. The final state in
t-channel includes one isolated muon, missing energy ((ine)t one or two jets fronb-quarks, and
one “forward” hadronic jet. A specific feature of single topepts is production of a light jet in
the forward/backward direction (see Figs. 3.4.90) pragdan additional possibility for background
suppression. The additionatquark is produced with small transverse momentum, so thidyais
requires only two jets, one of thebratagged.

The selection requires:
e only one isolated muon withy> 19 GeV /c and|n,| < 2.1 (HLT selection);
B > 40 GeV;,
at least two hadronic uncalibrated jets, with> 20 GeV /c;
at least one of the selected jets should pass-tiag;
the second (light) jet should be in the forward regipf(L)| > 2.5);
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Fig. 3.4.90: The distributions of pseudorapidity 6f the light jet (left), and otiﬂ (right).

e after calibration these two jets must hape®i® > 35 GeV and no other hadronic jets with
prealib > 35 GeV/cis allowed (jet veto).

The GARCON program2] is used for further optimizationtbé cuts. The signal-over-
background ratio times significance is chosen as an optifizariterion, obtaining:

e b-jet: pr> 35.0 GeV /¢, |n| < 2.5 andb-tag discriminator> 2.4;
e light forward: pr> 40.0 GeV /c and|n| > 2.5;
e |X7| cut window: (0.0, 43.5) GeVi0 < M}V < 120 GeV/c?
e reconstructed top mass windowt0 GeV/c? < Moo (bW) < 210 GeV /2.

signal tt Whbbj W Wi
N(events) at 1¢fb—! 1.8 x10° | 8.33 x10% | 3.24 x 10° | 9.7 x 107 | 9.9 x 10°
isolated muon 0.73 0.14 0.52 0.16 0.81
prB X p1i X Br 0.036 |64x1073 |34x1073 | 9x1076 | 3x1073
veto on3™ jet 0.021 [58x107%|1.6x1073 | 4x107% | 1.1 x1073
0.0 < 7 < 43.5 GeV 0.018 [4.1x107*|12x1073| 4x107% | 6.8 x 1074
50 < M7V < 120 0015 |22x107* | 9.6x107* | 1x107% | 54 x 1074
110 < My (bW)* <210 | 0.013 | 1.4 x107* | 5.8 x 10~* 0 4.1 x107%
Number of events ‘ 2389 1188 195 0 402

*in GeV/c?

Table 3.4.36: Number of events (t-channel) and cumulaffigiencies for each cut used in the analysis of t-channglsitop

production. The symbolyrs X pr; x Er” means:prg > 35 GeV /¢, pr; > 40 GeV /¢, |n;| > 2.5, Br > 40 GeV.

The efficiencies of these cuts and the resulting number aftsware given in the Table 3.4]136.
The resulting signal-to-background ratio and the signifteaare: Ng/Np

1.34 and S =

Ns/+/Ns + Np = 37.0. The final distribution of the reconstructed top mass is shiowFig.[3.4.91.
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Fig. 3.4.91: The distribution on the reconstructed top piasssignal only (left) and with background included (ripht

sample | selected| ANy, | JES| ANp_tag | ANsyst | AlNgtat
t-channel| 2389 96 71 96 153 49
tt 1188 59 73 48 105 34
Wbbj 195 33 6 8 35 14
Wij 402 20 0 16 26 20

Table 3.4.37: Number of selected events (t-channel) gthI0 with uncertainties due to different sourceS Ny« represents
the theoretical, JES aridtagging uncertaintiesA Nyt IS expected statistical uncertainty.

The systematic uncertainties (see Sedfioh 3.4) evaluatetDffb—! are given in Table3.4.37. In
summary, the statistical error is 2.7%, the total systesv@tior excluding the 5% luminosity uncertainty
is 8%, resulting in a total error of 10%.

Wt associated production cross section measurement

The pp — tW process contains twél’-bosons and &-quark in the final state. The final states
considered in Ref.@?] arét(—Frb and (*Erbjj for the di-leptonic and semi-leptonic modes,
respectively. The dominant background arises franproduction. Other backgrounds are t- and
s-channel single top productiohl’bb, W + jets, WW + jets, and to a lesser extent QCD multi-jet
background.

Jet quality requirements and extra jet reduction
The most significant difference betweel events andtt events is the number of jets in the fi-

nal state. However, most of the time there are also additjeteadue to the underlying event, pile-up or
calorimeter noise. These “extra jets” were identified andwaed from the counting by consideration
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of five jet quality variables (seﬂ??]). It was found tha tmost discriminating variables arg;'**
(the maximum towerEr in a cone of 0.5) andV,,... (the number of associated tracks). A Fisher
discriminant [L1_§|3] £) is constructed from the jet quality variables to separatg jets from extra jets.
Each jet is classified valug into one of three categories: gooH & —0.5), loose (F'| < 0.5) and bad

(F > 0.5) jets. This method yield84.3% efficiency on true jets and rejec#§.9% of extra jets. Only
“good” jets and “loose” jets are used in preselection andahekeconstruction. The jet multiplicity after
the extra jet reduction in semi-leptonic channels revdasthe number of good jets peaks at the 2 and
3 jet bins for signal events, and at the 3 and 4 jet bingfdrackgrounds.

Event selection and reconstruction

The kinematic cuts used for this study are presented in TARIE8 and Tablé 3.4.89. For the
semi-leptonic channel, two ndnlike jets withm;; < 115 GeV /c* are used for reconstruction of the
W-boson (that decays hadronically). In events with a 4thhat survives jet veto cuts, it is required
that the invariant mass of the 4th jet with any of the seleotmub-like jets must be outside a window of
My, £ 20 GeV /c2. For the leptonic decays of tH&-boson it is required thaM%V < 120 GeV/c?.

Leptons Jets
In(e)| <24, n(p)| < 2.1 leading jet:|n| < 2.4, pr> 60 GeV /¢, disc> 0
pr(e,pu) > 20 GeV/c at most one extra jet

no other lepton witlpy> 5 GeV /¢ | No other jets withpp> 20 GeV /¢
Missing Ep: Fp > 20 GeV

Table 3.4.38: Kinematic cuts used in the di-leptonic chanfee final electron and muon should have the opposite charge

Leptons
pr(e) > 30 GeV/c, pr(pn) > 20 GeV /e, |n(e)| < 2.4, |n(p)| < 2.1
no other leptorpy> 10 GeV /¢
Jets (after removing all bad quality jets)
b-like jet: good quality, dise2, |n| < 2.5, pr> 35 GeV /¢
non-like jet: good quality,n| < 3.0, disc<O if |n| < 2.5, pr> 35 GeV /c
Jet counting: oné-like jet and 2 norb-like jets
Jet veto: no other “good” or “loose” jets wifhy> 20 GeV /c and|n| < 3
Missing E7: B > 40 GeV

Table 3.4.39: Kinematic cuts used in the semi-leptonic nbarThe presence of a good fourth jet would veto the wholateve

To find the correct pairing of-jet and reconstructetd’-boson (coming from top decay) the fol-
lowing variables were used: the- of (b, W) systems; the separation of thget with each of théV’
in (n, ) space; the “charges” of jets (see Secfiod 3.4) Hhdosons (see Re7] for details). A
Fisher discriminant based on these variables is used formigating leptonic top events from hadronic
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top events. A cut of of 0.56 is optimal in separating thesep2syof events, and 72% of the events are
correctly paired.

To further enhance the signal to background ratio the fotigwglobal” cuts are applied:
prof the reconstructediV system:|X (¢ + W)| < 60 GeV /.

Scalar sum of transverse energiés: Hr < 850 GeV.

Reconstructed top quark madd0 GeV/c? < m(t) < 230 GeV /c?.

prof the reconstructed top quarkd GeV/c < pr(t) < 200 GeV/ec.

Efficiencies and expected yields

The efficiencies estimated with Monte Carlo samples are extedt to the effective cross sections
by multiplying the production cross sections of each precé&$e effective cross sections, as well as the
expected yields with 1¢b~! of data for all signal and background samples, are shown liteT&Z.40
and[3.4.4ll. The signal to background ratio is found to be @8di-leptonic channel and 0.18 for
semi-leptonic channel.

tWwdil. | tt dil. tt oth. | WW dil. | WW oth. | tch. lept.

Production 6.667| 92.222| 737.778| 11.111| 88.889 81.667
HLT 4.865| 74.090| 346.151 7.674 27.259 41.409

20 1.944| 25.150| 21.012 2.574 0.226 2.309
Leptonpy 0.675| 7.919 0.703 0.543 0.012 0.098
< 1 extra jet 0.459| 6.574 0.664 0.416 0.010 0.067
Jetpr, n 0.307| 5.234 0.556 0.339 0.004 0.033
> 1 b-jet 0.184| 3.864 0.379 0.017 0.000 0.018
Fr > 20 0.170| 3.640 0.349 0.017 0.000 0.016
< 2jet 0.150| 2.734 0.221 0.015 0.000 0.012
Final select. 0.057| 0.145 0.000 0.006 0.000 0.000
Expected events 567 1450 <55 61 <10 <20

Table 3.4.40: Summary of cross section times branching tiaties efficiencies at each stage of the analysis for theptdhic
channel. All values are in picobarns The last row is the etqueoumber of events for 10~ '. Multi-jet background has been
estimated separately. When only a limit on the number of svisrstated, this is due to MC statistics.

The ratio method
The ratio methodis developed to reduce systematic uncertainties relatetieadominanttt back-
ground. We define &-rich control region and use ratio of efficiencies to esterthie yield oftt in the

signal region. The kinematics oFV andtt are similar sa¥V is present in the control region, therefore
the ratio of efficiencies forWW is also used. The signal and background vyield is determiyethéd
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twW tt tch. | sch. | Wbhb | W2j | W3] | W4j Multi-jet

Total cross section| 60 833 245 10 300 7500 | 2166 | 522 | 9.73 x 10°
HLT 18.9 | 263.9| 395 1.52 34.0 | 1006 300 73 1.86 x 10°
Presel. &isolation | 9.05 | 179.4| 12.0 | 0.54 | 2.15 52 35 12 1325

jet&leptonpr, |4 56 | 155 | 1.31 | 0.046 | 0.061| 0.60 | 49 | 1.0 423

jet veto
b-tagging 0.669 | 6.13 | 0.476 | 0.013| 0.016| 0.10 | 0.99 | 0.26 0.85
kinematic cuts 0.223| 0.999 | 0.047 | 0.002 | 0.003 | 0.017 | 0.101 | 0.008 0.105
Signal box cuts 0.170| 0.771 | 0.035| 0.001 | 0.001 | 0.013 | 0.054 | 0.008 0.051
Events in 10fb~* 1699 | 7709 351 14 10 130 539 80 508

Table 3.4.41: Summary of cross section times branching taties efficiencies at each stage of the analysis for the-semi
leptonic channel. All values are in picobarns. The last ihe expected number of events for il .

following equation:

{(Ny = N?) = (No = N?
5 = Bl - s_)RtV(V ) (3.4.33)
(Ne = N&) — Row (Ns — N7)

Ry — Ryw + Ng.

Here R, is the ratio of efficiencie®, = e,(control region)e,(signal region) forz = tt,tW; N,
(N.) is total number of events in the signal (control) regidt, (V?) is the estimated number of nan-
background events in the signal (control) region.

For the ratio method to work it is important to find a contraioen with similar kinematics except
with one more jet. It is expected that systematic unceirtsrnrom PDF, JES and b tagging cancel to
a large extend, while the luminosity uncertainty drops autthett background. The lepton selection
and jet quality requirements in the control region is ideadtito the signal region. The differences are
outlined below.

B

(3.4.34)

Di-leptonic. A second jet is required withy= 20 — 80 GeV, || < 2.4 andb-tagged (disc>
0). No other jets witlpr> 20 GeV are allowed. The background region is found to be fille®@Hp%
di-leptonic tt, 0.4% othertt decays, 1.6% di-leptoniti’’, and0.1% for leptonic t channel single top
while WWH+jets yield is negligible.

Semi-leptonic It requires 2 jets withyy> 30 GeV, 2 more jets withpp> 20 GeV, and no bad jets
with pr> 20 GeV. It is required that one of the 2 high-ets is b-tagged (dise- 2), and that both low-
prjets be not tagged (disc 0). Theb — W pairing is done in the same way, with a 72% correct pairing.
It is found that thett purity in the control region is 93.9%. The notevents are mainly composed of
WH+jets (2.8%),tW (2.0%) and t-channel single top (1.2%). The ratio of efficiea are found to be
Ryw =0.319 andR;; = 3.31.

Thett cross section does not show up in the ratio method. The é#€c8% for t-channel single
top and 3.1% foiV +jets. Itis found to be negligible for other backgroundse Blgstematic uncertainties
for both channels are shown in table 3.4.42.

Particular care was dedicated to the estimation of thetadfgaleup. A difference of 30% between

normal pileup and no pileup is used as an estimate of theragsiteuncertainty.
< Dileptonic modeThe analysis is found to be rather sensitive to the pileugh@selative shift of the
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“measured” cross section-is20.4% for no pileup, and-16.2% for double pileup, while is the difference
between the check sample and the reference satrle(which has purely statistical origin). The value
of 6.1% is used as the systematic uncertainty.

o Semi-leptonic mod&he extracted cross section varies-b$5% for no pileup and-63% for double
pile-up so a systematic uncertainty of 10.3% is obtaineds iBtlearly an overestimation of the effect.

Source Uncertainty | Ao /o (di-lept.) | Ao/o (semi-lept.)
Statistical uncertainty — 8.8% 7.5%
Integrated luminosity 5% 5.4% 7.8%
tt cross-section 9% negligible negligible
t-channel cross-section 5% negligible 0.8%
W+jets cross-section 10% not applicable 3.1%
WWH+jets cross-sectior 10% 1% not applicable
Jet energy scale 5%-2.5% 19.7 % 9.4%
b tagging efficiency 4% - 5% 8.7 % 3.6%
PDF lo +4%/-6.0% 1.6%
Pileup 30% 6.1% 10.3%
MC statistics — 9.9% 15.2%
Total uncertainty +23.9%(syst.) +16.8%(syst.)
+ 9.9%(MC) +15.2%(MC)

Table 3.4.42: Summary of uncertainties of cross sectiorsareanent.

The results from the ratio method were used in the signifiearaculation. In addition, the un-
certainty on the background expectation, evaluated ftegtonic A /B = +9.6%) and semi-leptonic
(Ap/B = +3.6%/ — 4.4%), was taken into account. The resulting significance is dr.2He di-leptonic
channel and 5.1 for the semi-leptonic channel. Combiniegwo channels gives a total significance of
6.4.

s-channel cross section measurement

The present analysis of the s-channel single top productidmased on leptonic channels, i.e. the
top is identified and reconstructed by its semileptonic geaato (b final states, witll = ¢, u. For this
study, a fast simulation of the CMS detector with FAMOS Wasd,lseeﬂm 7] for details.

The signal events are triggered by the single lepton trigg&ince this production mode suffers
from low statistics, one could envisage the introductioa cbmbined triggee x jet, with threshold 19
GeV /cfor the electron (in order to make the electronic sample neoreerent with the muonic sample)
and 45 GeV /cfor the jet. This value has been chosen to be the same as éshdid for ther-jet in the
already existing x T — jet trigger.

Preselection

The preselection criteria are as follows:
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e The event has to fire at least one of the previously descrifgggkts (including the proposedx j).

e The event must contain one isolated leptorof e) with pr> 19 GeV/cand|n| < 2.1(< 2.4) for
muons (electrons) and no other lepton abbtve&eV /c.

e Exactly two uncalibrated jets must haye> 30 GeV/c and|n| < 2.5 and no other jet has to be

present withpr> 20 GeV/c.
e Both jets should have a positive b-tagging discriminatduea
e The event should havur > 30 GeV.
e The transverse mass of thig-boson) ¥ should be less thatn0 GeV/c?.

Details on the effect of the preselection cuts are given inl€l@.4.48. As before, the multi-jet QCD

contribution is neglected.

Cut s-ch. t-ch. tt Wb Wt(1AW — lv)
“HLT” 37.5 £ 0.2% 42.5 +0.1% 30.1 £0.1% 29.4 +0.1% 46.5 £ 0.1%
Isolation | 33.7 + 0.2% 39.0 +0.1% 21.7 £ 0.1% 28.2 +0.1% 42.3 +0.1%
Fr cut 27.3 +0.2% 31.9 £ 0.1% 17.4+0.1% 22.6 +0.1% 34.4+0.1%
M%V cut 23.2 +0.2% 26.3 +0.1% 13.6 £ 0.1% 18.4 +£0.1% 29.2 +£0.1%
N; >2j 11.9+0.1% 11.5+0.1% 11.94+0.1% 0.88 4 0.03% 185+ 0.1%
N; =25 8.9+ 0.1% 8.2+ 0.1% 1.84 £0.04% | 0.76 £ 0.03% 7.09 £+ 0.05%
b-tag 3.07+0.07% | 0.72+0.02% | 0.28 £0.02% | 0.14 £+ 0.01% 0.34 £+ 0.01%
Nev 1010 £ 10 5880 + 70 23300 £ 200 1400 £ 35 1150 440

Table 3.4.43: Efficiencies of the preselection cuts, witpeet to the initial number of events. For all process (exoépt)
the final W decays into charged leptod € e, 1, 7) and neutrino. “HLT” includes théyu, 1le ande x j triggers. N, is the
number of events surviving these cuts (the uncertaintiesily those due to the limited Monte Carlo statistics).

Genetic Algorithm analysis

The following observables have been chosen in order to durtliscriminate between signal and
background after preselection: (i) the jetagging discriminants; (ii) the calibrated jet transeers
momenta; (iii) the mass of the reconstructed top; (Njt, b)|; (v) the scalar sum of the transverse
momenta of all the reconstructed objects. The reconsttuogequark is formed by the reconstructéd
and one of the twé-jets, chosen according to the value of the “jet chargg;, (see Sectioh 3/4). Since
in top decays thé}" and the originab quark have opposite sign of the charge, the jet wjth“most
opposite” to thdd is used for top reconstruction, leading to a probability ¥&6to identify the correct
pairing.

The cuts on these variables are optimized by means of the @&RﬁrogramZ]. The surviving
events after these cuts are shown in cascade in Table I3.¥\é. this selection, after an integrated
luminosity of 10fb~! one getsNg/Np =~ 0.13.

Systematic uncertainties

In addition to contributions described before, the follogvisources of systematic uncertainty are
considered:
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Cut s-channel| t-channel tt Wbb
b-tag(j1)> 0.4, b-tag@=)> 0.1 85% 75% 78% 85%
pr(j1) > 50 GeV/e, pr(j2) > 50 GeV/c 68% 53% 70% 3%
120 < M(Ivb) < 220 GeV /c? 52% 34% 46% 26%
25 < pr(lvb) < 160 GeV/c 48% 32% 43% 26%
Yr <20 GeV/e 35% 15% 10.6% 12.5%
Hr < 340 GeV/c 27% 10.7% 5.4% 11.1%
number of surviving events 273 +4 | 630 £14 | 1260 =60 | ,155 £ 12

Table 3.4.44: Final cuts and their efficiencies, with respethe preselected samples, for the signal and the mairgbauhds.
For s- and t-channel and’bb samples the finall’-boson decays into leptom,(u, 7) and neutrino.tZ samples includes all

W-boson decay modes.

e Top mass. The variation ofm; within +2 GeV/c? around top mass,; = 175 GeV/c? leads
to the relative systematic error on the selection efficien’ggyt =0.5% for the s-channel single top.

e Parton Distribution Functions. To extract the dependence on the PDF uncertainty, two differ

PDF sets were used: CTEQ61and CTEQM184]. The resuff{5" =0.7%.

e Initial/Final State Radiation modeling. The model parameters were varied in the ranges
from 0.25 to 45. The extreme values of the efficiencies are
0.5%.

AQCD:O.25:|:0.1 GeV and Q2

max

taken as systematic errofg‘;“sit =

The estimation of these errors of theoretical origin hasresent been done only for the signal
selection. But we expect them to be significant also for tlekdpaund, in particular ISR/FSR modeling

should be very important for thi rejection.

sample selected] Ao | JES| b-tag | M;,, | PDF | ISR/FSR
S: s-channel| 273 — +3 | 11 | £1.5 | £2 +1.5
B: t-channel| 630 +25 | £8 | £25 — — —
B:tt 1260 | £63 | £75 | £50 | — — —

B: Wbb 155 +8 | £7 | 6 | — | — —

Table 3.4.45: Number of selected events aftefd0' and systematic uncertainties.

Background normalization (ratio method)

The t¢ events in Tabld_3.4.45 are, ihl% of the casestt — [Twvbl~vb events with a lepton
missed, and in the remain casés— [Tvbqq’ b events with two jets missed(— ¢7'bqq'b events give a
negligible contribution). These two categories of evemés\ery differently affected by the Jet Energy
Scale variation. In general, any variation going in the dics of more jets gives a better rejection of
thett — ITvbqq'b component with respect to the signal, while the— I+ vbl~ b events, having two

quarks, are affected almost in the same way as the signal.
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e tt — (T + X enriched control sample

In this case three jets are required instead of two and omynthon channel is used. The selection
efficiency fortt — ¢* events is found to b&.08%. The ratioR.; between the efficiencies in the main
sample and in this control sample&s; = 0.0149, whose variations under JES and b-tagging efficiency
systematic shifts arAR.; = £0.0015(JES) £ 0.0003(b — tag).

e tt — (¢~ + X enriched control sample

This sample is obtained requiring two leptons with diffeériéavours with the opposite sign. The selection
efficiency fortt — 2I events is found to be.822%. The ratioR., between the efficiencies in the main
sample and in this control sampleis, = 0.0681, whose variations under JES and b-tagging efficiency
systematic shifts arA R.o = £0.0010(JES) £ 0.0004(b — tag).

Results

The number of selected signalV§) and background 5) events and their estimated uncertain-
ties are listed in Table_3.4.45. The cross section is exttoas

o Niot =0 — Rea(Nex = by) — Rea(Neo — by)

3.4.35
— , (3.4.35)

whereb? is the sum of the non-top backgrounds in the main samiyileand N, are the total events se-
lected in the two control regions, ah} andb?, are their contamination by non-top backgrounds, single
top and othert decays. The statistical error is evaluated to be 18%. Tla ggstematic uncertainty is
31%, where the largest contribution arises form the efféth® JES uncertainty on the single-lepton
background. The use of “Energy Flow” techniques, includimgcharged tracks information, is expected
to significantly reduce this uncertainty. The total errocliiding also thé% luminosity uncertainty and
the statistical error, is 36%.

The contribution from multi-jet backgrounds

A special treatment has been devoted to QCD events with ghis, to the huge cross section.
The currently available samples have very small statisdind typically no events remain after the
application of pre-selection cuts. Therefore, in orderdiingate the impact of the QCD-background the
cuts are applied separately, assuming they are uncodelate

For t-channel study these cuts are: (a) one isolated muen (19 GeV /c); (b) Zr > 40 GeV
and only two jets; oné3-jet and one light forward jet. It was found a satisfactorpmession of the
multi-jet events as compared to other background proc®gs/Npee = 6924/(8.9 x 10%) = 0.078
(see ]) and the QCD-background was not considered iarhéysis of the t- and s-channel single
top production.

More detailed investigation of this problem was donetW—channeI@?]. The selection cuts
are arranged into cut groups whose efficiencies are estimatie the Monte Carlo samples. The product
of efficiencies is an indicator of the total efficiency.

Three cut groups are used in the di-leptonic channel: lepfan jet. The same procedure is
applied on signal sample to find the ratio of total efficiengythte product of efficiencies. The ratio is
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used to correct the product of efficiencies found in multigemple and the result is 5.6 events. Four
cut groups are used in the semi-leptonic channel: jetspmsptkinematics and finally signal region and
b tagging. The b tagging requirement is taken out from jetgigrito have reasonable statistics for the
efficiency measurement. By comparing the product of effmeswith total efficiency of applying cut
groups in series, the cut groups are found to be anti-céecthhich would result in an over-estimate of
the yield. The result of 508 events is kept to be conserv@].

Systematic uncertainties

The following sources of systematic uncertainty are comrfwnall three channels: (i) théheo-
retical errors to the total rates of the signal &, ~ 4%, rising to 10% for tW. The uncertainties
in the background events are assumed to be: S%Ef@], 17% for Wbbj, 7% for W + jets, 5%
for Wjj ], and5% for Wbb. (i) the jet energy scale (JES) uncertainty: using a calibration
method based ott events, the JES uncertainty after 10 fintegrated luminosity is expected to be
+5% (£2.5%) for jets withpra 20 GeV /c (pr> 50 GeV /¢). In the region between 20 a0 GeV /c

a linear dependence is assumed. (iJagging identification uncertainty: of +£4% on the overall
selection efficiencies is expected on thiagging efficiencies. (iv) thiiminosity uncertainty, expected
to be5%.

Conclusions

The selection strategies developed in CMS for all the thregles top production modes, and
their effectiveness, are shown taking into account the eepestatistics after 10 fd. All analyses

will be systematics dominated. For the s-channel dfidassociated cases, control samples have been
proposed in order to constrain the dominanbackground.

The resulting signal-to-background ratio and the signifeeafor the t-channel areNg/Np =
1.34 and Sgtet = Ns/+/Ng + Np = 37.0, with a statistical error of 2.7%, and a systematic error
excluding the 5% luminosity uncertainty of 8%, resultingaitotal error of 10%.

FortWW-channel we expect to reach the significance of 4.2 (5.1)hewdi-lepton (semi-leptonic)
channel, increasing t6.4 after combining the two channels. The total uncertainty-23.9%(syst.)
+9.9%(MC) for di-lepton andt16.8%(syst.)+15.2%(MC) for semi-leptonic channels. The total sys-
tematic uncertainty for the s-channel is 31%.

The analyses presented are still ongoing, and major updateforeseen soon. The experience
gained during the effort for the Physics TDR Vol.ll tells it a good control of jets is crucial in single
top physics, due to the need for a jet counting at relatively énergy, where the CMS calorimetry
alone is probably not adequate for precision measurem#nergy Flow” algorithms, not yet available
in CMS, are expected to sizably improve the precision, by glementing the calorimetry with the
informations from the very precise CMS Tracker; muon chaimbed electromagnetic calorimeter may
also give a significant improvement, through muon and alagphoton identification and correction
inside jets.

Along this direction of improvement a first step is alreadyngepursued, with the use of tracks
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and vertexes: an observable

_ Ny
o= ——F,

Er(jet)
is defined for each jet, where the sum runs over all the trawide the jet cone, fulfilling the following
requirements:

(3.4.36)

e have at least 5 hits in the Tracker;

o pr> 2 GeV,

e compatibility of the track with the primary vertek;,.qcr — zut2| < 0.4 cm.
A lower cut on this observable (e.g. > 0.2) gives a good rejection of noise even at very l6w(jet),
and thanks to the last requirement (tracks compatible Wwelptimary vertex) the dependence on pile-up

is greatly reduced. Very preliminary results show that vhig help of this new “jet cleaning” criterion,
tt rejection is greatly improved in all single top analyses.
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3.5 From the Tevatron to the LHC

R. Schwienhorst

Department of Physic& Astronomy, Michigan State University, East Lansing, MIZ88JSA

A. Lucotte

Laboratoire de Physique Subatomique & Cosmologie (LPS& a%enue des Martyrs 38026 GRENOBLE CEDEX

In the transition from the Tevatron to the LHC, several atpetsingle top quark physics change.
At the Tevatron, the main goal is to observe the electroweaklarof top quark production for the
first time. That will be followed by initial measurements. te, the emphasis is on extracting the
signal from the backgrounds, using optimized methods. Bitrest, by the time the LHC analyses
are starting, single top quark production should alreadye Hseen discovered, and the focus shifts to
precision measurements, and to using single top event®bsttoprobe the EW sector and to look for
new physics.

Table[3.5.4b shows how the production cross sections chiaogethe Tevatron to the LHC for
the different single top quark production modes. Thehannel cross section increases roughly by a

accelerator s-channel pb) t-channel pb) Wt (pb)

Tevatron ¢) 0.44 0.99 0.1
LHC (¢) 6.6 156 34
LHC (¢) 4.1 91 34

Table 3.5.46: Cross sections (ih) at NLO for single top quark production at the Tevatron arellthiC ,Eb].

factor of ten from the Tevatron to the LHC. Since the backgdsuincrease by a similar amount, it
will be challenging at both colliders to observeehannel production separately. It should nevertheless
be possible to measure tkechannel cross section separately and thus compare-thannel to the
t-channel. Such a comparison is very sensitive to physicsrizethe SM, as Fid. 3.3.53 shows.

Compared to the-channel, the increase in production cross section is mumte miramatic for
thet-channel. Here, the larger center-of-mass energy meanwéhare accessing a part of phase space
where the gluon andquark parton distribution functions are much larger, it@ggiin an increase of the
production cross section by two orders of magnitude. EvémeaTevatron, the large cross section makes
this channel the main target for the initial observationingke top. At the LHC, the cross section is so
large that it should be possible to collect large samplesngfies top quark events which can be used to
study the top quark electroweak coupling in detail.

Similar to thet-channel, the production cross section for associateduptmth also increases by
more than two orders of magnitude. While the cross sectitimeafevatron is too small for this process
to be observed, it is sufficiently large at the LHC to not onhserve this mode of single top quark
production but also to study thi&l’b coupling in detalil.

At the Tevatron, comparing thechannel and-channel production cross sections will be a test
of the SM prediction and a good probe for Physics beyond the A\he LHC, it will be possible to
compare all three production modes with each other, thugiging an even more sensitive probe, in
particular to modifications of th&4 b coupling ].
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Summary of commonalities between TeV and LHC

The most important commonality between the Tevatron and_H€ is of course the physics process
and the final state signature, in particular §echannel and-channel single top quark production. Many
of the lessons learned from theoretical studies of singlejtaark production at one collider translate to
the other collider as well. This is in particular true for tt@mparisons of single top quark production
at LO and NLO Eﬁﬂ&@ 60] and dedicated stunfiemrrelations in the single top final
state IE4]. Similarly, the improvements in producimgdated single top events for a detector
simulation benefit both the Tevatron and LHC analyses.

Experimentally, this results is similar basic event sébectuts, though the Tevatron cuts are kept
somewhat looser in order to maximize the signal acceptaiidie LHC, single top events are produced
more copiously, thus allowing for somewhat tighter cutsximaet the signal.

The backgrounds to this final state signature are also sinalthough they come in different
proportions. At the Tevatron, the most important backgbisrfrom W +jets production, with a smaller
contribution fromtt production. At the LHC, the situation is reversed, andttheackground dominates
over theW +jets background. Nevertheless, since both backgrouneld teebe modeled well at both
colliders.

Due to the complexity of the final state, the focus on detepwformance and understanding
is also similar between Tevatron and LHC. Selecting sigrmahts with high efficiency requires excel-
lent reconstruction efficiency for electrons, muons, jetssing transverse energy, alvduark tagging.
For thet-channel signal, it is especially important to reconstijets in the forward region with high
efficiency. Separating the signal from the large backgreurdjuires understanding and good energy
resolution for electrons, muons, jets, and missing traisgvenergy. The main difference between the
signal and the large background frdim+jets production is the presence of a top quark in the fin& sta
and reconstructing the top quark mass accurately aidsigieagjecting thelV +jets background.

Summary of differences between TeV and LHC

The main difference between Tevatron and LHC single topcbearis the expected number of signal
events. Both the signal cross sections and the expectddritggrated luminosity are smaller at the
Tevatron than at the LHC. Thus he single top searches at tetrda are statistics limited, and even
the complete projected Run Il dataset will only yield a srsall of tens of single top quark events. By
contrast, the LHC should be able to yield many hundreds @fisitop quark events. This has several
consequences.

e Tevatron analyses are employing multi-variate analysiBrigjues to extract the single top quark
signal. These techniques significantly improve the sefitgitio SM single top quark production,
which is important for the initial discovery. They are notuseful for later measurements of top
quark andtWb coupling measurements because they bias kinematic distrils and limit the
sensitivity to possible new physics.

e The LHC samples will have much higher event statistics, @afig in the t-channel, making it
easier to extract the single top signal in a cut-based asalys

e In order to extract the signal with high significance, it viié very important to model the back-
grounds accurately at the Tevatron. There will be a sizatletibn of background events in the
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signal region, and understanding the size and shape of tkgimaunds limits the sensitivity of the
search.

e Atthe LHC, it should be easier to extract a relatively cleample of single top events. It will also
be easier to find orthogonal samples and sidebands whichecasetl to estimate the background
accurately.

e At the Tevatron, the statistical uncertainty will be largempared to the systematic uncertainty.
Thus, cross section measurements are aimed at maximizngjghal acceptance and place less
importance on minimizing systematic uncertainties.

e The statistical uncertainty will be small at the LHC, makihgmportant to understand systematic
effects. In particular the uncertainty on the differenthkgaound contributions will be a limiting
factor, together with the jet energy scale uncertainty aitchl- and final-state radiation.

Conclusions

Selecting single top quark events with high efficiency, ey t-channel events with their unique final
state signature, requires jet identification in the forw@etector region. In order to take advantage of the
angular correlations in single top quark events, requiteggons in the pseudorapidity regign> 1 is
also important (see Sdc. B.2). These are both areas wheFevhon experience can be applied directly
to the LHC. Moreover, at the LHC, reconstructing jets in thenfard region is not only important for
t-channel single top but also for searches for Higgs bosodygtimn through vector boson fusion. This
is one example where both Tevatron and LHC single top arsaépgierience translates directly to other
searches.

Since the backgrounds to single top quark production ardasi@t the Tevatron and the LHC,
experiences about background modeling at the Tevatrorbwitelevant at the LHC.

Most likely, SM single top quark production will have alrgableen discovered at the Tevatron
before the LHC analyses begin. Information from the Tewvatibout the measured experimental cross
section and basic kinematic properties can thus be useditnipp the LHC searches, especially if there
is a hint of new physics from the Tevatron.

Similarly, the accurate top quark mass measurements frenTékatron also help in improving
the signal model for the LHC. The top quark mass will be meaaiccurately in top quark pair events.
This information can be used in the single top searches, inatie modeling of the single top signal,
and in reducing systematic uncertainties in the measureaf¢ne CKM matrix element/;,. Reducing
the top quark mass uncertainty by 1 GeV will reduce the uagdgt on thet-channel cross section at
the Tevatron (LHC) by 1.6% (0.750/Jﬂ52]. Other measuremeitich can be done at the Tevatron that
will improve the systematic uncertainty at the LHC are oftpardistribution functions, in particular for
heavy quarks.

The Tevatron single top analyses employ advanced analysiiBoals. While such methods are
likely not going to be required to extract the single top gusignal at the LHC, they will be used
extensively in other LHC searches, for example for the SMgdigoson or searches for new physics
beyond the SM. Several of these searches for new physiclyétap quarks, for example searches for
a charged Higgs boson that arises in supersymmetric mddets. the Tevatron experience in modeling
of backgrounds and correlations in complex final statesheilery relevant. And the Tevatron and LHC
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experiences together in selecting and reconstructing $Mjtark events will be useful in searches for
any new physics involving the top quark.
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4 Precise predictions forl¥ boson observables
4.1 Introduction
Contributed by: D. Wackeroth

Electroweak gauge boson production processes are one beHiemost precise probes of the
Standard Model (SM). The electroweak physics program wimglsingle’ and Z boson production at
hadron colliders has many facets:

e The comparison of direct measurements of ifidboson massiN/yy) and width ('yy) in W pair
production at LEP2 and singlé” production at the Tevatron, with indirect measurementsfeo
global fit to electroweak precision data measured at LEPR/S$épresents a powerful test of the
SM. Any disagreement could be interpreted as a signal ofighymyond the SM. At present,
direct and indirect measurements bfy,y and Iy, agree within their respective err085]:
My (LEP2/Tevatrony 80.392 + 0.029 GeVH versusMy, (LEP1/SLD)= 80.363 + 0.032 GeV
and 'y (LEP2/Tevatrony 2.147 + 0.060 GeV versusl'y (LEP1/SLD)= 2.091 + 0.003 GeV.
Continued improvements in theory and experiment will fartecrutinize the SM.

e The precise measurements/df; and the top quark massi) provide an indirect measurement
of the SM Higgs boson mas3/y, and a window to physics beyond the SM, as discussed in
Sectior 2.11 and illustrated in Fig. 2.1..1. Future more peoheasurements ofy, together with
m; Will considerably improve the present indirect bounddi: At the LHC, for instance, with
anticipated experimental precisionsddffy = 15 MeV anddm; = 1 GeV, My can be predicted
with an uncertainty of abowtMy /My = 18% [@].

e The measurement of the mass and width of Zhleoson and the totdl” and Z production cross
sections can be used for detector calibration and as luitynosnitors @], respectively.

e TheW charge asymmetry ari rapidity distributions severely constrain quark Partostiution
Functions (PDFs).

e New, heavy gauge bosons may leave their footprints in faivimckward asymmetried 5, and
the distribution of the invariant mass of the lepton padr(/l), produced inZ boson production at
high M (17). In FigureIZJS] the effects of @ on App(M (1)) at the LHC are shown, assum-
ing a number of different models of extended gauge bosomiseend compared with simulated
data assuming a specific model. As can be seen, measurerhents @t the LHC will be able to
distinguish between different new physics scenarios gexvj of course, the SM prediction is well
under control.

In order to fully exploit the potential of the Tevatron and CHor electroweak (EW) precision physics,
the predictions have to be of the highest standards as wkb. omission of EW radiative corrections
in the comparison of predictions with data could result ikefgignals of non-standard physics. For
instance, in Ref.9] it has been shown that the effects edkanon-resonant corrections on the talil
of the transverse mass distribution of the lepton padk;(Iv), produced inpp — W — [v at the

Tevatron, from whicH'y;, can be extracted, are of the same order of magnitude assffeetto non-SM

values of thel’/ width. Another example i$/ Z production at the LHC, which is a sensitive probe
of the non-abelian structure of the SM EW sector. As dematesdrin Ref. 0], for instance, effects

“The most recent measurement by CDF finds\/y = 80.413 £ 0.048 GeV (see
http://fcdfwww.fnal.gov/physics/ewk/2007/wmass/).
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Forward backward asymmetry measurement
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Fig. 4.1.92: The forward-backward asymmetay; 5 (M (11)), of singleZ’ production inpp — Z' — 11~ at the LHC for a
number of models with heavy, non-standard gauge bosonsnTatm Ref. @8].

Theory includes: Effects on observable: Experimental precision
final-state QED shift in Myy: Tevatron RUN I:
(approximation) [191] -65+ 20 MeV forW — ev My = 59 MeV
-168+ 20 MeV forW — v oIy = 87 MeV
full EW O(«) corrections shift in Myy: Tevatron RUN II:
to resonant¥ production ~ 10 MeV SMy" = 27 MeV

(pole approximation) [192, 193]
full EW O(«) corrections affects distributions at higtp? and Tevatron RUN II:

directI'yy measurement 6L = 25 — 30 MeV
shiftin'y: ~ 7 MeV [189]
multiple final-state shift in Myy: LHC:
photon radiation 2(10) MeV in thee(u) case [194] S My =15 MeV

Table 4.1.47: Impact of EW radiative corrections @n boson observables, in particulafyy andT'y extracted from the
M (lv) distribution, confronted with present and anticipatedesipental accuraciem@@ 198].

of non-standard weak gauge boson self-couplings can béasimisize and shape to the effects of EW
corrections, and, thus, not including the latter could bstakien as signals of new physics. Consequently,
in recent years a lot of theoretical effort has gone into muprg the predictions foll” andZ production
processes in order to match (or better exceed) the anticipetperimental accuracy. This not only
requires the calculation of higher-order corrections le #heir implementation in Monte Carlo (MC)
integration programs for realistic studies of their effeah observables. A list of publicly available MC
programs that include higher-order QED/EW correctionsiveryin Tableg 4.2.48 and a more detailed
description of available calculations and different ajggiees can be found in Sectionl4.3.

The importance of fully understanding and controlling EWliasive corrections to precisiol”
and Z boson observables at hadron colliders is illustrated il€l@HL4T on the example of a precise
W mass and width measurement. It demonstrates how thednetagress is driven by improvements
in the experimental precision. For predictions to be underdgtheoretical control it requires a good
understanding of the residual theoretical uncertainti€serefore, the EW theory working group of
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this workshop addressed the following questions: What ésrésidual theoretical uncertainty of the
best, presently available predictions fidf boson production at hadron colliders ? Do we need more
theoretical improvements to be able to fully exploit the EWgics potential of the Tevatron and the
LHC ? Our goal is to provide an estimate of the remaining thical uncertainties for a number @f
boson observables relevant for:

e W mass and width measurements,

e luminosity monitoring,

e new physics searches at high invariant masses, and
e extraction of quark PDFs.

As afirst step, in the spirit of the LEPI/Il CERN yellow bookgs perform a tuned numerical comparison
of the following publicly available codes that provide peecpredictions foll observables including
electroweakO(«) corrections: HORACE, SANC, and WGRAD?2. First results of aetdn comparison
of W and Z production cross sections and kinematic distributions lwarfiound in Ref.9]. As an
indicator of the intrinsic theoretical uncertainty of piettbns obtained with these codes due to missing
higher-order corrections, we study the impact of differemvices for the EW input parameter scheme
and of leading higher-order (irreducible) QCD and EW cdioes connected to the parameter. We
also discuss the effects of multiple photon radiation usi@RACE. A detailed comparison of available
calculations forZ boson production is work in progress.

In the following, we first review the status of predictiong & and Z boson observables at
hadron colliders and summarize the dominant effects otrel@eak corrections. We then present the
results of a tuned numerical comparison of the MC programfRIAOE, SANC, and WGRAD2, and
discuss the effects of multiple photon radiation. After acdssion of the impact of small-effects,
non-perturbative dynamics, the Sudakov form facdigtr, PDF uncertainties, and heavy quark effects
on the transverse momentum distribution of the vector bdggp)) we conclude with an estimate of the
theoretical uncertainties and a recommendation of requireoretical improvements.

4.2 Theoretical status
Contributed by: D. Wackeroth

Fully differential cross sections for singlé” and Z boson production at hadron colliders are
known at next-to-next-to-leading order (NNLO) QC 2 ,|_2_Qb] (and references therein).
Predictions for théV transverse momentum distributiap; (W), an important ingredient in the current
W mass measurement at the Tevatron, include an all-ordemreation of leading logarithms arising
from soft gluon radiation5]. The complete «) corrections top,pp — W — lv and
pp,pp — Z,7v — 171~ have been calculated in Re%(fg‘__hz 208] 2@9pectively.
Predictions including multiple final-state photon radiathave been presented in Rﬁ 211].
Most of these higher-order calculations have been impléaden MC programs and a list of some of the
publicly available codes providing precise prediction fgrand Z boson observable at hadron colliders
can be found in Table4.Z1U84 and Z boson observables are strongly affected by EW corrections.
Their main characteristics can be summarized as follows:

e Photon radiation off the final-state charged lepton canidenably distort kinematic distributions
and usually makes up the bulk of the effects of EW correctidfer instance}V and Z boson
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HORACE: Multiple final-state photon radiation Wy andZ production as solution of
QED DGLAP evolution for lepton structure functions [194 121
matched with exact EV@(«) corrections tdV production [208].
http://www.pv.infn.it~hepcomplex/horace.html

PHOTOS: QED corrections in “any” particle decay, multipleeton radiation,
NLO precision forZ decays, full exact phase-space treatment.
http://cern.ch/wasm/goodies.html|

RESBOS: QCD corrections ¢ andZ production, soft gluon resummation, and
final-state QEDO(«) corrections [204, 212].
http://www.pa.msu.edw/balazs/ResBos

SANC: EWO(«) corrections tdl andZ production: automatically generates
Fortran code for one-loop corrections at parton level [Z1A].
http://sanc.jinr.riandhttp://pcphsanc.cern.ch

WGRAD2: QEDO(«) and weak one-loop corrections #3 production [189].
http://ubpheno.physics.buffalo.edwow/wgrad.html

WINHAC: Multiple final-state photon radiation i#” production via YFS exponentiatio
of soft photons [210]http://placzek.home.cern.ch/placzek/winhac

ZGRAD2: QEDO(«) and weak one-loop corrections Xoproduction
with proper treatment of higher-order terms aroundzZhesonance [209].
http://ubhex.physics.buffalo.edubaur/zgrad2.tar.gz

=

Table 4.2.48: Publicly available MC programs that providecgse predictions including QED and/or electroweak atioas
for W and/orZ boson production at hadron colliders. A more detailed dgseon is provided below.
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masses extracted respectively from the transverse massnaréhnt mass distributions of the
final-state lepton pair are shifted 9(100) MeV due to final-state photon radiation. This is
due to the occurrence of mass singular logarithms of the feing(Q?/m?) that arise when
the photon is emitted collinear to the charged lepton. Ifigahtly inclusive observables these
mass singularities completely cancel (KLN theorem). Buelistic experimental environments,
depending on the experimental setup, large logarithms wasive. The more inclusive treatment
of the photon emitted ifV ™ — e™ v, decays results in a significant reduction of the final-state
QED effects when lepton identification cuts are applied whsiin the muon case large logarithms
survive. Because of their numerical importance at one;ltlo@ higher-order effects of multiple
final-state photon radiation have to be under good theatatamtrol as welll].

e The impact of initial-state photon radiation is negligilaiiteer proper removal of the initial-state
mass singularities by universal collinear countertermhéogquark PDFs. This mass factorization
introduces a dependence on the QED factorization schenoeniplete analogy to QCD both the
QED DIS andMS scheme have been introduced in the Iitera, 193JeRkly, quark PDFs
became available that also incorporate QED radiative ctiores ], which is important for a
consistent treatment of initial-state photon radiatiohadron colliders.

¢ At high energies, i.e. in tails of kinematic distributiofie; instanceM (I1) > My and My (lv) >
My, Sudakov-like contributions of the formlogQ(Qz/M‘%) (My = Myw,z andQ is a typical en-
ergy of the scattering process) can significantly enhane&W one-loop corrections. These cor-
rections originate from remnants of UV singularities afiemormalization and soft and collinear
initial-state and final-state radiation of virtual and resdak gauge bosons. In contrast to QED
and QCD the Bloch-Nordsiek theorem is vioIat@ZlG], ixerein fully inclusive observables
these large logarithms are present due to an incompleteitaimn between contributions from
real and virtual weak gauge boson radiation. Moreover,1th@and Z boson masses serve as
physical cut-off parameters and ré&l andZ boson radiation processes are usually not included,
since they result in different initial and/or final statesheTEW logarithmic corrections of the
form ol logN(ﬁ—z), 1< N<2L(L=1,2...for 1l-loop,2-loop,..) to 4-fermion processes are
known up to 2-IoVo 3L L order and are available in form of compact analytic formise, e.g.,
Refs. ] and references therein).

First studies of effects of combined EW and QCD correcti@[, higher-order EW Sudakov-like
logarithms (see, e.g., Remzop and multiple final-statteton radiationmﬂimll] suggest that
for the anticipated precision at the LHC these effects nedxbtincluded in the data analysis. Moreover,
the model for non-perturbative QCD contributio@ZZl} adim effects EIZ] and the impact of heavy-
quark masse3] need to be well understood for a detadlscrightion of they (W) distribution (see
Sectior[ 4.6 for more details). Several groups are presemtliging on the combination of EW and QCD
radiative corrections in one MC program, the interface gihkr-order EW calculations, i.e. multiple
photon radiation from final-state leptons and EW Sudakowatitigms, with fixedO(«) calculations,
and the calculation of mixed QED/QCD two-loop correctioisa«,), which are not yet available.
The ultimate goal is to provide one unified MC program thatudes all relevant QED, EW and QCD
radiative corrections té” andZ boson production that matches the anticipated experirmesgabilities

of the Tevatron and LHC for EW precision physics.
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4.3 Description of higher-order calculations and MC prograns
HORACE

Contributed by: C. M. Carloni Calame, G. Montagna, O. Nicrosini, and A. Vicini

HORACE :ﬂ‘ is a Monte Carlo generator for precigimulations of charged-current
and neutral-current Drell-Yan procesqté% — W —ly andp([o) — v, Z — 171~ (I = e, u) at hadron
colliders.

In its original version@@ﬂ HORACE is based on a pureDQ#arton shower approach to
account for final-state-like QED corrections, bothin) and at higher orders, in leading logarithmic
approximation. For the calculation of multiple photon eations, the QED parton shower algorithm

developed in Refs@Z?] is used.

The predictions of HORACE for multi-photon effects have me®mpared with those of the
independent generator WINHAC in R@%], finding goodemgnent. As shown in Ref@ﬂZS],
higher-order QED contributions are necessary for a numberexision studies at hadron colliders,
particularly in view of high-precision measurements of tieboson mass at the Tevatron Run Il and at
the LHC.

Recently HORACE has been improved and, in its present vergicludes: (i) the exaad(«)
electroweak corrections to the charged-current propﬁé)ss—> W — 1y, and (ii) higher-order QED
contributions in the parton shower approach (initial- amalfistate corrections). In order to avoid dou-
ble counting of leading logarithmic contributions, alrgadcluded in the parton shower, a matching
procedure between fixed order and resummed calculationdeasdeveloped. The theoretical and com-
putational details about the matching are too lengthly tdéseribed here and can be found in 208].

Because it is well known that quark mass singularities,iogigng from initial-state photon radi-
ation, can be factorized out of the partonic cross sectiahraabsorbed into a redefinition of the PDFs,
in analogy to gluon emission in QCD, a subtraction to all osd& initial-state collinear singularities
arising from photon radiation has been developed and imgéed in HORACE. After subtraction of
guark mass singularities, the QED initial-state radiatimms out to be small with respect to the effects
of final-state radiation.

At the time of writing, exactD(«) electroweak corrections 6 production are not accounted for
in HORACE, but their inclusion in association with partorosier effects is foreseen in a future release.
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PHOTOS
Contributed by: P. Golonka and Z. Was

PHOTOS Eb@@l] is a universal Monte Carlo event geoeisimulating QED final-state
radiative corrections in decays of particles and resormnkkaving a form of an independent module,
it cooperates with other event generators in the simulatf@ins of many experimental collaborations,
including the ones for the LHC (for details, see referenceaviailable PHOTOS literature). Over 15
years of its history the core of the photon-emission alfarihas not changed significantly; however,
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areas of its applicability, numerical stability, and pséah have been improved in the span of last few
years. Recent needs of experimental collaborations to HE@TPS for high-precision estimates in
certain channels motivated us to review the performanc@ePHOTOS algorithm in certain areas of
interest. Let us review here, in chronological order, thestmmportant papers that cover the versions of
PHOTOS code and related improvements in physical content,

The best documented 2.0 version of PHOT@[ZSO], alloweeigimg configurations with up
to two photons in every elementary decay prc@esl?: was supposed to be used as a “crude” tool,
certainly not for high-precision studies. In particuldre teffects of interference were treated with rough
approximation or were not included at all.

In 2003, the version 2.07 of PHOTOS was released as a par dOLA-PHOTOS-F package
]. In terms of precision, it contained a process-depahdaorrection weight foll” decays, see
Ref. [233].

In 2004 and 2005, the universal, process-independent drippated) interference weight, bet-
ter control of numerical stability (allowing to use PHOTQS flecays of particles at the LHC energy
scales), and multiple-photon, “exponentiated” emissi@menntroduced. At the same time, systematic
comparison tests of PHOTOS as a high-precision tool in icedacay channels began. Initially, such
tests were conducted faf, W andr decaysl . These achievements, including the methoi $ts,
based on MC-TESTE4], are documented_ in [235].

In 2006, we firstly focused our studies on the performanceH®POS at NLO precision and
leptonic Z decays. PHOTOS has been extended to include the NLO effAsta result, predictions
of PHOTOS simulations match perfectly those produced beiggars based on the full matrix-element
calculation (differences are not recognizable in sampfe060 mIn generated eventi)__[i%]. Similar
upgrade of PHOTOS to complete NLO fdf decays might also have been straightforward; nevertheless
it would probably not be needed.

The NLO effects of scalar QE[@E?] were also installed fomBson decays into pairs of scalars.
This may be of interest not only for the Belle and BaBar comities) but for LHCb as well. This
proves the flexibility of PHOTOS design as well: even thougi scalar QED is not the ultimate theory
of photon emission from pions, the separation of the mai@ment and phase-space points to a possi-
ble implementation of shape factors (to be obtained fronegrpental data). Note also that PHOTOS
generation covers the complete phase-space for multeplamnfigurations.

From the technical side, the mainstream version of PHOTO®aistained as a single, compact
block of FORTRAN77/95 code, which communicates with othemeyators by means of HEPEVT event
record. However, a version in C+@38] exists since 1999 jtgepopularity is limited due to ongoing
discussions of the standards for C++ event record. Recertatenents are straightforward to include
in the C++ version, if interest is expressed.

*PHOTOS scans the whole tree of the event record and its d@stapplied for every branching which can be interpreted as
an individual decay (of a final but also intermediate stefnendecay cascade).
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SANC

Contributed by: A. Arbuzov, D. Bardin, S. Bondarenko, P. Christova, L. Kalinovskaya, and
R. Sadykov

In the evaluation of the electroweak (EW) radiative cotimg (RC) to the Drell-Yan-like pro-
cesses we exploit the automatized system SA [13]he system provides complete one-loop re-
sults for the EW corrections at the partonic level both fertleutral and charged-current processes. The
SANC system automatically generates FORTRAN codes forected differential distributions. We
subdivide the EW RC into the virtual ones, the ones due touiton emission, and the ones due to
hard photon emission. An auxiliary parameteseparates the soft and hard photonic contributions. For
the real photon emission integration over the phase spackecperformed either (semi-)analytically or
by means of a Monte Carlo integrator.

To get the cross section at the hadronic level we convolwe#ntonic cross section with quark
density functions. To avoid double counting of the quark sreiegularities we subtract them (using a
QED DIS-like subtraction scheme) from the density fundioninearization of the subtraction procedure
is done as described in R07].

In order to have the possibility to impose cuts, we use thet®l@arlo integration routine based
on the Vegas algorith 9]. In this case we perform a 4¢&)-humerical integration to get the
hard photon contribution to the partonic (hadronic) crasgien. One-loop virtual EW corrections are
calculated using thét; gauge and the on-mass-shell renormalization scheme. Theysad as form
factors standing before different structures of the matlement. The latter is automatically generated
with help of the helicity amplitude method. To get the tot&/ Eorrection we sum up the contributions of
the soft and hard photon emission and the ones of the vioall The cancellation of the dependence
on the auxiliary parameter in the sum is achieved numerically.

For the case of charged-current Drell-Yan process an egteddscription of our approach can
be found in Ref. 7]. Some results of a tuned comparisoh wiher programs were presented in

Ref. ].
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WGRAD2/ZGRAD2
Contributed by: U. Baur and D. Wackeroth

WGRAD2 ,] and ZGRAD9] are parton-level Monterldgrograms that include
the completeO(a) electroweak radiative corrections & — W= — ¢fvX (WGRAD2) and
p}? — 7, Z = {0~ X ({ = e, p) (ZGRAD?2). For the numerical evaluation, the Monte Carl@agd
space slicing method for next-to-leading-order (NLO) akdtions described in Re@@“] is used.
Final-state charged lepton mass effects are included ifiotff@ving approximation. The lepton mass
regularizes the collinear singularity associated withlfstate photon radiation. The associated mass

6SANC is available at http://sanc.jinr.ru and http://paaits.cern.ch
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singular logarithms of the forrm(s/m?), wheres is the squared parton center of mass energyrand
is the charged lepton mass, are included in the calculaliohthe very small terms o (m?/3) are
neglected.

As a result of the absorption of the universal initial-statass singularities by redefinegkor-
malized PDFs 4], the cross sections become dependent @pHEDefactorization scal@qrp.
In order to treat th€(«) initial-state photonic corrections #® andZ production in hadronic collisions
in a consistent way, the MRST2004QED set of parton distidbufunctions ] should be used, which
currently is the only set of PDFs which includes QED cortwdi Absorbing the collinear singularity
into the PDFs introduces a QED factorization scheme depmedeThe squared matrix elements for
different QED factorization schemes differ by the fintféa) terms which are absorbed into the PDFs
in addition to the singular terms. WGRAD2 and ZGRAD2 can bedusoth in the QEDMS and DIS
schemes, which are defined analogously to the uM_&[@] and DIS [LZ__AJB] schemes used in QCD
calculations.

WGRAD2 and ZGRAD2 can be used both with ssdependent width, or a constant width, as
well as different input parameter schemes. Radiative cbores beyond)(«) are partially implemented
in both programs.
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WINHAC
Contributed by: S. Jadach and W. Placzek

WINHAC [@] is a Monte Carlo event generator for Drell-Yarogesses in proton—proton,
proton—antiproton and nucleus—nucleus collisions. lfufiess multiphoton radiation ifl/-boson decays
within the Yennie—Frautschi—Suura (YFS) exclusive exmtiaion scheme and th@(«) electroweak
radiative corrections forl” decays. The latter have been provided to us by the SANC gimygemen-
tation of the totalO(«) electroweak radiative corrections to the full charged-&uir Drell-Yan process
is under way in the collaboration with the SANC group.

The current version of WINHAC includes a direct interfacePR¥ THIA for the QCD and/or
QED initial-state radiation (ISR) parton shower, protemnants treatment and hadronization. One
of the consequences of these effects is non-zero transsesseentum of thél’-bosons. In addition
to unpolarizedi¥-boson production, the program provides options for geiweraf transversely and
longitudinally polarizedi/’-boson in the Born approximation. In the recent version westeso added
an option for generation of the Born-level neutral-curréhtough Z/~) Drell-Yan process. For the
PDFs, WINHAC is interfaced with the PDFLIB package as welhéth its recent successor LHAPDF.
In the latter case WINHAC gives the possibility to computeibiary weights corresponding to PDF
errors provided with some PDF parametrizations; all thesigis are calculated in a single MC run. In
the case of nucleus—nucleus collisions, an option for &witcon/off nuclear shadowing effects for PDFs
is provided. Nuclear beams are defined through the inpubpeteas by setting atomic numbetscharge
numbersZ and energies of two colliding nuclei. This collider optiomsvapplied to studies presented
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in Ref. ]. We also provide a special parton-level versid the program, called WINDEC, for
generation of multiphoton radiation v decays that can be interfaced with an arbitrary MC generator
of the W-production process.

For QED radiative corrections WINHAC has been compared With Monte Carlo generator
HORACE, both for the parton level processes and for protaotep collisions at the LHC. Good agree-
ment of the two programs for several observables has beed ]. The comparisons with PHOTOS
also show good agreement of the two generators for the QEDBsfiai radiation (FSRl].

A similar event generator for th&-boson production, called ZINHAC, is under development
now. We also work on constrained MC algorithms for the QCD [#&iRon shower that could be applied
to Drell-Yan processes, see, e.g., 245].

CALCULATION PRESENTED INREF. [@]
Contributed by: S. Dittmaier and M. Kr amer

Ref. @é] contains a detailed description of the calcalaf the O(«) corrections to W pro-
duction at hadron colliders and a discussion of resultsHerTevatron and the LHC. In particular, the
full O(«) calculation is compared with a pole approximation for thedsbnance. The case of Z-boson
production is not considered. For the analysis performeReh ], the calculation of Re6]
has been extended (i) to include final-state radiation be&y@(r) via structure functions and (ii) by
implementing the)(«)-corrected PDF set MRST2004QED. The photon-induced pseseg — ¢'ly;
andvyq — gly; have been calculated as described in @[246]. The evatuaf the ¢’ channel has
been technically improved by employing a generalizatiorthef dipole subtraction approa@ﬂ] to
non-collinear-safe observables, as partially describdgief. @].
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4.4 Results of a tuned comparison cHORACE, SANC and WGRAD2

Contributed by: A. Arbuzov, D. Bardin, U. Baur, S. Bondarenko, C. M. Carloni Calame, P. Chris-
tova, L. Kalinovskaya, G. Montagna, O. Nicrosini, R. Sadyka, A. Vicini, and D. Wackeroth

Setup for the tuned comparison

For the numerical evaluation of the cross sections at thatfi@v (/s = 1.96 TeV) and the LHC {/s =
14 TeV) we chose the following set of Standard Model input pagtars:

G, = 116637 x 107° GeV 2, o =1/137.03599911, = a(M%) = 0.1176
My = 91.1876 GeV, Iz = 2.4924 GeV
My = 80.37399 GeV, Iy = 2.0836 GeV
My =115 GeV,
me = 0.51099892 keV, my, = 0.105658369 GeV, m, = 1.77699 GeV
my, = 0.06983 GeV, me =12 GeV, my =174 GeV
mg = 0.06984 GeV, mg = 0.15 GeV, my = 4.6 GeV
|Via| = 0.975, [Vus| = 0.222
|Vea| = 0.222, |Ves| = 0.975
Veo| = [Vis| = [Viw| = [Via| = [Vio| = 0 (4.4.37)

The W and Higgs boson masse&fy,y and My, are related via loop corrections. To determingy
we use a parametrization which, fo00 GeV < My < 1 TeV, deviates by at most 0.2 MeV from
the theoretical value including the full two-loop contrilauns ] (using Egs. (6,7,9)). Additional
parametrizations can also be found 251].

We work in the constant width scheme and fix the weak mixindeahgc,, = My /My, s2, =
1 —¢2. TheZ andW-boson decay widths given above are calculated includin® @@d electroweak
corrections, and are used in both the LO and NLO evaluatibtieacross sections. The fermion masses
only enter through loop contributions to the vector bosdheseergies and as regulators of the collinear
singularities which arise in the calculation of the QED cilmition. The light quark masses are chosen
in such a way, that the value for the hadronic five-flavor dbation to the photon vacuum polarization,
Aol (M2) = 0.027572 [252], is recovered, which is derived from low-eneigye~ data with the help
of dispersion relations. The finestructure constart), is used throughout in both the LO and NLO
calculations of théd” production cross sections.

In the course of the calculation & observables the Kobayashi-Maskawa-mixing has been ne-
glected, but the final result for each parton level processtsen multiplied with the square of the
corresponding physical matrix elemént. From a numerical point of view, this procedure does not sig-
nificantly differ from a consideration of the Kobayashi-Maga-matrix in the renormalisation procedure
as it has been pointed out @53].

To compute the hadronic cross section we use the MRST2004@E@f parton distribution func-
tions ], and take the renormalization scalg, and the QED and QCD factorization scalggrp
andpqep, t0 bey; = gy = phep = My,. In the MRST2004QED structure functions, the factor-
ization of the photonic initial state quark mass singulesiis done in the QED DIS scheme which we
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Tevatron and LHC
electrons muons
combinee andy momentum four vectors, reject events withty, > 2 GeV
if AR(e,v) <0.1 for AR(p,v) < 0.1
reject events withto, > 0.1 E, reject events withty, > 0.1 £,
for 0.1 < AR(e,y) <04 for 0.1 < AR(u,vy) < 0.4

Table 4.4.49: Summary of lepton identification requireraent

therefore use in all calculations reported here. It is defam@alogously to the usual DI@43] schemes
used in QCD calculations, i.e. by requiring the same expeder the leading and next-to-leading order
structure functionty in deep inelastic scattering, which is given by the sum ofghark distributions.
SinceF>, data are an important ingredient in extracting PDFs, trecefif theO(«) QED corrections on
the PDFs should be reduced in the QED DIS scheme.

The detector acceptance is simulated by imposing the folgwransverse momentump4) and
pseudo-rapiditysf) cuts:

pr(f) > 20 GeV, In(0)] < 2.5, t=e, p, (4.4.38)

B > 20 GeV, (4.4.39)

wherepr is the missing transverse momentum originating from theriveu These cuts approximately
model the acceptance of the CDF |l and D@detectors at tharbevand the ATLAS and CMS detectors
at the LHC. Uncertainties in the energy measurements otthrged leptons in the detector are simulated
in the calculation by Gaussian smearing of the particle-foomentum vector with standard deviatien
which depends on the particle type and the detector. The mcaheesults presented here were calculated
usingo values based on the D@(upgrade) and ATLAS specifications.

The granularity of the detectors and the size of the elecigpmatic showers in the calorimeter
make it difficult to discriminate between electrons and phstwith a small opening angle. In such
cases we recombine the four-momentum vectors of the efeetnd photon to an effective electron
four-momentum vector. To simplify the comparison we usegame recombination procedure at the
Tevatron and the LHC. We require that the electron and photomentum four-vectors are combined
into an effective electron momentum four-vector if theipagtion in the pseudorapidity — azimuthal
angle plane,

AR(e,7) = /(An(e, 7)) + (Ag(e,7))?, (4.4.40)

is AR(e,y) < 0.1. For0.1 < AR(e,v) < 0.4 events are rejected if., > 0.1 E.. HereE, (E.) is the
energy of the photon (electron) in the laboratory frame.

Muons are identified by hits in the muon chambers and the reeint that the associated track
is consistent with a minimum ionizing particle. This limitee photon energy for small muon — photon
opening angles. For muons at the Tevatron and the LHC, werecthat the energy of the photon is
E, <2GeVforAR(u,v) <0.1,andE, < 0.1E, GeV for0.1 < AR(u,v) < 0.4. We summarize the
lepton identification requirements in Talple 4.4.49. Forhealoservable we will provide “bare” results,
i.e. without smearing and recombination (only lepton safan cuts are applied) and “calo” results,
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i.e. including smearing and recombination. We will showulessfor kinematic distributions and total
cross sections, at LO and NLO, and the corresponding relatiwectionsA(%) = donro/doro — 1,

at both the Tevatron and the LHC. If not stated otherwise, aresicler the following charged current
processespp(pp) — Wt — [Ty with I = e, .

W boson observables

e oy total inclusive cross section & boson production.
The results fory at LO and EW NLO and the corresponding relative correctiirese provided

in Table[4.4.5D.

° WUUV): transverse mass distribution of the lepton lepton-neatpiair.

The transverse mass is defined as

Mr(Iv) = /297 (Opr(v)(1 — cos 6t) , (4.4.41)

wherepr(v) is the transverse momentum of the neutrino, afids the angle between the charged
lepton and the neutrino in the transverse plane. The neutramsverse momentum is identified
with the missing transverse momentup, in the event.
The relative correctiona for different M1 ranges are shown in Figs. 4.4[93.4.4.95 for bare cuts
and in Figs[ 4.4.9%.4.4.96 for calo cuts.
d%: transverse lepton momentum distribution.
The relative correctiona are shown in Fig.4.4.97 for bare cuts and in Eig. 4.4.98 ft cats.
e A(y;): W charge asymmetry for leptons.

The charge asymmetry of leptonslin decays3] is defined as

_dot Jdy, — do~ /dy,

A = 4.4.42
W) = 257 Jdy, + do= /dy; ’ ( )

wherey; is the lepton rapidity and
do* = do(pp, pp — IFvX), (4.4.43)

In Fig.[4.4.99 (with bare cuts) and Flg.4.4.100 (with caldsfuve show the differenc& A(y;)
between the NLO EW and LO predictions for the charge asyniesadt the Tevatron and the LHC.

We find numerical agreement within the statistical uncetfies of the Monte Carlo integration.
In Figs. [4.4.9%,[4.4.96 (upper right figures), we observe scrdpancy between SANC and
WGRAD/HORACE predictions for thé/r(ev,) distributions at the LHC (with calo cuts). This dif-
ference is presently under study. We do not expect that lifpeilsist and, thus, do not consider it in the
estimate of the residual theoretical uncertainties iniSet.1. The good numerical agreement is also il-
lustrated in detail in Fig. 4.4.701, where we show the redadiifferences\ =(HORACE-X)/HORACE,
X=SANC,WGRAD, for theMz(utv,) andpf‘;+ distributions at the LHC and the Tevatron (with calo
cuts).
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Tevatron, pp — W+ — etu,
bare cuts calo cuts
LO [pb] NLO [pb] | A [%] LO [pb] NLO [pb] | A [%]
HORACE | 773.509(5)| 791.14(2)| 2.279(3) | 733.012(5)| 762.21(3) | 3.983(4)
SANC 773.510(2)| 791.04(8)| 2.27(1) | 733.024(2)| 762.03(9)| 3.96(1)
WGRAD2 | 773.516(5)| 791.01(5)| 2.268(7)| 733.004(6)| 762.00(5)| 3.956(6)
Tevatron, pp — W+ — uty,
bare cuts calo cuts
LO [pb] NLO [pb] | A [%] LO [pb] NLO [pb] | A [%]
HORACE | 773.509(5)| 804.18(2)| 3.965(3)| 732.913(6)| 738.16(3)| 0.716(4)
SANC 773.510(2)| 804.07(6)| 3.951(7)| 732.908(2)| 738.01(5)| 0.696(7)
WGRAD2 | 773.516(5)| 804.11(1)| 3.955(2) | 732.917(6)| 738.00(1)| 0.693(2)
LHC, pp — W — eTy,
bare cuts calo cuts
LO [pb] NLO [pb] | A [%] LO [pb] NLO [pb] | A [%]
HORACE | 5039.11(4)| 5140.6(1)| 2.014(2) | 4924.17(4)| 5115.5(2)| 3.886(4)
SANC 5039.21(1)| 5139.5(5)| 1.99(1) | 4925.31(1)| 5113.5(4)| 3.821(9)
WGRAD2 | 5039.16(7)| 5139.6(6)| 1.99(1) | 4924.15(5)| 5114.1(6)| 3.86(1)
LHC, pp - W — uty,
bare cuts calo cuts
LO [pb] NLO [pb] | A [%] LO [pb] NLO [pb] | A [%]
HORACE | 5039.11(4)| 5230.5(2)| 3.798(4) | 4925.16(5)| 4944.5(2)| 0.393(4)
SANC 5039.21(1)| 5229.4(3)| 3.775(7)| 4925.31(1)| 4942.5(5)| 0.349(9)
WGRAD2 | 5039.16(7)| 5229.9(1)| 3.786(3) | 4925.30(7)| 4943.0(1)| 0.360(3)

Table 4.4.50: Tuned comparison of LO and EW NLO predictiamsdfyy from HORACE, SANC, and WGRAD2. The
statistical error of the Monte Carlo integration is giverparentheses.
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Fig. 4.4.93: The relative correctiah due to electroweald(«) corrections to theV/r (Iv) distribution for singlel’* produc-
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Tevatron LHC
W+ —etu, ‘ Wt —puty, | WH—etr, ‘ Wt — uty,

bare cuts
NLO [pb] 791.14(2) 804.18(2) 5140.6(1) 5230.5(2)
NLO+ mPR [pb]| 791.50(5) 804.39(4) 5143.4(3) 5232.2(3)
calo cuts
NLO [pb] 762.21(3) 738.16(3) 5115.5(2) 4944.5(2)
NLO+ mPR [pb]| 762.01(6) 739.86(5) 5114.5(4) 4956.5(3)

Table 4.5.51: Comparison of EW NLO predictions without anthvmultiple final-state photon radiation (mPR) fery to
pp,pp — W — etv., utv, with bare and calo cuts at the Tevatron and LHC using HORACE.

4.5 Effects of multiple photon radiation
Contributed by: C. M. Carloni Calame, G. Montagna, O. Nicrosini, A. Vicini, and D. Wackeroth

As discussed in Sectidn 4.2, photon radiation off the chthlgpton(s) in the final state (FSR) can
considerably affect the predictions for and Z boson observables. Therefore, the effects of multiple
photon radiation (mPR), which is dominated by final-stat#iation, need to be under good theoretical
control when extracting for instance th& mass and width fromiV observables at the Tevatron and
LHC. The MC programs HORACE, PHOTOS and WINHAC provide peddins for W production
processes that include multiple FSR as described in Sé&@orin the following discussion of the numer-
ical impact of mPR on the totdd” production cross sectiow ) and theMr(lv) andplT distributions
the results have been obtained with HORACE.

In Tablel4.5.511, NLO EW predictions far,;; are compared with predictions that include in addi-
tion mFSR. While mPR does not considerably affect the totassection, thé/,(1v;) andp. distribu-
tions can be significantly distorted by mPR, as shown in Eigsl82,4.5.104. When only bare cuts are
applied, mPR enhances the NLO EW corrections tolthe(lv)(p}:) distribution in the peak region by
up to about 2%(2.5%) in the electron case and about 0.5% imtlw case. When lepton identification
cuts are applied, the effects of mPR are strongly reduceldeirelectron case but largely survive in the
muon case, as shown in Figs 4.5.103,4.5.105. In I@ [2Bd]corresponding, additional shift iy,
due to mPR when extracted from thé (/) distribution was determined to & MeV in the muon
case and negligible in the electron case, when assuminigtieépton identification criteria (similar to
the calo cuts used in this report).
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Fig. 4.5.102: The relative correctiah due to electroweatO(«) corrections (‘NLO’) and when in addition including multépl
final-state photon radiation (NLO+mPR’) to thdr (Iv) distribution for single¥’ ™ production with bare cuts at the Tevatron
and the LHC. Also shown in the inset below is the relativeat#hce between/r (Iv) distributions with and without mPR.
The results have been obtained with HORACE.
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Fig. 4.5.103: The relative correctiah due to electroweatO(«) corrections (‘NLO’) and when in addition including multépl
final-state photon radiation (NLO+mPR’) to ther (Iv) distribution for singlel¥* production with calo cuts at the Tevatron
and the LHC. Also shown in the inset below is the relativeatd#hce between/r (Iv) distributions with and without mPR.
The results have been obtained with HORACE.
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Fig. 4.5.104: The relative correctiah due to electroweatO(«) corrections (‘NLO’) and when in addition including multépl
final-state photon radiation (NLO+mPR’) to thd- distribution for singlel?’* production with bare cuts at the Tevatron and
the LHC. Also shown in the inset below is the relative diffese betweep?. distributions with and without mPR. The results
have been obtained with HORACE.
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have been obtained with HORACE.
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4.6 High-precision transverse momentum distributions ini¥ boson production
Contributed by: S. Berge, P. M. Nadolsky, and F. I. Olness

In this section we discuss theoretical predictions forritigtions in the transverse momentuym
of the W boson, the transverse momepta andpp, of the decay charged lepton and neutrino, and the
transverse mass of the decay lepton paif., = \/2(pTepTl, — pre - P1v). Since these distributions
are used to extract thid” boson mass$/yy, the associated theoretical uncertainties must be keptrund
control.

If the boson’s transverse momentum is much smaller than the boson’s virtuali€y, the cal-
culation of the transverse momentum distribution mustudel an all-order sum of large logarithms
In"(¢7/Q). The formalism for summation af; logarithms in Drell-Yan-like processes is well estab-
lished at moderate scattering energi€s £ +/S), when no other large logarithms are pres[254].
When formulated in space of the impact param&i€conjugate togr via a two-dimensional Fourier
transform), it is proven to all orders by a factorizationdfrem Eﬂ 7].

Resummation in thé-space formalisBSQ] (currently implementedNBilL/NLO
accuracy) is employed in recent measuremeni$’aind Z observables at the Tevatron. As precision of
the experimental analysis continues to improve, new effiettst be included in the resummation frame-
work to keep up with modern demands. The shapegrapectrum may be appreciably altered by only
partly known NNLO corrections, as well as by variations ingraeters of the PDF’s and nonperturbative
resummed function. At the LHG} and Z bosons will be produced by the scattering of partons with
small momentum fractionse(~ 0.005) and potentially affected by radiative contributions assied
with In(1/x) logarithms EIZ]. A large fraction of the bosons will be pugcdd in heavy-quark scat-
tering. Heavy-quark massesg act as additional hard momentum scales and suppress rautplon
radiation atgr < mg in charm and bottom scattering, leading to hargerdistributions than in the
dominant process of quark-antiquark scatteljm_g|[223]hiﬂ tteport, we review recent progress in under-
standing of these factors and quantify their impact on thasuesd value of th&” boson mass. Further

details pertinent to our discussion can be found in R, 228, 27 1].

We concentrate on ther. distribution of the final-state charged lepton, since it mrensensitive
to thegr of W boson than thewr,, distribution and less affected by experimental uncergsrthanpr,
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distribution. To visualize percent-level changesliry dpr. caused by various effects, we show several
plots of the fractional differencflo™¢ /dpr.) / (do" /dpr.) — 1 of the cross sections obtained under
“reference” (ref) and “modified” hod theoretical assumptions. Our attention primarily focusae
the cross section near the kinematical (Jacobian) pegk.at: My /2 = 40 GeV (cf. Fig.[4.6.106),
wheredo /dpr. is most sensitive td/y,. We compare modifications o /dpr. caused by changes in
theoretical assumptions with modifications caused by eplariations ofMyy .

4.6.1 Theory overview

In the b-space resummation framework (also called Collins-S&terman, or CSS formalisr@54]),
the differential cross section for production of a boddat small to moderate, takes the form

2
dQ;cli#q% = /(;lﬂ_l))Q e~tarb W(b,Q,za,28)+Y(qr,Q,xa,2R), (4.6.44)
wherey is the rapidity of the vector boson, and g = Qe*v //S are the Born-level partonic momen-
tum fractions. The all-order sum of? In"(¢%/Q?) arising atgr — 0 is contained in a Fourier-Bessel
transform integral of &-space form factoW(b, Q,x,xp). Itis this integral that has the most impact
on theWW mass measurement. The regular NLO contribufiofyr, Q, x4, xp) is substantial only at
largeqr and won't receive much of our attention.

The form factorWab(b, Q,xa,xp) factorizes at alb as

W(b,Q,z4,25) = % 3 7 o)) e SCAP; (2.4, b)Pr(a,b). (4.6.45)
Jok=u,t,d,d,..

The Sudakov functiois (b, Q) andb-dependent parton distributior’;(x, b) for finding a quark (anti-

quark) of flavorj in the proton are universal in Drell-Yan-like processes semi-inclusive deep-inelastic

scattering (SIDIS)S]. The coeﬁiciemj(.z) includes process-specific constant factors from the Born

cross sectiory;g; — V. All terms in Eq. [4.6.4b) can be computed in perturbativeDQ@hen the

momentum scalé/b is much larger than 1 GeV, i.e., in the dominant regioh af both colliders.

The contribution of the nonperturbative regiontat> 1 GeV~! is also tangible and must be
properly modeled to describe the regipn < 20 GeV. It is constrained through the global analysis of
pr-dependent Drell-Yan and boson datl]. For this purpose, we separate tharbative
(small+) and nonperturbative (largg-terms inW(b, Q, x4, xp) by rewriting Eq. [4.6.45) as

W(b,Q,za,25) = Wip(b,Q,z4,2p) e 7¥P":Q) (4.6.46)

where the leading-power (logarithmic &) term WLP is given by a model-dependent continuation of
the perturbative contribution to the regiér> 1 GeV~!, and the nonperturbative exponent’~»(®.@)
absorbs power-suppressed terms proportional to even pafér ]. In global fits, the preferred
Fnp(b, Q) has approximately quadratic dependence @re., Fnp (b, Q) o b?). It may be therefore
interpreted as a source of the Gaussian smearing d@ffipace form factor (and transverse momentum
distributions) introduced by nonperturbative dynamics.

172



* E288

a,=0.19 GeV?

bmax = 1.5 Gev™!

5 10 20 50 100 200
Q[GeV]

Fig. 4.6.107: The “Gaussian smearing” parametgp) preferred by the low-mass Drell-Yan and Tevatron Rud-iosonpr

data in the model of Re@l]. The derivatived(Q)) with respect tdn Q observed in the fit (the slope: of the solid line)
agrees with its independent estimate made in the renormaiaxlysis@l].

4.6.2 Universality of nonperturbative resummed contiitg

The best-fit form ofFy p (b, Q) is correlated with the assumed larg&ehavior ofWLp which differs
between the available mode@@ZE@ @, 264]. We hecently propose 1] a simple
revision of the b, ansatz” forWLp(b, Q,za,28) [@ 9], which leads to several improvements
over previous studies. The new model extends the range Wgﬁf{b, Q,z4,zp) is approximated by

a known finite-order perturbative prediction to larger eswfb and, by doing so, improves agreement
with all analyzedpr data from low-mass Drell-Yan pair and Tevatrgrboson production. The best-fit
parametrization ofFyp (b, Q) = b%a(Q) is found to be in a good agreement with a semi-quantitative
estimate in renormalon analysis and lattice Q@[%l] arglreduced dependence on the collision
energyy/S. The “Gaussian smearing” parameter

Q
33GeV +a3n (100 x g2 R)

grows practically linearly withn @ (i.e., a1 2 > a3). The value of the dominant coefficiemt from the

fit agrees well with the renormalon analysis estimate, whenéses from soft gluon subgraphs and does
not depend oR/S or flavor of initial-state quarks and hadrons. As a resulhefabove improvements,
the revisedh, model leads to more confident predictions for the nonpeatiu® contribution at collider
energies by exposing its soft-gluon origin and univergalit

a(Q) = a1 +azln

Uncertainties in theoretical predictions caused by vianatin 7 (b, Q) can be estimated with
the help of the Hessian matrix method, developed recentiyémtify errors in the global PDF analysis
(see, e.g., Refl__[_i7] and references therein). In thisagmbr, the central value of the observahldas
computed for the best-fit sa.s; = {a1, a2, az} of the nonperturbative function parameters. In addi-
tion, X is computed for six “extreme” parameter sa@% (: = 1,2,3) corresponding to the maximal
positive and negative displacementsacélong three eigenvectors of the Hessian matrix within the pa
rameter region satisfying? — x2.,, it < 1. The “extreme” parameter sets are listed in Table 416.52.
Thelo error in X is estimated by

LIS (e - xe))’

=1

l\')lr—t
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Fig. 4.6.108: Fractional changesdr /dpr. in W~ boson production at the Tevatron and LHC caused by vargodd/v

by +15 MeV for the central parametrization &y p (b, Q) (solid black lines), and by siko variations of Fxp (b, Q) in the
Hessian method for the central valueldiy, = 80.423 GeV (dashed and dotted red lines).

Parametrization C3 = by C3 = 2bg

Setiparameter|| a1 | ay | as ar | ax | as
azfl) 0.208| 0.198| -0.034 || 0.262| 0.181 | -0.059
a 0.192| 0.168| -0.017 || 0.233| 0.135| -0.039
aé) 0.21 | 0.169| -0.024 || 0.240| 0.182| -0.055
a 0.192| 0.199| -0.029|| 0.254| 0.134| -0.044
ag) 0.208| 0.195]| -0.024 || 0.232| 0.153| -0.057
ag 0.193| 0.174| -0.029 || 0.262| 0.162 | -0.042

Table 4.6.52: Parameters of the six “extreme” sq“;§ (¢ = 1,2, 3) for the nonperturbative functiorBx p (b, Q) published in

Ref. [221].
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Variations indo /dpr. for the extreme parametrizations &ivp (b, Q) at the Tevatron and LHC

are shown in Fig-4.6.108(a) and Fig. 4.61108(b). We plotrétieo A = (da“a Jdpre)/(do™! Jdpre),
where(do"¢/ /dpr.) is the “reference” cross section evaluated with the centthles of{a; » 3} and a

W boson mass ol = 80.423 GeV. (d o—"?[') /dpr.) are the cross sections for the extreme parameter
setSa (z = 1,2,3) and the centralfy,, shown by dashed and dotted lines. The magnitude of these
deV|at|ons is comparable to the effect of a variation\dyfiy by +15MeV (solid black lines), although
their pr. dependence is not exactly the same as the shiftinipr. caused by the variation affyy .
Figure[4.6.10B indicates that the remaining uncertaintieBy p (b, Q) may introduce an error of up to
10-20 MeV (estimated as in Fig. 4.6.108) in thg;, measurement in ther, channel.

4.6.3 New features at small

The globalpr fits [@Ell] analyze ther-dependent data from low-mass Drell-Yan pair éhdoson
production atr4 5 > 10~2. Atz < 102, where no such data currently exidt,andZ boson production
may be subject to additional transverse momentum broageaim suggested by fits of resummeged
distributions to data from semi-inclusive deep inelastiatiering atz = 10™* ~ 1072 [- gd
This broadening may substantially exceed the range of tainées indo /dgr quoted in the previous
subsection.

Using crossing relations, we estimate its magnitud&/irand Z boson production based on the
SIDIS results[222]. The BLNY parametrization & » (b, Q) [258] is modified to include an additional
term (p(w4) + p(zp)) b?, where the functiorp(z) parametrizes the cumulative effect of unaccounted
higher-order contributions to thiedependent PDF'®;(x, b) at nearly nonperturbative impact parame-
ters ¢ ~ 1 GeV™1). SinceP;(z, b) are included in the resummed form factors both in Drell-Yke-
processes and SIDIS, the functipfx) can be constrained using the SIDIS data from HERA. This func-
tion satisfiesp(x) o 1/x for z < zg, andp(z) ~ 0 for z > x(, where the free parametey is chosen
in the rangel0—3 — 10~2. Sincep(z) vanishes at large, this model agrees with the existing Drell-Yan
pr data. Atz < 1072, the growth ofp(x) leads to hardegr distributions without affecting the inclusive
production rate.

At the Tevatron, the small-broadening may be seen only at large rapidities, such asafdrig
boson production displayed in Fig. 4.6.109. It marginaffeets the My, measurement, dominated by
events with small boson rapidities. The most pronounceectffmay be visible in thgr. distribution
(cf. Fig.[4.6.110), where variations due to the broadenimgcamparable to the effect of a variation of
My by ~ 20 MeV (> 50 MeV) at |y.| < 1 (Jye| > 1).

At the LHC, the smallz broadening may be observed at all rapidities. Our model samate its
magnitude for boson rapidities less than about 2.5, rougbigesponding to the region covered by the
SIDIS data. InZ boson production (Fig_4.6.111(a)), the distribution withx) # 0 is clearly shifted
toward highergr. The g7 shift is even larger in the production & bosons, cf. Fig. 4.6.111(b), as a
result of the smaller boson mask/{y < Mz) and less restrictive leptonic cuts. Furthermore, the shif
is slightly larger inW* boson production than i’ — boson production because of the flatter rapidity
distribution for? bosons. The showq, broadening propagates into the leptonic transverse mass an
lepton transverse momentum distributions. Bothithe., andp?. methods for the measurement/afy,
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Fig. 4.6.109: Transverse momentum distributionsZobosons in the Tevatron Run-2 for events with both decay relest
registered in the forward)(+ > 2, y.— > 2) or backward ¢.+ < —2, y.- < —2) detector regions. The solid (black) curve
is the standard CSS cross section, calculated using the BidwWgerturbative functior@S]. The dashed (red) curvéuithes
the additional term responsible for the broadening in the small-x region.

= pp- WX - ev X (VS =1960 GeV

-% 0-025:‘ T ‘pp\ﬁ‘ e ‘(_‘ L ‘)‘ ]
S 002- P =0 :
» P M,, - 50 MeV 4 ]
g 00155 __ wm, =80423Gev _ E
E 0.0 -~ My +50Mev i e
E 0.0053 7777777777777777777 '
I :
c R A Ry 1
8 -0.005 - I
o £ . 1
5 001" , ; e
c E ]
2 -0.015F = ly>1 B
Q L B
L% -0.02 - p(x) # 0, M,, = 80.423 GeV &, > 25 GeV

ol e e e b

N B v e B
0'02534 36 38 40 42 44 46 48 50
Pr. [GeV]
Fig. 4.6.110: The fractional change in the/dpr. distribution in forwardi?” boson production at the Tevatrofyd| > 1,
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Fig. 4.6.111: (a) Transverse momentum distributionsZdiosons at the Large Hadron Collider with (dashed) and withou
(solid) the smallz effects. The events are selected by requiligg| < 2.5 andpr. > 25 GeV for both decay electrons.
(b) Same foW ~ bosons. The decay leptons are required to safigfy < 2.5, pr. > 25 GeV, Er > 25 GeV.

are affected in this case, in contrast to the Tevatron, witerer.,, method is almost not susceptible to
the broadening.

4.6.4 Heavy quark effects

About 20%, 30%, and15% of W, W—, and Z° bosons at the LHC will be produced in scattering
processes involving at least one charm or bottom initialesguark or antiquark. The tangible rate of
heavy-flavor contributions at the LHC contrasts that at teealron, where onlg% (3%) of W+ (Z°)
bosons are produced inor b quark scattering. Since the heavy-quark masses supprésglenparton
radiation at small transverse momenta, they must be impigden the resummation calculation in
order to correctly predicr distributions at the LHC energy. The improved treatmentedJy-quark
masses changes the distribution at the LHC by an amount comparable to otheregystic uncertainties
affecting thelt’ boson mass measurem223].

For this purpose, we formulate the CSS resummation formalisa general-mass variable flavor
number (S-ACOT) factorization schen@@ZGS], whichsprees correctn,;, dependence at low
momentum scales and resums heavy-quark collinear cotitmisuat large momentum scales. The feasi-
bility of the CSS resummation in the S-ACOT scheme has besihd@monstrated in Remw]. I
boson production in the heavy-scattering channels, th€8TAscheme predicts harder distributions
than the zero-mass variable flavor number (ZM-VFEN) scheneel irs previous studies. The improved
treatment ofm,; in the S-ACOT scheme modifigs. distributions forl¥ ~ bosons at the LHC by an
amount comparable to the effect@ffy ~ 10 MeV (see Fig[4.6.112). The:.;, dependence is some-
what less pronounced i+ and especiallyZ® production, as a result of smaller heavy-flavor contents
in these processes. It is negligible at the Tevatron.

4.6.5 PDF uncertainties

PDF uncertainties in th&/y;; measurement were estimated in the Tevatron Run-1 by regeae anal-

ysis for select sets of parton densities, which did not ctverfull span of allowed variations in the PDF
parameters. A more systematical estimate can be realizegtdying the new techniques for the PDF
error analysis. The choice of the PDF set affegtslistributions directly, by changing the PDF’s in the
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Fig. 4.6.112: The fractional change in the /dp,. distribution for W~ boson production at the LHC due to the improved
treatment of heavy-quark mass terms in the CSS resumm@].[The solid red lineX/w = 80.423 GeV), dotted green
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factorized QCD cross section, but also indirectly, by myidi the nonperturbative functiafiy p (b, Q)

in the resummed form factor. For a chosen formAafp (b, Q), the PDF errors can be evaluated within
the Hessian matrix method, by repeating the computatiap- @fistributions for an ensemble of sample
PDF sets.

Variations in the resummeg- spectrum fod¥ * production at the LHC are shown in Fig. 4.6.113
for41 CTEQ6.5 PDF setO] and KN1 nonperturbative fu[m:]. Depending on the choice of the
PDF setdo /dqr at smallgr changes by up ta-4% from its value for the central PDF set (CTEQ65M),
except for very smalljr. The variations in the PDF’s modifipoth the normalization and shape of
do/dgr. Although the changes in the shape are relatively weak-at 15 GeV, they may affect the
measurement akfy in the pr. method. These results do not reflect possible correlatiehsdzn the
PDF’s andFyp(b, Q) in the global fit topr data, introduced by the dependence’ofpr (b, Q) on the
normalizations of the low Drell-Yan cross sections. The correlation between frearpaters in the
PDF’s andFx p (b, Q) will be explored in the future by performing a simultaneolabgl analysis of the
inclusive cross sections apg-dependent data.

4.6.6 ¢ spectrum and final-state QED corrections

As discussed in Sectiohs #[2, 4.5, electroweak correctmiyell-Yan W and Z boson production are
dominated by the QED radiation from the final-state charggdoh, which results in some loss of the
charged lepton’'s momentum to the surrounding cloud of sufta@llinear photons. The final-state QED
(FQED) radiation changes the extracted valué®f by shifting the Jacobian peak in the. distribution

in the negative direction. In contrast, the initial-staddiation and interference terms mostly change the
overall normalization of the Jacobian peak and have a sneffiect on the determination dffy;. The
combined effect of thé&(«) FQED correction and the resummed QCD correction was esihfat the
Run-2 observables by using a new computer prograrsBos-A (REsBos with FQED effects)Z].
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Fig. 4.6.113: Variations in th&/" " transverse momentum distributiafy /dgr, at the LHC for 40 CTEQ6.5 PDF se70]
with respect to the CTEQ6.5M PDF set.

The FQED and resummed QCD corrections to the Born-levelesbéphe Jacobian peak in ther.,
distribution were found to be approximately (but not conglld independent. The reason is that the
mre, distribution is almost invariant with respect to the trasrse momentum dfl” bosons, so that the
QCD correction reduces, to the first approximation, to r@sgaf the Born-levelmn ., distribution by

a constant factor. The relationship between FQED and QCi2ciions is more involved in the leptonic
pr distributions, which depend linearly @ of W bosons. In the?, channel, the combined effect does
not factorize into separate FQED and QCD corrections to thraBevel cross section.

4.6.7 Conclusion

We have reviewed recent advances in the understanding whresdgr distributions for electroweak
bosons. Ther resummation formalism is realized at the NNLL/NLO level ataracy and includes
such new ingredients as the dominant NLO electroweak dmuions, correct dependence on heavy-
quark mass terms, and an improved model for the nonperivebatcoil atz > 10~2. Other important
aspects ofyr resummation, such as the behavior of higher-order radiatdntributions at: < 1072

and correlations between the PDF’s and nonperturbativermesed function must be assessed to ensure
that the systematic uncertainties in thgy measurements are under full control. The dynamics of these
factors can be tested by measuring fully differential distiions of lepton pairs in a wide range @fand

y in the Tevatron Run-2.
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4.7 Estimate of theoretical uncertainties due to missing lgiher-order corrections

Contributed by: A. Arbuzov, D. Bardin, U. Baur, S. Bondarenko, C. M. Carloni Calame, P. Chris-
tova, L. Kalinovskaya, G. Montagna, O. Nicrosini, R. Sadyka, A. Vicini, and D. Wackeroth

In order to estimate the residual theoretical uncertandige to missing higher-order corrections
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of predictions obtained by electroweak precision toolhsae HORACE, SANC, and WGRAD2, we
study in the following the effects of different choices faetEW input parameter scheme and of lead-
ing higher-order (irreducible) QCD and EW corrections cextad to thep parameter. For definiteness
we use WGRAD?2. Similar results can be easily obtained withRACE and SANC as well. In Ta-
ble[4.7.58 and Fid. 4.7.1114 we compare the predictions dited comparison using the setup described
in Sectior[ 4.4 (labeled as 'NLO &(a?)’) with predictions that are obtained as follows:
e 'NLO at O(a?) incl. h.o."
The EW input parameter scheme of the tuned comparison isassedscribed in Section #.4. But
we replace theZ mass renormalization constat/2 = Re (EZ(M§)> by

oM} = Re (24 (M3) - (EWZ(M%))Q)» SMZ, = RexW (MZ)) (4.7.47)

M2+ 37 (M3
where EV(EV) denote the transverse parts of unrenormalized(renoretflizector boson self
energies, and include higher-order (irreducible) coioestconnected to the parameterApfO,
by performing the replacement

SMZ  6M3,  SMZ  SMR,

- — — — ApHo (4.7.48)
Mz My M Mg,

as described in detail in Reﬁog] (Appendix A).

e 'NLO at O(aG?}) incl. h.o."
In addition to the modifications described above, we chang&W input parameter scheme(()
scheme— G, scheme) by replacing

V2G, M2 M?
a(0) — —=~ W(l—MgV),
Z

so that

da(aGi) = [donzo(a®) — 2 Ardopo(a?)]

VIGM (| M|
ma(0) M?2 '

whereAr parametrizes the radiative corrections to muon decay (sedRef. ]).

As illustrated in Table 4.7.53 and Flg. 4.7.114 for the LHE thlative differences between the different
predictions,A = dUNLo(OéS)/(dO‘h_O_) —1 andAA(yl) = A(yl)NLo(Ozg) — A(yl)h_o., are at most about
1.5% foroyw, and theMp(lv), plT distributions, and up to abodt- 10~ for the charge asymmetry of
leptons inV decay. We find the same relative differences at the Tevatsimce switching to thé&,
scheme changes the shape of #ig(lv) distribution, a more detail study of how these effects tietrs
into a shift inMyy, is warranted. Moreover, other sources of residual thexaatincertainties, for instance
missing higher-order EW Sudakov logarithms and the QEDesdapendence, need to be under control
as well.

4.8 Experimental Uncertainties
Contributed by: C. Hays and D. Wackeroth
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Tevatron,oy [pb]

LHC, ow [pb]

pp— Wt — N+Vu

pp— W —pty,

NLO atO(a?) 738.00(1) 4943.0(1)
NLO atO(a?) incl. h.o. 745.80(1) 4995.5(1)
NLO atO(aG?) incl. h.o. 747.62(1) 5006.5(1)

Table 4.7.53: Comparison of predictions o, to pp,pp — W' — utv, with calo cuts at the Tevatron and the LHC. The
higher-order predictions include corrections beydhd) other than mPR, in addition to the complete set of electrév@@ax)
corrections (see text for more details). For this comparise use WGRAD?2 results for definiteness.

3 T T T T T T T 1 3 T T T T T T T
A [%] NLO+h.o. at O(a®) A [%] NLO+h.o. at O(a?)
2L NLO+h.0. at O(aG2) ------ 2L NLO+h.o. at O(aG2) ------
LHC LHC
2 pp = WH = pty, — 2+ ppo Wt oty -
calo cuts calo cuts
15 . 15 F -
1 Sl 1k
0.5 — 0.5 —
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Fig. 4.7.114: Relative differences between NLO and higher-order predictions for thie:(u*v,,), p%+ andA(y,,) distribu-
tions for singlelV * production with calo cuts at the LHC. The higher-order peéidis include corrections beyor@(«) other
than mPR, in addition to the complete set of electrow@gk) corrections (see text for more details). For this comparise
use WGRAD?2 results for definiteness.
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The W boson observables studied in this report — the tdtaboson production cross section
(ow), the Mp(lv) andpﬁr distributions, and th&/” boson charge asymmetry for lepton$({;;)) — have
been measured by the CDF and D@ coIIaboralﬂoﬁ'meW boson mass is dominantly extracted from
the M1 (lv) distribution, as described in Section 5. Possible impram@sin thell boson mass mea-
surement at the LHC by using the transverse momentum distib of the charged lepton have been
studied in Ref.@l}. In the following we briefly summarizeepent and anticipated experimental un-
certainties in the measurementsoof, A(yw ), A(y;) and My, and discuss their implications on further
improvements of theoretical predictions.

4.8.1 Totall’V and Z boson production cross section

As pointed out earlier, given the larg&€ and Z boson production rates at the LHC, the toiél and
Z boson production cross sections are expected to be usecttiectdr calibration and as luminosity
monitors %7]. Ther2 pb~! CDF combinede and x result for the totall’’ boson production cross
section is|[272]:

o(W) x Br(W — lv) = 2775 £+ 10(stat) & 53(sys) pb ,

which corresponds to a relative precisior26f. The96 pb~! D@ 1 result is Eb]
o(W) x Br(W — uv) = 2989 + 15(stat) & 81(sys) pb .
The72 pb~! CDF combined: and result for the totalZ /+* production cross section 72]:
o(Z/v*) x Br(Z/y" — 1) = 254.9 + 3.3(stat) £ 4.6(sys) pb .
The D@148 pb~! result is @4]:
o(Z/y*) x Br(Z/v* — pp) = 329.2 4+ 3.4(stat) + 7.8(sys) pb .

These results exclude the Tevatron luminosity uncertahgbout6%, of which~ 4% is correlated be-
tween experiments. Th& andZ boson measurements have a few systematic uncertainty camiso
that are different, so combining them should give the mostieate luminosity measurement. The mea-
surements ofy ando; at the LHC are expected to reach a relative precisioh3y (W — uv,) and
2.3% (Z — ) for £ = 1fb~! and to be limited again by the luminosity uncertainty of &t ]

As long as the luminosity uncertainty cannot be drasticatigroved, a theoretical uncertainty 6%
due to missing higher order EW corrections (see Se€fionig.i@pt worrisome. However, the impact
of these uncertainties on precise electroweak measursraetite LHC based oii//Z ratios should be
studied in more detail.

4.8.2 W boson and lepton charge asymmetry

The W boson charge asymmetryl(yy)) is a sensitive probe of valence quark PDFs. Recent theo-
retical advances include the calculation of the fully difetial cross section at NNLO QCD ¥'/Z
boson productior@S], which will help to further constrajuark PDFs. In Fid. 4.8.715 we show the

A collection of the most recent EW results can be found at tfizF Gind D@ physics results websites, www-
cdf.fnal.gov/physics/ewk and www-d0.fnal.gov/Run2RbgAVWW/results/ew.htm

182



> 1 \
= oE CDFIlPreliminary. [Ldt = 343 pp™
o 0.9¢ ' 0.8 T
= F E “F ‘ W Y for 1.0 N
= 0.8 ==="343p5" data(stat. ¥ syst) ] 06L ————Lepton Asymmetry for 1.0 fb*
F 6 [z I~ Uncertainty of CTEQ6M PD
> 0.7k Prediction of CTEQSL. - > [ Unc"rtaint; of CTEQ6M PDEs i
2 £ [ CTEQ RPDF Uncertainty Ban i =04 .
0.6F = g n h ¥ b
S et ] £ 02N ]
D o0.5¢ = S T e 4515?’{ ]
® C n _07 , Fortny, ]
5 0.4F < f %:;:;s%‘ N ]
L w L N -
E -0.2 Fe
= 03 g r o]
0.2 : 1 5 o4t -
£ B H ) ) LR
0.1F Z = Y E DF Run Ikiprojected uncertainties rL=1fb =
;;,d" 3 0.64 PRELIMINARY J
N T B PR RN IR SRR IR SR
-0.8
% 05 1 15 2 25 3 A p— T

3
W rapidity(lywl) rapidty

Fig. 4.8.115: The measured (with = 343pb~") [278,(276] and projected( = 1fb~") [278,[276] CDFW charge
asymmetryA(yw ) and lepton asymmetry ipp — W — ;.

W boson charge asymmetry as measured by CDF @ith 343pb~! ,] and a projection to
1fb~t ,]. In Tablé_4.8.54 we provide the combined stag$tand systematic uncertainties for
three representative rapiditieg; , y; = 1, 1.8, 2.6, of the present D@ measurement of the muon asym-
metry with230 pb~! ] and the projected CDF measurement ofltfidoson and lepton asymmetry
with 1fb~! ,@]. In Ref.@S] the PDF uncertainty in a measureneém (yy) at the LHC has
been estimated to b&%. As shown in Table 4.8.54, the impact of different choiceEf input schemes
on A(y;) is negligible. We expect to observe similar effects4fyy) which, however, needs to be
studied in more detail.

4.8.3 W boson mass

The most precise singld” boson mass measurement is presently provided by @ [2€8] 40
Section 5), yielding a combined CDF and D@ measureme [28

My = 80.429 £+ 0.039 GeV.

A Tevatron precision of about 20 MeV is anticipated wititb~!. The extraction of thé¥ boson
mass from thél/(Iv) distribution is sensitive to effects that distort the shapthe distribution around
the Jacobian peak. In Fig—4.7.114 we observed a distorfidheal/r (Iv) andp}. distributions when
comparing the strictly NLO results @@ («(0)?) with the result obtained a(t)(a(O)Gi). Therefore,

a more detailed study is warranted to determine the shift/ii due to these effects when using the
My (lv) distribution and ratios oft and Z boson distributions. In the latter case, they may largely
cancel, but this has to be determined by a careful study.

4.9 Conclusion

In this report we gave an overview of the state-of-the arre€jsion calculations for singlé” production
at the Tevatron and the LHC. We performed a tuned comparisihie dlonte Carlo programs HORACE,
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Observable ow charge asymmetry My
yw,y; = 1;1.8;2.6
experimental precision(Sectior{ 4.B)
Tevatron (now) 2% A(y;): 0.0078; 0.0484; - (DD) 39 MeV
Tevatron { — 2 fb™1) - A(yw): 0.0043; 0.0073; 0.030 (CDHR) 20 MeV
A(y;): 0.0056, 0.0078, 0.076 (CDF)
LHC 3.3% - 15 MeV
impact of h.o. corrections and theoretical uncertainties:
Observable ow A(y) My (1(e))
mMPR(l = 1) (Sectior 4.b) <0.2% | - 10(2) MeV
EW input scheme/missing h.9.1.5% <4-107° thd
(Sect[4.7)
qr broad. (Sectioh 4.6.3) - - 20-50 MeV
heavyq mass (Section 4.68.4) | - - < 10 MeV
nonperturb. (Sectidn 4.6.2) | - - < 17 MeV

Table 4.8.54: Present and anticipated experimental winggs ofI1 boson observables are compared to effects of higher-
order corrections, i.e. beyon@(«), as well as theoretical uncertainties studied in this repBretails are provided in the
respective sections. Experimental uncertainties@ndo not include thex 6% luminosity uncertainty.

SANC and WGRAD?2, taking into account realistic lepton idéceition requirements. As a result of
this comparison we found good numerical agreement of theigirens for the totall production cross
section, theVly(lv), plT distributions and the lepton charge asymmetry. The effefdiggher-order QED
corrections have been studied as well using HORACE. To ettirthe residual theoretical uncertainty
due to missing higher-order corrections and different ob®bf the EW input parameter scheme we com-
pared the strictly NLO results with predictions that in didei include leading QCD and EW two-loop
corrections and predictions that use @ig scheme instead of the(0) scheme. Moreover, we discussed
important aspects @fr resummation that may affect significantly the systematweuiainties in thé//y
measurement. Some of our results of these studies of hayder-corrections and theoretical uncertain-
ties are summarized in Tallle 4.8.54. When comparing withatiieipated experimental uncertainties,
we conclude that further theoretical improvements are egéd fully exploit the potential of the LHC
for performing high-precision studies of the electrowealige bosons. Moreover, more detailed studies
of the residual uncertainties of predictions obtained whthavailable tools are needed, in particular the
impact of these effects on th& mass. For instance, our study does not include PDF unceesicom-
bined QCD and EW effects, QED/QCD scale uncertainties, laaihtpact of higher-order EW Sudakov
logarithms.
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5 Measurement of the W Mass

Contributed by: C. Hays

The myy measurement ipp data uses-channel resonari’ bosons with leptonic decays. The
transverse momentum of the decagr u (plT) can be measured with high precision and thus provides
the bulk of the mass information. Additional informatiomees from the decay transverse momentum
(p7), which is inferred from the measured energy imbalance énevent. Since the lepton energy is
well measured, the dominant uncertaintyzgncomes from measuring the hadrons recoiling against the
producediV boson. Because th& boson has a similar mass and production mechanism td’'theson,
events withZ bosons can be used to calibrate and model the detector sesfwhadronic activity.

The best statistical power for measuringy is obtained by combininng andp?. into the trans-
verse mass, defined as:

mrp = \/prrp%(l — cos(Ag)). (5.0.49)

With precise detector calibration, the lepton momentumlmEmmeasured to a few parts in 10,000. How-
ever, the hadrons resulting from initial-state radiatioa ypically measured to a precision of 1%, de-
grading the resolution of the inferred neutrino momentumm siippress this degradation, the transverse
hadronic momentum (known as the “recoil”) is required todmslthan 15 or 20 GeV. Alternatively, the
lepton transverse momentum() distribution can be used to measure tfieboson mass, though this
suffers from uncertainties in the theoretical predictidthe W bosonpr, which has not been modelled
from first-principles QCD. In a final analysis, the two fits da& combined to utilize the strengths of
each.

5.1 CDF Run 2 Measurement
The Run 2 mass measurement proceeds by sequentially calibratindetieetor response to:
1. Muon momentum
2. Electron energy
3. Hadronic recoil energy
The muon momentum calibration uses low-mass quarkoniaydécaimuons; the electron energy

calibration uses the calibrated tracks fré¥hdecay electrons; and the hadronic recoil energy calibratio
uses the measured recoilth— [/ events.

Track Momentum Calibration

A charged particle’s momentum is measured through its @bdecurvature in the tracker. Since the
momentum is inversely proportional to curvature, the mamnmarscale is measured as a function of the
mean inverse momentum df«» muons and fit to a line (Fig. 5.1.116). Improper modellinghef muon
energy loss in the tracker can lead to a non-zero slope ofiti@s since high-momentum muons lose
a smaller fraction of their energy than low-momentum mucFise amount of material contributing to
ionization energy loss is tuned to make the slope equal tm 2drCDF, the tuning is a 6% correction to
the known material used I@GEANT simulation. To speed up event simulation, a material mapdas
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Fig. 5.1.116: The momentum scale correction as a functianedn inverse muon momentum. The correction is determined
by comparing the measuretf«) mass to that of the PDG.

the tracker material is produced and used in place®{NT. The map contains the material properties
necessary for electron and muon simulation: ionizatiorrggnéss constants from the Bethe-Bloch
equation; and radiation lengths.

To improve momentum resolution, muon tracks fréthand Z decays use the transverse beam
position as a point in the track fit. This constraint is notlaggpto ./ /) decays since they can be separated
from the beam line. Instead, decays are used to verify that the beam constraint produck&s on the
momentum calibration. Th& momentum scale is combined with that of thié)’s to reduce the total
uncertainty on the momentum scale. As a cross-check, the iscapplied to the&Z — pu sample and
the extracted? mass is compared to the LEP measurement of 91.187 GeV.

Aside from the material calibration to model muon energys)othe simulation of multiple
Coulomb scattering is necessary to accurately model tha@utesn of low-momentum muons<( 10
GeV). The multiple scattering is simulated to have a Gaunssidth of:

AO = 13.6 MeV \/zo/p, (5.1.50)

where z is the fraction of radiation lengths of the detector. Adufitl resolution arises from hard
scatters in the tail of the distribution; about 2% of the trathave a Gaussian widtbd times larger
than that of Equation 5.1.50.

At high momentum, additional resolution can result fromatignments in the drift chamber used
for track measurement (the central outer tracker, or COTetiled alignment procedure based on cos-
mic rays sets the positions of the wires in the COT. Final @wme corrections, determined using electron
calorimeter energy and separating electrons from positrare applied to all tracks. The resulting sim-
ulation of the resolution is tested using the observed widithe Z — uu resonance. The known hit
resolutions and the transverse beam spot size completidyniiae the resolution of beam-constrained
tracks. Any difference between the observed and simuldteddth is removed by tuning the beam spot
size in the simulation.
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Fig. 5.1.117: Theratio of calorimeter energy to track motanfor electrons froniV' — ev decays. The simulated calorimeter
energy is scaled to match the data distribution in the peak.

The uncertainties of the momentum scale calibration comrm the statistics and systematics of
the J /¢ andY samplesd{my, = 16 MeV), and from possible residual misalignmentsi; = 6 MeV).

Calorimeter Energy Calibration

Given the momentum calibration, electron tracks frdmdecays are used to calibrate the electromag-
netic calorimeter. The simulated calorimeter energy i¢estcauch that the ratio of energy to track mo-
mentum ¢ /p) matches that of the data near the peak (Eig. 5.1.117). Hlitsration requires a detailed
simulation of processes affecting the shape and positidheopeak. These processes include: electron
bremsstrahlung and photon conversion in the tracker; rele@nd photon energy loss in the solenoid,
which sits inside of the calorimeter; and electron and phetwergy leakage into the hadronic section of
the calorimeter, which is not used in the cluster energy oreasent.

The significant amount of material in the silicon tracker e®the peak to largeF /p values,
since radiated photons enter the calorimeter cluster buiceethe track momentum. The material model
is tested by the shape of tti&/p distribution at high values, where harder bremsstrahlwuyis. Figure
shows the difference between simulation and dataith 0.01 bin of2/p, measured in terms
of sigma. The events in the regidnl9 < E/p < 1.85 are divided into two bins and used to tune the
amount of material contributing to radiation lengths. Timising can result in a different correction from
the J/¢) material tuning, since ionization energy loss and radialémgths scale differently with nuclear
charge £). Thus, to correctly describe both procesagsiori, one would need to know both the amount
andtype of material in the tracker.

The CDF calorimeter has a non-linear response as a functiparticle energy. A non-linearity
correction is taken from th&'/p distribution fromWW — ev andZ — ee decays, separated in binsBf
(Fig.[5.1.119). This correction is applied to each simulaiectron and photon entering the calorimeter.

The total uncertainty on the calorimeter energy scale affisen uncertainties on the material
tuning @my = 9 MeV), on the non-linearity correctionfu;y = 23 MeV), on the statistics of th& /p
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Fig. 5.1.118: The signeq difference between data and simulation for each bin infhe distribution used to extract a
calorimeter scale for electrons.
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Fig. 5.1.119: The® /p distribution as a function af/r for electrons fromi¥ — ev decays. The simulated calorimeter response
is tuned as a function df'r to produce zero slope for the combindd andZ sample.
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peak omy, = 20 MeV), and on the tracker momentum scaden{y = 17 MeV). This uncertainty is
reduced to a total of 30 MeV by incorporating theboson mass measurement into the calibration.

Hadronic Recoil Measurement and Simulation

The hadronic recoil energy is measured by vectorially sumgrall the energy in the calorimeter, exclud-
ing that contributed by the lepton. Removing the lepton aésooves underlying event energy parallel
to the lepton. The amount of removed energy is estimatedwsiforimeter towers separateddrirom
the lepton, and a correction is applied to the simulation.

The detector response to the hadronic energy is defindtl-asu,,cqs /tirue, Whereu, . is the
recoil momentum of thél boson. The response is measured using- [l events, since leptons are
measured more precisely than the hadronic energy.

The hadronic energy resolution is modelled as having a coemtofrom the underlying event
(independent of recoil) and a component from the recoiliagrons. The model parameters are tuned
using the resolution of — ([ along the axis bisecting the leptons. This axis is the leasteptible to
fluctuations in lepton energy. Figuiles 5.1.1120 and 5.1.hdWvghe response and resolutiondn—
events after tuning the model parameters.

The underlying event resolution component is parametrizéerms of) © Er in the calorimeter,
and incorporated by applying the measured calorimetefutsio as a function op | Er. The simulated
> Er distribution contains the hard interaction producing tieor Z plus additional interactions at a
rate that depends on the instantaneous luminosity. > e distribution of the additional interactions
is taken from an inelastic scattering sample. The hardaotem distribution is extracted as a decon-
volution of the inelastic scatteriny’ Er distribution. Since generic inelastic scatters have aufit
Q? momentum transfer tha and Z events, a tunable scale factor is applied to¥Aevr of the hard
interaction. This factor is adjusted to produce the bestagent between simulation and data of the
recoil resolution ofZ events.

The uncertainties from the recoil simulation arise fromlg@on removal{my = 5 — 8 MeV),
responsedmy = 9 MeV), and resolutiondmy = 7 MeV).
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6 Measurement of thel? Width
Contributed by: J. Zhu

Width of the W boson is a fundamental parameter in the Standard Model. €pe |
tonic partial width for the leptonl can be expressed in terms of the muon decay congiqnt
the W mass and a small<{ 0.5%) radiative correction ds);) to the Born-level expression as
W —lv)= GHM‘%V/6\/§7T X [1 4 dsnm] ]. Dividing the partial width by the leptonic branching
ratio Br(W — lv) = 3+ 6 [1 + as(Mw)/m + O(a?)], gives the SM prediction for the full decay
width I'yyy = 2.090 4+ 0.008 GeV ], where the uncertainty is dominated by the expenital My
precision. Thus a precise measurement of the W width candmktogest the SM calculation and probe
the physics beyond SM model since additional particles béybe SM would increase tH& width.

The W width can be measured indirectly using the ratio of ihe — (v and Z — [l cross
sections. I'yy can also be obtained directly from a precise determinatioth@ 1V transverse mass
(M) lineshape. Figure 6.0.1P2 shows the Monte Carlo simulatedspectra for different input?’
widths. TheM spectrum has a kinematic upper limit at the valuéff;, and events wittV; > My,
arise due to the combination of the intrinsi¥’ width and the detector resolution. In the region
Mr > 100 GeV, theW width component dominates the detector resolution comgon&hus, the
transverse mass tail region is sensitivd ip, and the width can be directly extracted from a fit to the
region100 < My < 200 GeV. Using this technique, both CDF amal) experiments have published
their results using Run | datES 84], preliminary Rdmrdsult from D@ has been reported in
], and the combined result from all Tevatron direct nnbeasents i€y = 2.078+0.087 GeV @].

Due to the rapid falling of the Jacobian peak, only a smaditica of thell/ events is used in the
fitting, and so all previous measurements are limited by tladlable statistics. At the LHC, after all
selection cuts about 60 milliol’s are expected in one year of data taking at low luminosi¢/fti!)
[IE], the fraction of events in the fitting region (100 - 20@\Q is roughly1%, therefore 0.6 million
W'’s can be used to extratty . If we scale the statistical uncertainty withi\/Ny,, the final statistical
uncertainty on the width measurement should be smaller ShifeV. I'yy measurements from LHC
experiments will all be limited by the systematic uncertain

The W width analysis shares most of the issuedidfproduction and decay modelling and the
detector response simulation with thié mass analysis, the sources of the systematic uncertaiaty ar
therefore similar. Every input parameter in the MC simualatcould alter the transverse mass lineshape
and cause systematic uncertaintylgn measurement, these parameters are in most cases detebyined
the Z — [l data. Although the uncertainties on these smearing paeasate considered as systematic
uncertainties for the width measurement, they are readliissical uncertainties which depend on the
number ofZ events. At LHC, a large collected — [l sample & 6 million Z events per channel per
experiment) will definitely help to redue the overall sysédim uncertainty. The systematic uncertainty
also depends on the fitting region, fitting only the high-eegion will have a smaller systematic error
since the uncertainties from detector resolution and SMdpacinds will be smaller. With enoughy’
candidates in the tail region at the LHC, using a smallenfitiiegion like110 < Mp < 200 GeV or
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120 < M7 < 200 GeV will reduce the final systematic uncertainty.

The modelling of thél” recoil provided the largest uncertaintiy in all previougdthi measure-
ments from Tevatron. The recoil system is mainly composedodif hadrons from the underlying
event and the contribution from the pile-ufZ — [l data is used to measure the detector response
and resolution to the underlying event. For the pile-up Gbuation, fortunately, the mean number of
interactions per bunch crossing is about 2 at the low luniiposhich is actually lower than the mean
number of interactions per crossing at the Tevatron RunHis Telatively quiet environment, together
with the large-sizeZ samples, will reduce the dominant source of systematicrtaingy. Extrapolating
to the LHC data sample, an error of smaller than 15 MeV permélashould be achieved.

At the Tevatron Run I, the absolute lepton scale is known wifitecision of about.1% and the
uncertainty o'y is around 20 MeV. If the lepton scale is knownt®2% at LHC in order to measure
My with a precision of better than 20 MeV, the uncertainty dugepion scale ori'y should be less
than 5 MeV.

The leptons from the fitting region tend to have higher trans¥ momenta than leptons near the
Jacobian edge, thus the lepton scale non-linearity playgrafisant role in the width measurement.
The ability to place bounds on the non-linearity using cdelti data is a limiting source df’ mass
measurement in Run II; this is also true for the Run Il widtrasweement. IiD® Run Ib measurement,

192



the test beam results were used and the effect on the widtbureraent was found to be negligible. At
the LHC, with the help of test beam results, this uncertashtyuld be on the order of 5 MeV.

At the Tevatron, the main sources of backgrounds come fronD @fcesses)/V — 7v
decays andZ — [l decays where one lepton is mismeasured, no new physicssgascavill con-
tribute to the tail region of\/; spectrum. At the LHC, this may not be the case, non-SM presess
may have large contributions to the fitting region. It is véifficult to estimate this uncertainty right now.

For almost all Tevatron measurements, the lepton and reesdlutions are parameterized as
gaussian functions, the effect on the non-gaussian patefietector resolutions was not carefully
estimated. Atthe LHC, with the extensive studies of thelbestm results and large collect&dsamples,
the effect o'y, should be less than 5 MeV.

The theoretical uncertainties on the width measurementlynosme from p, (W) spectrum
(due to QCD corrections), PDF and radiative correctionstréaly, the estimated uncertainty @iy,
associated with modelling tH& bosonp, spectrum is of the order of 30 MeV at the Tevatron.288],
the authors show that larger QCD corrections are expectdtbdtHC, and hence the uncertainty will
also be larger. On the other hand, as mentioned beforé}'thesonp, spectrum can be constrained by
Z — [l data. With 0.6 millionZ events, the uncertainty due to QCD corrections should beated to
10 MeV level. Since the bosgmn- form is constrained fron¥ events, it is imperative that all effects that
are different forZ andW are included in the generator prescription. The uncerésrftom PDF and
radiative corrections seem under control for all Tevatraasurements~ 10 MeV for each), but will
need improvements to avoid becoming dominant at the LHCrexpats.

The W mass will be measured with a precision of about 30 MeV fromltE® and Tevatron
measurements before this measuren@ [288], the undgredin/y on 'y should be less than 5 MeV.
In this high-precision measurement, assuming 8\ -I'y relation may not be enough.

With an integrated luminosity of 10 fi3, which should be collected in the first year of LHC'’s low
luminosity run and by considering only one lepton decay okfra total uncertainty of smaller than 30
MeV should be achieved by each LHC experiment.

7 Summary

This report includes detailed descriptions of experimemigthods used to measure tHé boson mass,
search for single top production, and precision electréwaaasurements at hadron colliders. In addi-
tion, it includes numerous new theoretical developmenthérareas of single top production and preci-
sion electroweak measurements. The main conclusions am@atized below. Details of the studies are
found in the respective sections of the report and refeseaited.

Impressive advances have been made to control the systeumagrtainties arising from jet en-
ergy calibration in the measurement of the top quark masswank is in progress to control the sys-
tematic uncertainties arising from b-jets. Tevatron eiguexe has shown that the measurement can be
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significantly improved by combining the results from the texperiments, DO and CDF. It is therefore
important to agree on how to classify and apply the uncditairio allow for a more straightforward
combination. A quantitative study of the effects of Colacaenections and other final state interactions
is needed to reduce the uncertainties arising from Montéo@aneration.

Tevatron experiments are using elaborated multi-variatdyais techniques to extract the single
top quark signal from the overwhelmindy + jets backgrounds. Recently, DO announced that it observes
evidence for single top production when it analyzes aboigethe amount of data compared to the one
used in the analyses described in this report. We expectii@@dingle top samples to have much larger
event statistics, especially in tliechannel, which should allow the signal to be extracted gusircut-
based analysis. The advanced analysis techniques degtedbiee Tevatron for the single top searches
will be particularly useful for Higgs and beyond the Stambditodel searches at the LHC.

The W mass measurements rely on a detailed calibration of thetdetdat will be more difficult
to achieve at the LHC compared to the Tevatron. RecentlyCIDE collaboration completed the most
precise single measurement of fiemass available to-date, to a stunning precision of 0.06#ewWmng
analysis techniques described in this report. Togetherpthcise measurements of tHéboson mass
and the top quark mass are constraining the mass of the Hogpgsb
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