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Abstract

The top quark and electroweak bosons ( andz ) represent the most massive
fundamental particles yet discovered, and as such refecttjirto the Standard
Model's greatest remaining mystery: the mechanism by whithparticles
gained mass. This report summarizes the work done withinaew group
of the Tevatron-for-LHC workshop. It represents a collecatof both Tevatron
results, and LHC predictions. The hope is that by considegind comparing
both machines, the LHC program can be improved and aided bwlkdge
from the Tevatron, and that particle physics as a whole cagnbiehed. The
report includes measurements of the top quark mass, seafchsingle top
quark production, and physics of the electroweak bosonadon colliders.
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1 Introduction

The top quark and electroweak bosows ( andz ) represent the most massive fundamental particles yet
discovered. Thus, they are not only the newest additionsg&Gtandard Model (SM) of particle physics,
but are also the most interesting because their large mesfeeslirectly to the SM’s greatest remaining
mystery: the mechanism by which all particles gained make.SU (2) U (1) gauge structure of SM
is successful at describing all interactions, and is anngisdéngredient for the theoretical consistency
of the theory, but if the symmetry were exact it would requateparticles to be massless. Thus, the
symmetry must be spontaneously broken. In the SM itselfishiefined by introducing a Higgs boson
together with a potential that insures it has a non-zero &gtien value in empty space. However,
even if this assumption is correct, the Higgs has as yet dl@dperimental observation, and it could
be that the SM description is incomplete or even simply irexir Theoretical arguments related to the
hierarchy of scales or triviality of the Higgs potentialthier suggest that the SM description is at best
a stand-in for some more natural explanation. Unravelllmg details of the true nature of electroweak
symmetry-breaking (EWSB) is one of the most pressing chgée awaiting particle physics.

The top and electroweak bosons, as the most massive ohjetis 5M, are those which felt the
symmetry breaking the most profoundly. Thus, they must ot most strongly to the agent of EWSB
(be it a SM fundamental Higgs, or the result of some more jiiérislynamics) and a detailed study of
their properties represents an excellent chance to ledirettly about EWSB itself. They are interesting
in their own right and are produced copiously at both the fremeand the LHC. Thus, it is natural as run
Il of the Tevatron draws to a close, and the LHC era beginsxaméine how well we can measure all of
the quantities needed to describe these particles, andhietwb machines may complement each other
in our quest to explore EWSB through study of massive objects

In addition to the interest in top and the electroweak bodortheir own right, they are also
interesting “standard candles” that may allow us to undex$tthe SM predictions at the LHC in the
light of Tevatron data. It may be that the resolution of the E8\dynamics involves new particles, and
their observation as we probe the energy frontier may be rsitpileng than deviations in the properties
of top, w , or Zz from SM predictions. If so, a key ingredient to observingsth@ew states is that we
be able to infer very precisely what the SM prediction for @iyen signature should be. Top and the
electroweak bosons have signatures which can be extrersigative at hadrons colliders, including
charged leptons, missing energy, hard jets, and massigaasses in distributions. Understanding how
to predict signals involving these objects at the LHC carefiefrom Tevatron data, and the Tevatron can
provide a laboratory to test out analysis ideas in a bettderstood environment, before they become
essential at the LHC.

This report is collection of both Tevatron results, and LH€dictions. The hope is that by consid-
ering and comparing both machines, the LHC program can beoweg and aided by knowledge from
the Tevatron, and that particle physics as a whole can belattiby combining information from both
machines. Subsequent chapters deal with measurement tfgltggiark mass, searches for single top
quark production, and understanding the physics of thereleeak bosons at hadron colliders.



2 Measurement of the top quark mass
2.1 Introduction
Contributed by: T. Tait

The top quark mass is one of the fundamental parameters cftéimelard model (SM), related
to the top’s coupling to the Higgs by the tree level relatlipsn . = yov. The top mass, like all SM
fermion masses is a manifestation of the breaking of thdrel@eak symmetry fronsU (2), U (1y
to electromagnetism. As the heaviest fermion, the top Iiedtsymmetry-breaking the most strongly, and
thus is a natural laboratory to learn about the dynamicsebtieaking. Thus, the hope is that precision
measurements of the top quark will either confirm the SM’syie of electroweak breaking, or show
deviations which will point the way to a more complete theory

Even within the SM, the top’s large mass implies that it iscigle The large coupling of the Higgs
boson to top inferred from the mass suggests that ratesdoepses involving both Higgs and top can be
large. The top essentially determines the Higgs coupling/togluons (induced by a loop of top quarks)
and is significant in determing the coupling to two photorenfplementing a loop of bosons). The
top mass is an essential input in determining the SM prexfidor these processes. In addition, the top
contribution to flavor-violating processes in the SM (sushbattom- or strangeness-number violating
processes, which occur at loop level in the Standard Modalsually dominant, because the large top
mass disrupts the GIM mechanism and permits these procestd® place.

Perhaps the most famous role the top mass plays in the Sthltdalel is through the corrections
to electroweak precision observables at loop level. Theigien of experiments at LEP and SLAC is
enough to be sensitive to loop contributions of the Higgstapdand thus given the top mass measured at
the Tevatron, the precision data can be used to predict thetasiknown mass of the Higgs boson. The
most important top mass dependence contribution to therBleeak observables arises via the one-loop
radiative correction term r [1], related to the W mass through the relatian; = P o 1+

r). rdepends on the top mass via terms proportional tem 2, while the Higgs mass gives rise to
terms proportional tdogm 4 =m ; : therefore, the dependence on the Higgs mass is much wewler t
the dependence on the top mass and without a precise measitrefim ., no information about ; can
be extracted. The current value of the top mass,{ = 172.7 2.9 GeV/¢) [E] results in the following
constraints on the Higgs boson mass; = 9173, GeV/C, m 4 186 GeV/é at 95 C.L. limit.
The allowed region in then(; , m ) plane is displayed in Fig. 2.1.1, for different Higgs bosoasses,
in the SM and in the MSSM.

Even in theories beyond the Standard Model, the large tofs weas imply a special role for top.
In the minimal supersymmetric standard model (MSSM), thggdiquartic interaction is determined
from gauge couplings, and requires; my at tree level. This would be largely ruled out by the
LEP-II searches for the Higgs boson, if it were not for therguen corrections from loops of the top
quark — large because the large top mass implies strongiogui@ the Higgs, the MSSM would be
excluded by the null LEP search. As it is, the precise valu¢gheftop mass determines a prefered
range of MSSM Higgs masses. As a further test of physics libjlom Standard Model, the top mass
(along with the strong coupling constant) determines the (B&tliction for the rate oft production,
and correlated measurements of the top mass and crossnseitest theories which contain new
production mechanisms, or objects which decay like the tmlgand thus can be confused in the top
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event sample.

The following sections describe the methods used at thetfbevio measure the top quark mass
in the various channels, summarize the systematic uno@esithat dominate the results, and explain the
techniques for combination of results. In addition, theemtption for the top mass measurement during
Tevatron Run Il, and the plans for the LHC are also included.

2.2 Top Mass Determination at the Tevatron
Introduction
Contributed by: C. Gerber

The top quark is pair-produced ip collisions through quark-antiquark annihilation and giuo
gluon fusion. The Feynman diagrams of the leading order @udprocesses are shown in [ig. 2.2.2. At
Tevatron energies, theq ! tprocess dominates, contributing 85% of the cross sectite.gd | t-
process contributes the remaining 15%.

q t

g t 9 t 9 t
S K =

g t 9 t 9 t

Fig. 2.2.2: Leading order Feynman diagrams for the produaif tt pairs at the Tevatron.

Within the SM, the top quark decays via the weak interactmaw boson and & quark, with

a branching fractioB r(t ! W b) > 0.998. Thett pair decay channels are classified as follows: the
dilepton channelwhere bothw bosons decay leptonically into an electron or a mueg) ( , e );
the ‘+jets channel where one of ther bosons decays leptonically and the other hadronicayefs,

+jets); and thall-jets channelwhere bothiv bosons decay hadronically. A fraction of theleptons
decays leptonically to an electron or a muon, and two neagrimhese events have the same signature
as events in which the boson decays directly to an electron or a muon and are treat@aurt of the
signal in the‘+jets channel. In addition, dilepton events in which onehefleptons is not identified are
also treated as part of the signal in thgets channel. Twa quarks are present in the final state afta
event which distinguishes it from most of the backgroundcpsses. As a consequence, identifying the
bottom flavor of the corresponding jet can be used as a satectiteria to isolate thet signal.



Template Method
Contributed by: U.-K. Yang

The template method relies on reconstructed distributoditise top quark mass from Monte Carlo
for a wide range of mass values. The top quark mass is theactatt by comparing the reconstructed
top quark mass distribution from data to the Monte Carlo nasgplates using a likelihood fit.

In this method, the reconstructed top quark mass¥(°) in each event is obtained by using kine-
matic constraints on the top quark decay products. We redbat botht and t have the same mass,
and that twar particles have mass equal to 80.42 GeV (PDG value). Fot+tfsts channel these con-
straints are sufficient to construet:*=°, even though the longitudinal momentum of the neutrino is no
measured. For the dilepton channel these constraints asafiizient due to the two missing neutrinos.
We therefore have to assume some kinematic distributiossdan the Standard Model when calculating
the reconstructed top quark mass for each event.

Lepton+jet channel The tt events in the‘+jets channel are selected by requiring a high-pt lepton
(electron or muon), large transverse missing enetgy,(and at least four jets. Even though kinematic
constraints on the top pair system are sufficient to defirf@atlvectors of the top quark decay products,
we still need to figure out the correct jet-parton assignseihis task is very challenging, because the
association between partons from the top quark decay amhsgacted jets is complicated by many
processes, for instance parton shower, hadronizationjedneconstruction. In addition, the observed jet
energy is not precisely measured and additional jets aseptan the event from initial and final state
gluon radiation. Only 50% of the time the leading four jetstain four hard-scattered partons from the
top quark decays. In this analysis we perform a kinematidit to choose the best assignment and to
extract the reconstructed mas$=> for each event. The? expression is given by:

i;fit im eas 2 UE ;fit UE m eas 2
2 (Pr ) \¥ B )
i= ‘/Ajets T o=xy
i j
2 2 2 2
Lo Mgy M)t M Mg )T My Mo My Mo
2 2 2 2 -
W W t t

where .and ;..are the resolutions of the lepton and four leading jets@rjdand ., are corresponds
to the unclustered energy in the calorimeter. The jet emsrgre corrected to the parton-level. In each
event there are 12 combinations for jet-parton assignm@ére.pick the combination with the lowest

2 as the best assignment. An additional requirement?f, < 9 is found to give the best expected
statistical uncertainty on the top quark mass. This requemat effectively rejects badly reconstructed
events or background events).

Information frombtagging is very powerful in finding the correct combinatiofo improve the
statistical power of the measurement, CDF divides the sarbpted on the number of taggegets
(0, 1, and 2-tags) whereas DO uses only events with taggets. A typical reconstructed top mass
distribution for signal Monte Carlo (178 GeV sample) is shaw Fig.[2.2.3. The blue histogram in the
same figure shows the case for the correct jet-parton assiginms can be observed, the resolution of
the reconstructed mass is much better with mstagged jets.

The uncertainty in the jet energy scale is the dominant syatie error on the determination of
the top quark mass. We use the dijet massfrom hadronicw boson decay to reduce this error. The
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Fig. 2.2.3: The light histograms show the reconstructedjtegrk mass distribution for the78 G ev = HERWIG t=sample,
and the blue histogram for the correct jet-parton assignmen

quantitym 5;is sensitive to the jet energy scale but is relatively ingamsto the true top quark mass.
Thus, we can calibrate the jet energy scale in situ whilenstracting the top quark mass. CDF has used
both them j;templates and the a priori determinationjafs described in Se€. 2.3. All pairs of untagged
jets are used to get the best sensitivity to the jet energhe.s&arameterized signal templates for the
m £°°° andm  are shown in Fig._2.214. In the tagged samples, the size &bbaends is small. Most of
the background comes from boson production associated with real heavy flavor jetssso@ated jets
with a misidentifiedjet (mistags), and QCD backgrounds due to fake leptonskd@aand templates
for thew + jets with heavy flavor production and mistags are obtainecthfALPGEN Monte Carlo
samples. The mistag template is also used for the QCD baghkdrdecause the non-isolated lepton
data (QCD enriched sample) shows a very similar shape to istagrsample.

The reconstructed mass distribution from data is finally parad to parameterized signal tem-
plates for different values of top quark mass and jet eneogyes and background templates using an
unbinned likelihood fit. Gaussian constraints on the pebenergy scale and expected background rate
are used. Thus, the likelihood fit to the data returns the rarrabsignal events, the true top quark pole
mass and the jet energy scale. This simultaneous fit to thguagk mass and the jet energy scale results
in significant reduction of the total uncertainty as moreadatadded to the analysis because the dominant
systematic uncertainty, the jet energy scale, is part ostatstical error. Currently, the template method
used by both CDF and DO treats all events equally regardietsedlifferent mass resolution in each
event. We might be able to improve the resolution on the taslgmass by introducing a weight to each
event.
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Fig. 2.2.4: [Left] Signah :=°° templates for 1-btag(T) sample are shown with top quark esasanging fron.45 G ev =¢” to
205 G eV =¢Z and withJE s set to 0. [Right] Signah ;; templates for the 2-btag sample are shown with differentasbf the
JES.

Dilepton channel Reconstruction of the top quark mass*= in the dilepton channel is difficult be-
cause much of the final state kinematic information is lo$ie Template method has to make kinematic
assumptions on unconstrained variables, and obtain thmpildy distribution of the reconstructed top
quark mass for each event. The most probable value of thigbditon is taken as {°° for each event.

An unbinned likelihood fit is performed to parameterizednsigand background templates to extract a
top quark mass from data, like was done in thgts channel. CDF has developed three template meth-
ods, depending on the choice of the assumed kinematictdisons. The neutrino- weighting method
(NWA) uses the distributions of the two neutrinos; the full kinematic meth(KIN) uses thep, of the
ttsystem; and the neutrinoweighting method (PHI) uses theof the two neutrinos.

In the NWA method, we calculate ;°*° for possible solutions for variousvalues of the neutrinos.
A probability for each solutiony) is given by the measured missing energy)(and its resolution (y,

y)-

. B R t, B B
> 2 exp 2 2 :

p= &xp

The top quark mass that maximizes this probability is takem &< for each event. The template
method DO has developed is similar, but the probability fchesolution is based on the prediction of
the matrix element.

Kinematic Methods
Contributed by: U.-K. Yang

In the previous section we have shown that the reconstruofeduark mass (°*° has a strong
linear correlation with the true top quark mass. Howeveg, iitethod relies heavily on the calibration

9
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Fig. 2.2.5: TheL ., distributions for three different top mass values are shown

of the jet energy scale. CDF has developed a novel methochwisies the transverse decay length of
-hadrons from top decays to measure the top quark mass. Tétisooh avoids the jet energy scale
uncertainty as it relies on measurements by the trackingsys

In the rest frame of the top quark, the boost factoy {o theb quark from the top decay can be
written as

2 2 2

=mt+mb my O‘mt'
2m {m m p

We can see that the top quark mass is strongly correlated wathlong as the top quarks are produced at
rest. At the Tevatron, top quarks are mostly produced nesnfgst given that the transverse momentum
of the top quark is small compared to its mass. Thus, the gedietime of theb hadrons can be used
to extract the top quark mass. CDF used the transverse decathlof thec-hadrons . ,) as a measure

of the lifetime of thebhadrons. Fig. 2.2]5 shows,, distributions for three different top quark masses.
We can see that the,, distribution has good sensitivity to the top quark mass. aéBee this method
requires only a taggethjet from top quark decays, events with three jets in thiets are included.
Dilepton events can be easily included in the method, whietplan to do in the near future.

The transverse decay length, is obtained using the secondary vertex algorithm (Sec\@xice
SecVix finds a secondary vertex,, is calculated as the projection of the secondary vertextipasio
the jet axis. This method requires an efficient SecVtx atboriand an accurate simulation of the,,,
which has been tested using a heavy-flavor enriched datdes&mainlyd). CDF finds good agreement
in the average value af ., within 1.4% between data and simulated events. The aver@ges/of the
L, distributions are calibrated for various true top quark snaalues, including contributions from
backgrounds. The top quark mass is obtained by a simple fietaterage value af, from the data.

10



Currently the source of the largest systematic error at CbhiRes from inaccurate simulation of,,
including imprecise knowledge afhadron lifetimes.

Matrix Element Method
Contributed by: F. Canelli and F. Fiedler

Both CDF and DO have implemented methods to extract the maripossible information on the top
guark mass from their limitedt event samples and thus minimize the (statistical and dyenabr. In
these measurements, a probability density as a functiomecdssumed top quark mass is calculated for
each individual observed event by evaluating the diffea¢toss-sections for production of top-antitop
pairs of a given mass and for production of background e\,{@nﬁ]. The probability densities from all
events are combined into one probability for the event samipbm which the value of the top quark
mass is extracted. If the probability is calculated not adya function of the assumed top quark mass,
but also of the jet energy scale, both parameters can be neglesimultaneously. Both CDF and DO have
reported a measurement in thgets channel using the matrix element (ME) metthlﬂ[B, 7Rddition,
CDF have applied the ME method to the dilepton charmé] [8a®d, CDF have measured the top quark
mass in the'+jets channel using the dynamical likelihood method (DL@][

In general, the probability density... for one event to be observed in the detector can be ex-
pressed as the sum of probability densitieg, for signal andpbikg for n background processes as

Xn
Pevt = famPagn +  TikgPiig : (2.2.1)

i=1
Here, £, is the signal fraction of the event sample, and ftjgg denote the fractions of events from
the background sources, whefg, + L fgkg = 1. The probability density for a given partonic
final state to be produced in the hard scattering procesooptional to the differential cross-section
d 1, of the corresponding process. The differential crossi@edbr t- production will depend on the
assumed top quark mass. To obtain the differential crost$esein p p collisions, the differential cross-
section for the hard scattering process has to be convoWwitidthe parton density functions (PDF) of
the proton and antiproton. The finite detector resolutiotaken into account via a convolution with
transfer functions (TF) that describe the detector resporidese transfer functions are derived from

Monte Carlo simulated events.

For a measured event the signal probability density as a function of assumedjigrk mass

becomes

Z

X X

Pogn (X;m ) = daidpfepr (@ )fppr (@) hs(yim )TF (x;y) (2.2.2)

1
N
com bc11 wy A

(similarly for the backgrounds). Here, ,(y;m +) denotes the differential hard scattering cross-section
for ttproduction, andrr (x;y) is the probability to observe in the detector wher was produced. A
sum over all flavors (flav) of colliding partons has to be perfed, including the relevant PDFs. The in-
tegration is over the entire 6-particle phase space of akibte partonic final statgsthat could have led

to the event, and over the momentum fractiogsof the colliding partons inside the proton/antiproton.
The integration is performed numerically, and assumptimmshe detector response (e.g. good lepton

11



momentum resolution compared to the jet energy resolutdioyv to reduce the dimension of the in-
tegration space. The quantity ensures that the probability is normalized. The sum ovepgeton
assignments (comb) is discussed below.

The event selection for thetjets analyses (ME and DL) requires an energetic isolatedgell
lepton (electron or muon), missing transverse energy, aadtly four hadronic jets. The reconstructed
jets in the detector cannot be assigned unambiguously tpattens described by the differential cross-
section. Without the identification df jets, there are 24 possible assignments of jets to partams. |
events with identified jets, this number (and also the fraction of background es)astreduced. For
the ME measurement in the dilepton channel, events with tveogetic charged leptons, missing trans-
verse energy, and two hadronic jets are selected, which st 2 possible jet-parton assignments per
event. All relevant possibilities for assignment of jetp#rtons are taken into account as indicated in
Eq. (22.2).

In the DO and CDF ME measurement in tihgets channelit production is described with the
leading order matrix element, amd +jets background is described using matrix-elements frobmai-
tines of the Vecbos Monte Carlo generator, while QCD mulbjgckground is not handled explicitly in
the probability calculation. Jet and charged lepton angtewell as electron energies are assumed to be
well-measured in the probability calculation. A likeliddunction is determined for the event sample
as a function of top quark mass, jet energy scale, and of tfepert,,, defined in Eq.[(2.2]1). The
event selection and jet energy scale are taken into accouheinormalization of the signal probability,
and the background probability normalization is deterrdisech that the parametey,,, reproduces the
tefraction in the event sample. The top quark mass and jet gremge are then determined in a fit to
the likelihood.

For the CDF ME measurement in the dilepton channel, alsoetading order matrix element is
used. The background considered for this measurement aiéYan production with extra jetsy
pairs with jets, and singl@ production with jets one of which is misidentified as a lept&o far, the
jet energy scale uncertainty is treated as an external. error

In the dynamical likelihood (DL) technique used by the CDRatmoration in the‘+jets channel,
the integration over all possible partonic final states gsmed with a Monte Carlo technique, where
the mass of the leptonically decayimg boson is generated according to the Breit-Wigner form, and
parton energies according to a transfer function. Backgisuare then not treated explicitly in the
likelihood calculation; instead, the measured top quarksria corrected for the effect of presence of
background in the event sample.

Ideogram Method
Contributed by: M. Weber

As in the Matrix Element analyses a likelihood is calculafedeach event as a function of the
assumed top quark mass taking into account all possiblsegegraments and the probability that the event
was signal or background. The approach is very similar techrtigue, which was used by the DELPHI
experimentlﬂ?ﬁ]ﬂﬂw] to extract the mass of the Wiheat LEP. As in the Matrix Element
method the likelihood is described as a convolution of a sy&inction and the detector resolution.
The difference, however, is that in the ideogram method arkitic constrained fit is used to describe
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the detector resolution, and the physics function is sifigolito a relativistic Breit-Wigner describing
the average of the invariant masses of the supposed top ar@muark that were produced in the
event. The ME methods are based on matrix element integgatidich require significant computing
resources. The approximations of the signal and backgrpusiohbility functions used in the ideogram
method result in approximately a factor 1000 faster praogssmes. This is a major technical advantage
of the ideogram method especially considering running atyais multiple times for systematics eval-
uation and parameter optimization. The probabitity,. is the same as for the Matrix Element methods
in equation 2.2]1P ., andPy,, are functions of the full set of observables that charantettie evenk.
The event observablescan be divided in two groups. One set was chosen to providd geparation
between signal and background events while minimizing teetation with the mass information in the
event. These topological variables are used to construistcardinantD . The other event information
used is the mass information . from the constrained kinematic fit, which will give the sdivity to the
top mass. The variables used in the low-bias discrimimarare the same as developed in Rum [16].
The first variablex; £ it the missing transverse energy. The second variaple 2 is the aplanarity,
which is the least eigenvalue of the laboratory normalizedmantum tensor of the jets and tlie boson.

X3 Hﬁ measures the event centrality, where is the scalar sum ob, jof the jets, isolated lepton,

R ® in E},esser j

and the neutrinoH  , is the sum of thep; jof the jets excluding the leading jet, g, ¥ is

a measure of the jet separation folded together with thewense energy of the reconstructed W& ;5

is the least distance in space between any two of the four leading jeﬁ?serj is the smaller of
the two jetsE + 's. The transverse energy of the W is defined as the sumplofand ., § For each
variablex; we determine the probability density functiogsfor ttsignal ando; for w +jets background
from MC. We assume these to be nearly uncorrelated and we writ ~ . s’ andb= — L. With
the weightsw ; slightly adjusted away from unity fax, ;5,4 the correlation to the top quark mass was
nullified. A discriminantd is built from s(x) andb(x) as:

S(x)
s(x)+ b(x)

We do use a parametrized form fbor where the ratios (x; )=b(x; ) were parametrized with polynomial
fits E| The fitted mass informatios . is a set of kinematic variables, calculated from a conséchin
kinematic fit to the reconstructed jets, lepton and missiagdverse energy. The procedure explained in
section 2.B corrects the measured jets for the portion ofkimsvers which spread outside the jet cone,
but not for any radiation outside the cone. We do furtherexdrthe jet energies to that of the fragmented
partons in the MC. To derive this correction we use MC evertisr the jets could be matched to the
partons of thett decay and compare the jet energy to the parton energy infmmftom the MC. The
constrained fit technique is the same as used in the DO Runglaémmass analysiﬂlG]. The fit is
performed by minimizing a ? defined as:

= (x x )GE&E ) (2.2.3)

wherex, is a vector of measured variablesjs a vector of fitted variables, ar@ is the inverse error
matrix of the measured quantities ' is taken to be diagonal. The? is minimized subject to the

IAdditional transformations to the;s before the fit were done for the functions to be better apprated by polynomials:

3(x;=(1Gev ) 5) 0
)1 x;

x] = expl (max(0; = exp( 11x:), %) = I(xs),x) = © .
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kinematic constraints, (t! 1 b)=m ¢! gdp),m (1 )= My andm (gq)= My . The minimization
algorithm uses the method of Lagrange Multipliers; the im@a@r constraint equations are solved using
an iterative technique. The fitted mass;. and its uncertainty ;. are taken at the minimum of the

2. For every event we run the kinematic fitter for each of the @&sible permutationsof assigning
the 4-momenta of the reconstructed jets to the part@hs ). Thew -boson mass constraint on the
leptonic side can result in a twofold ambiguity on the neutriongitudinal momentunp,. Both cases
are considered and the fit is repeated for each initial gudssgood approximatioro and x , are
uncorrelated, and the,,, andp,; probabilities can be written as the product of a probabititpbserve
avalueD and a probability to observe .:

Pan (XM top)  Pyn (D )Pegn (X £7M top) (2.2.4)

and
Prkg(®x)  Fokg (D )Ppkg (X t) (2.2.5)

The normalized probability distributions of tediscriminant for signab ., (D )and background
Ppkg (D ) are obtained from Monte Carlo simulation. The permutatiaresweighted using weights;,
which estimate the relative probability for a certain jetrpatation to be the correct one. The relative
probability of each jet assignment purely depends on the? for the corresponding fit and is calculated

aswi;= exp( = 7). The signal termin Eq.2.2.4 is calculated as

24 Z 300
Pon (X £;M top) W GmymY% 1) BW (mo)dm® (2.2.6)
i1 100
and the background term:
X24
Prig (X t) w; BG @) (2.2.7)
=1

The signal term consists of the compatibility of the solntigith a certain value of the top mass,
taking into account the estimated mass resolutigfor each jet permutation. This is given by a con-
volution of a Gaussian resolution functien(m ;;m %; ;) describing the experimental resolution with a
relativistic Breit-WignerB w (m %m . ), representing the expected distribution of the averagaetwo
invariant masses of the top and anti-top quark in the eveng fop mass ..

For the background term a weighted sam m ;) is used, where BG(m) is the shape of the mass
spectrum obtained from W+jets in MC simulation with all éegrweighted according to the permutation
weightw ; assigned to each solution. The Breit-Wigner and other ptatiom signal shape are normal-
ized to unity on the integration interval: 100 to 300 GeV.d hiterval was chosen large enough not to
bias the mass in the region of interest. Since each eventdépendent the combined likelihood for the
whole sample is calculated as the product of the single éN@fihood curves:

Y
Lsamp(m t;fsgn): Levtj (m t;fsgn)
j

This likelihood is maximized with respect to the top massand the estimated fraction of signal in the
samplefgy,.
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2.3 Systematic Uncertainties
Contributed by: F. Canelli, F. Fiedler, M. Weber, and U.-K. Yang

Systematic uncertainties arise from the modeling of ptsypiocesses and from the simulation of
the detector. These two sources are described in the twawfiolfy sections.

Physics Modeling

Signal Modeling: When tt events are produced in association with a jet, the additimtacan be
misinterpreted as a product of thedecay. Such events are present in the simulated events arstbe f
calibration of the method. We tuned the initial and final estgluon radiations in PYTHIA by using
the transverse momentum of Drell-Yan events and extragubled theg 2 region of thett production.
Uncertainties on the extra jets are estimated based onuhisg The difference betweett cross-
sections calculated at leading and next-to-leading osdalsb used to estimate abundance of such events.
To assess the uncertainty in the modeling of these effédws,ftaction is varied in the simulation. Also,
the relative cross-section of the processgd ttandgg ! tis varied.

Background Modeling: The main background in the lepton+jets channel is due to theéygtion of
jets in association with a leptonically decayig. In order to study the sensitivity of the measurement
to the choice of background model, the factorization sclgo= m; + | pf  used in the modeling

of W +ets events is replaced ly” = rp; ,5i%.

PDF Uncertainty: To study the systematic uncertainty on the top mass due ftchibiee of PDF used
to simulate signal and background events, the variatiomgigied with the next-to-leading-order PDF set
CTEQ6M ] are used. The result obtained with each of thesm@tions is compared with the result
using the default CTEQ6M parametrization. The differenegveen the results obtained with the CTEQ
and MRST PDF sets is taken as another uncertainty. Finallyvalue of  is varied. All errors are
added in quadrature.

Bottom Fragmentation and Semileptonic Decays: The estimate of the jet energy scale from a priori
information and fromw ! §j decays do not give direct information on thgets energy scale. The
rjets can behave differently from gluon and light quark jeéxause of their different fragmentation
models, more abundant semi leptonic decays and differéat ffow in t-events thani -daughter jets.
However, we find that a major uncertainty on thget energy scale comes from common features of
the generic jets. We study simulatedevents with different fragmentation models iejets due to the
choice of the model.

The reconstructed energy biets containing a semileptonic bottom or charm decay isimegal
lower than that of jets containing only hadronic decays.sTda@n only be taken into account for jets in
which a soft muon is reconstructed. Thus, the fitted top quaaks still depends on the semileptobic
andcdecay branching ratios. They are varied within the boundsrgby the LEP resuItJ;;LhS].
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Jet Energy Scale

Since the measurement of the top quark mass requires thended¢ion of the four-momenta of quarks
which relies on the reconstruction of hadronic jets reaglfrom fragmentation, the dominant systematic
uncertainty comes from our measurements of the jet energies

At CDF and DO, jets are observed as clustered energy demusiti the calorimeters. Both experi-
ments use a cone algorithm defined with a radius @f=0.4 andr ;..=0.5 for CDF and DO, respectively.
Measured jet energies are corrected to best describelpgédis or partons energies. The accurate mod-
eling of the detector response as well as a good understantithe fragmentation process is an essential
requirement for these corrections.

In the following, we describe the corrections to the measyet energy and the determination
of thﬁverall jet energy scale in CDF and DO. A more detaibgplanation can be found iIELhEZO]
and [21].

The overall jet energy scale is the dominant systematic rteiogy on top quark mass measure-
ments in the lepton+jets channel unless it is determinedlsameously (“in situ”) with the top quark
mass from the same event sample. Both CDF and DO have showrasatyses with a simultaneous
measurement of the top quark mass and overall jet energg.98at even for such an in situ calibration,
systematic errors still arise from the possible dependendke jet energy scale on the energy itself or
on the position in the calorimeter.

CDF Jet Energy Scale CDF uses the Monte Carlo simulation to determine the jetggnscale al-
lowing to correct an energy range from 8 GeV to 600 GeV. Thwefthe major task involved in the
determination of the jet energy scale is the tuning and a#ibd of the detector simulation as well as of
the physics modeling used in the simulation.

Before corrections are derived, the energy scale for thetrelmagnetic calorimeter is set using
electrons from the decay ! &"e and the energy scale for the hadronic calorimeter is setdo th
test-beam scale &fo GeV/ccharged pions.

The corrections are divided in different levels to allow malifferent analyses in different groups
to use them and to create an experiment-wide definition afnetgies. Firstly, measured jets are cor-
rected for all instrumental effects to a particle-levelydtich corresponds to the sum of the momenta of
the hadrons, leptons, and photons within the jet cone.dRaitvel jets are then corrected to parton level
energies.

Since the simulation is used to correlate a particle jet talaroneter jet a detailed understanding
of the detector is needed. The simulation is tuned to modekeésponse of the calorimeter to single
particles by comparing the calorimeter energy measurenierto the particle momentuny, measured
in tracking detectors. Here, measurements based on batheasy and CDF data taken during Run I
are used. The calorimeter simulation is most reliable indbetral part of the calorimeters since the
tracking coverage in the forward regions is limited. Theref the forward calorimeter jet response is
calibrated with respect to the central, to flatten out thergsponse versus the jet polar angle. This
procedure also corrects for the lower response in poorlyunsented regions of the calorimeters. After
tuning the simulation to the individual particles respoasel achieving a jet response independent of
the polar angle, calorimeter jets are corrected to a parii, i.e. they are corrected for the central
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calorimeter response. Since the correction is derived onulation, it is also important to ensure that
the multiplicity and momentum spectrum of particles in tla¢gedis well reproduced by the simulation.

A further correction is made for pile-up of additionalp interactions. This pile-up can lead to an
overestimate of the jet energy if particles produced in tthditeonal interactions happen to overlap with
those produced in the hard scattering process. Similddyjet energy is also corrected for particles from
the underlying event, i.e. interactions from spectatorkgiand initial state QCD radiation.

Since the jet cone is of finite size some patrticles origimafiom the initial parton may escape
from the jet cone either in the fragmentation process or dymtton radiation. The out-of-cone energy
is measured in MC events. Depending on the analysis diffemnections are used. For matrix element
based analyses these corrections correspond to the tré&unstéons. Here, the full shape of the mapping
between particle jets and parton energies is used. The &¢enphalysis uses an average correction of
this mapping also obtained fromeHERWIG MC.

The original parton transverse energy is estimated by cting the jet for all the above effects:

parton jet particle

Pr = (p7 C Cui1) Caps Cue + Cooc = Pr Cue + Cooc (2.3.8)
where p2*™™" is the transverse momentum of the parent parton the proedduimed atp)*" is the

transverse momentum measured in the calorimetepg?élffj‘ﬂe is the transverse momentum of the parti-
cle jet. The different factors in the corrections ate:, “ -dependent” correction, ensures homogeneous
response over the entire angular range;:, “Multiple Interaction” correction, is the energy to sudtt
from the jet due to pile-up of multiple p interactions in the same bunch crossimgi., “Absolute”
correction, is the correction of the calorimeter resposiiaé momentum of the particle jet. Particle jets
can be compared directly to data from other experimentsemrttical predictions which include parton
radiation and hadronizatiort ;z andCq o, the “Underlying Event” and “Out-Of-Cone” corrections,
correct for parton radiation and hadronization effects thuhe finite size of the jet cone algorithm that
is used. Note that theyz andC, ¢ corrections are independent of the experimental setupthe
CDF detector environment. All the correction factors artedained as a function of the jet transverse
momentum but they apply to all components of the four-monrnmantf the jet.

Various cross-checks using different physics processegef, z +jet,w +jet) are done to validate
the universality of the procedure and verify the systematicertainties.

The systematic uncertainties take into account any diffege observed between the data and the
simulation and possible systematic biases in the procasked to determine the corrections. Data and
Monte Carlo are compared in every step of the correctiongaore, and the uncertainties are added in
quadrature. The final systematic error on the jet energyessahown in Fig. 2.3]6. The total systematic
uncertainty on the jet energy scale varies between 8% atdbwy jand 3% at high jepr . The systematic
uncertainties are largely independent of the correctig@ied and mostly arise from the modeling of
jets by MC simulation and from uncertainties in the calofieneesponse to single particles.

Forpr > 60 GeV/cthe largest contribution arises from the absolute jet gnsale which is
limited by the uncertainty of the calorimeter response targhd hadrons. A further reduction of the
systematic uncertainties can be achieved by improvinguhmg of the simulation, and by including
in situ single track data which recently became available, reptptést beam data used so far in the
momentum region 7-20 Ge¥And probably beyond.

At low p; the largest uncertainty arises from the out-of-cone enerigich can be improved by
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further studying differences between the data and the gtieds of PYTHIA and HERWIG, and by
optimizing the fragmentation and underlying event modddath generators.

T T T T T
Quadratic sum of all contributions
Absolute jet energy scale B
-+ Out-of-Cone + Splash-out
Relative - 0.2<|n|<0.6 1
Underlying Event

50 100 150 200 250 300 350 400 450 500
p;" (GeV)

Fig. 2.3.6: CDF jet energy scale systematic uncertainsesfanction of the corrected jet in 0.2< j < 0.6.

DO Jet Energy Scale The measured energy of a reconstructed jet is given by the dfuemergies
deposited in the calorimeter cells associated with theyjet tone algorithm. Several mechanisms cause
this energy estimate to deviate from the energy of the pariwel jet:

Energy Offset: Energy in the clustered cells which is due to noise, undeglygvent, multiple
interactions, energy pile-up, and uranium noise lead tofsetE , (R ; ;L) of jet energiesE,
is determined from energy densities in minimum bias events.

Calorimeter Response:Jets consist of different particles (mostly photons, pida®ns, protons
and neutrons), for which the calorimeter response is differ Furthermore, the calorimeter re-
sponds slightly non-linearly to particle energies. ThepoFseR ;.. (E5.5*°; ) is determined with

+jets events requiring transverse momentum balance. Towplscale is measured indepen-
dently with high precision irz. | eeevents.

Showering Corrections: Not all particles deposit their energy within the jet conéheTraction
R cone R FE G575 ) deposited inside the cone of radies= =~ ( ¥+ ( )?is obtained from
jet energy density profiles.

Consequently, the corrected particle level jet enetgy:* is obtained from the measured reconstructed

jet energye ™. 2° as

jet
E m eas EO
B = o (2.3.9)
jeth cone

The offset energy , is defined as the energy contribution to a jet that is not aatamt with the
hard scattering process. Contributions to the offset cawm Electronic noise, uranium noise, pile-up,
and energy from additional interactions underneath therdésting physics process. The shaping time of
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the DO calorimeter readout electronics is longer than timebwrossing time of 396 ns, so the signal from
an earlier bunch crossing may contribute to the energy ofghender consideration. The offset energy
is measured from minimum bias events, which are defined agstgggered by the condition that the
luminosity counters on both sides of the interaction poiathat. As a cross-check, the contribution from
noise and pile-up is also measured from events without aihgethction.

As in Run|l, DO uses the missirg; projection fraction method to measure the calorimeter re-
sponse from the>: imbalance in back-to-back +jet events@l]. For an ideal detector, the photon
transverse momentum. and the transverse momentum of the hadronic regsit are balanced. How-
ever, because the calorimeter response to photonsand hadronic jetsg "9, is different, an overall
transverse momentum imbalance is observed:

had _

R p + R Padp! = (2.3.10)

The missing transverse momentuysn is corrected for the electromagnetic calorimeter respansg

which is determined from the position of the mass peak in! e"e events. After that, the hadronic

response is obtained as

A (2.3.11)
(B )?

In events with one photon and exactly one jet, the jet respoas be identified with the hadronic re-

sponse. The jet response is determined as a function ofgegyeand pseudorapidity, and an additional

correction is applied for jets in the region between the re¢@ind endcap calorimeter cryostats.

rRPd = 14

Part of the jet energy may be deposited outside the jet coomuke of the finite lateral shower
width and because charged particles may be bent outsidetteely the magnetic field. This effect is
measured from energy density profiles of jets. Because gdugasion and fragmentation processes also
contribute to the energy density profile measurement, thffeets are corrected for using Monte Carlo
simulation.

Additional corrections are needed to reconstruct the gnefga jet containing an identified
semimuonic decay of a bottom or charm hadron. The expected)eithat the muon deposited in the
calorimeter is subtracted from the jet energy, and the muomentum and the average neutrino momen-
tum added. The average neutrino momentum has been obtaomedimulated events and is calculated
as a function of the momentum of the muon and its transversaentum relative to the jet axis.

In each event, the missing transverse momentum is adjustalding to the jet energy scale
factors applied to all jets in the event.

The measurement technique for the top quark mass is caibrading Monte Carlo simulated
events. Consequently, the ratio between data and Monte Gfite jet energy scale and the associated
uncertainty are the relevant quantities for the top quarksmaeasurement. Because the dependence of
the jet energy scale on jet energy and pseudorapidity isem®ssarily the same in data and Monte Carlo,
this ratio will depend on jet energy and pseudorapidity a.viie measurements of the top quark mass
at DO, these dependences are taken from thgt measurement. The overall data/Monte Carlo scale
factor,JE s, is either taken from the +jet measurement as well, or determined “in situ” simultarsty
with the top quark mass in measurements using lepton+jetgents.

The jet energy scale fasjets may be different from that for light quark jets. If thdative blight
qguark jet energy scale is different in data from that in thawation, then the measurement of the top
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guark mass is affected. The uncertainty on this double iatigstimated by varying the ratio of the
calorimeter response to hadrons and electrons, and byneatyie b quark fragmentation model. In
addition, the double ratio is cross-checked withjet events where the jet is tagged by the presence of a
secondary vertex.

If the overallgE s factor is determined simultaneously with the top quark mieesstatistical error
on the latter increases by a factor of about 1.5. The unceytan the energy dependence of the jet energy
scale measurement from+jet events contributes a systematic error to the top quaksnmeasurement
of 250 MeV B’]. Currently, the largest systematic uncetttgion the top quark mass measurement with
in situ JE S calibration comes from the knowledge of th#ight quark jet energy scale ratio. This
systematic error is about 1 GeV.

2.4 Top Mass Combination
Contributed by: D. Glenzinski

A world average top quark masd, ., is obtained by combining the various Tevatron measure-
ments. The average is performed by the Tevatron Electroméaking Group (TevEWWG) with work-
ing members from both the CDF and DO Collaborations. The mexstnt combination is described in
detail in referencéﬂZ] and includes preliminary CDF and@asurements using abaf0 pb ' of
Run Il data. A summary of the methodology is given in this ieect

The combination takes into account all statistical andesystic correlations. Measurements of
M . in the lepton+jets (I+)), di-lepton (dil), and all-jet (g)l channels from both CDF and DO are com-
bined using the analytic BLUE methdﬁ 24] and cross-kbeasing a numerical > minimization.
The experiments supply the inputs and the TevEWWG, in coftkaion with the experts from the ex-
periment, specifies the error categories. The definitionr@ir&ategories is driven by the categories of
uncertainties considered and their correlations. For g@tenin an effort to more accurately account for
the JES uncertainties correlated between the experimbetdES is broken into several sub-categories.
The error categories are discussed in detail below.

At present, each experiment evaluates the associatedr@tsteincertainties independently, often
times using different techniques. These differences cfattethe weight a particular input carries, and
thus the world average . as a result. While at the present time these differencestaffie average
M . at the level of100 M &7 =c?or less, the TevEWWG will focus on more accurately deterngnihe
intra-experiment correlations as the precision of the doatipn continues to improve. For example, by
specifying the methodology to use when quantifying paléicalasses of systematic uncertainties (e.g.
the Signal Modeling, Background Modeling, and JES uncdtitss). These discussions have already
begun, although there is nothing concrete to report at itmie.tOnce LHC results become available, the
precision on the world average . may be such that these same specifications may also be importa
when including the new LHC results. Thus it will be importémdocument any common methodologies
used.

The following error categories are used when performingvthecombination:

Statistical: The statistical uncertainty, calibrated to corresponde8s coverage using pseudo-
experiments to study the r.m.s. of the resulting pull disttion.

Signal Modeling: This includes modeling uncertainties related to ISR, FIBE,Rnd . variations
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in ttevents.

Background Modeling: This includes modeling uncertainties related to fragmtmag 2, and nor-
malization variations in background events.

Monte Carlo Generator: This includes comparisons of fit biases introduced whenguslifferent
Monte Carlo generators to simulate events. This arguably double-counts some of the uncer-
tainty in the "Signal Modeling” category and may be revisedage gain further confidence in the
methodologies and variations used to quantify those mogleincertainties.

Fit: This includes uncertainties from limited Monte Carlo stti¢is, and other possible (small) residual
biases related to the specific techniques used to detemmirier a given input.

Uranium Noise: Includes uncertainties specific to DO Run | results whictoaat for effects of noise
in the Uranium calorimeter on the jet energy determination.

In-Situ JES: This is the uncertainty from the JES as determined using thesrofin situw ! oo’
decays. At this time this determination is completely stat$ dominated and is thus treated as
uncorrelated between CDF and DO.

JES Modeling: This includes modeling uncertainties from fragmentatiod aut-of-cone showering
variations which affect the determination of correctiorz@ssary to estimate the original parton
energy from the measured jet energy.

JES B-jet Modeling: This includes modeling uncertainties specific to B-jets mrutlides fragmenta-
tion, color flow, and b-decay branching fraction variations

JES B-jet Response:This includes uncertainties arising from differences ia #h ratio between
light-quark-jets and B-jets and is specific to DO Run II.

JES Relative Response:This includes uncertainties arising from uncertaintiesoagted with the
-dependent corrections made to flatten the calorimetepresspas a function of pseudo-rapidity.

JES Calibration: This includes uncertainties arising from the limited si#ts of the calibration and
control samples used to determine several components d&8eorrections.

The techniques used to quantify these uncertainties aided in detail in Sectioh 2.3 above. The
eightM . measurements presently included in the combination arersuined in Tabléﬂﬂl Note
that the CDF Run Il determination in the lepton+jets chanrsds both theén situw ! gg’ mass
and the external calibrations to determine the JES. In a@@ccurately account for the correlations
with other inputs that measurement is recorded as two sepemauts with the JES components of the
uncertainty appropriately divided while the remainingtistecal and systematic uncertainties are taken
to be100% correlated. The combination of these two inputs yields Hmaes statistical, systematic, and
total uncertainty as the original measurement.

In the combination, the categories of uncertainty disadisd®ve are assumed to have the follow-
ing correlations among the various inputs:
The Statistical, Fit, anth situ JES uncertainties are taken to be uncorrelated among allsnp

The Uranium Noise and JES Relative Response uncertainietaken to bel00% correlated
among all inputs from the same experiment, but uncorrelaétdieen the experiments.

2The inputs listed in Tab[e2.4.1 are the same as those useﬂeirenceﬂZ]. Since then the two CDF Run Il measurements
have been finalized and publish [@[26] with small imgroents to some of systematic uncertainties. However, these
improvements have not yet been included in a new TevatrorbowdM ..

21



The JES uncertainties from B-jet Response and Calibratietesien to be 00% correlated among
all inputs from the same experiement and data-taking péigodrun | or Run Il) and uncorrelated
otherwise.

The Background uncertainties are taken talbes correlated across all inputs in the same final-
state (ie. all-j, I+, or dil), regardless of experiment @ta-taking period, and uncorrelated other-
wise.

The Signal, Monte Carlo, JES Modeling, and JES B-Jet Modalincertainties are taken to be
100% correlated across all inputs.

The resulting global correlation coefficients are given alE[2.4.2 and yield a world average
M= 17277 29 Gev=¢ (2.4.12)

with a ?=dof = 6:5=7, corresponding to a ? probability of 495 . The total uncertainty of

29 G &/ =¢ is the quadrature sum of a Statistical uncertainty of:7 G ev =&, a total JES uncer-
tainty of  2:0 G &/ =¢, a Signal uncertainty of 9 G &7 =c?, a Background uncertainty of9 G &/ =%, a
Uranium Noise uncertainty of 3 G &/ =c?, a Fit uncertainty of:3 G &7 =c, and a Monte Carlo uncer-
tainty of 02 G &7=c’. The inputs and the combined . are all shown together in Fif.2.4.7 while the
pulls and weights of each input are given in Tdble 2.4.3. Bsae of negative weights, as observed in
this case for one of the inputs, is discussed in detail inreeiee [L_Zb] and arises when the correlation
coefficient is comparable to the ratio of the total uncettegnbetween two measurements.

2.5 Top Mass Expectations
Contributed by: D. Glenzinski

Using the new Run Il measurements as a basis, some simpépelbdtions have been performed
in order to roughly estimate what the future sensitivity loé fTevatron combinett . might be. The
present Run |l results each use approximately pb !, a factor of 15-20 less than the expected data set
at the end of Run Il. It is important to note that at presentJf&® uncertainty is effectively the weighted
average of then situ JES with the quadrature sum of the remaining JES uncerairso that as the
data sets increase tlive situ determination will improve and will eventually come to dorate the JES
uncertainty. Initial studies indicate that the total JE®ertainty will fall to approximatelyl :5 G &/ =¢?
per experiment with. fo data-sets (each) and to 1:0 G &/ =¢ per experiment for data-sets exceeding
4 fb each. Even under thepconservative assumptionathigtthe Statistical anéh situ JES uncertainties
improve (proportional tal= N ) with increasing data-sets while all other uncertaintiess fixed, the
ultimate Tevatron combined sensitivity should readilytiglow M . < 2G &7 =¢. Figurd2.5.B shows
how the total uncertainty in the I+j channel for CDF is exjeekcto evolve. For this extrapolation the
expected statistical uncertainties have been estimateéitigrming Monte Carlo pseudo-experiments at
several luminosity points, assuming the Standard Madekoduction cross-section, and assuming the
signal and background acceptances do not change with tfeaging instantaneous luminosity necessary
to meet the Run Il delivered luminosity goals. With thesesammative assumptions, CDF alone with this
single channel alone is expected to do better than the atigibR estimates for the CDF combined
sensitivity ]. Using extrapolations for the other inputith the same conservative assumptions and
repeating the combination using the same error categoniésarrelations discussed above predict an
ultimate Tevatron combined sensitivity ofv . 15 G e/ =¢ for data-sets of 4 fb collected per

22



Run | Published Run Il Preliminary
CDF DO CDF DO

all-j |+] dil |+] dil || (+): (+)e dil |+]

Result 186.0 176.1 176.4 180.1 168.4 173.5 165.3| 169.5
Signal 1.8 2.6 28 11 1.8 11 15| 0.3
Background 1.7 1.3 03] 1.0 1.1 1.2 1.6 0.7
Generator 0.8 0.1 0.6/ 0.0 0.0 0.2 0.8 0.0
Fit 0.6 0.0 0.71 0.6 11 0.6 06| 0.6
Ur. Noise 0.0 0.0 0.0/ 1.3 1.3 0.0 0.0/ 0.0
Sub-total 2.7 2.9 3.0/ 21 2.7 1.7 24| 1.0
JESin situ 0.0 0.0 0.0/ 0.0 0.0 4.2 0.0 0.0/ 3.3
Model 3.0 2.7 26| 20 2.0 0.0 2.0 22| 0.0
B-Model 0.6 0.6 0.8/ 0.7 0.7 0.6 0.6 0.8/ 0.7
B-Resp. 0.0 0.0 0.0/ 0.0 0.0 0.0 0.0 0.0/ 0.9
Rel-Resp. 4.0 3.4 27 25 11 0.0 2.3 14, 0.0
Calib. 0.3 0.7 0.6/ 0.0 0.0 0.0 0.0 0.0/ 0.0
JES Total 5.0 4.4 39 33 2.4 4.3 3.1 2.7/ 3.5
Syst Total 5.7 5.3 49| 3.9 3.6 4.6 3.5 3.6/ 3.6
Statistical 10.0 51 10.3) 36 123 2.7 6.3 3.0

Total | 115 73 114 53 128] 41 73] 47|

Table 2.4.1: The inputs for the most recent world averagecombination |L—2|2]. All values are i &7 =c”. The CDF Run Il
measurement in the I+j channel is specially treated as itbestim the text. The total uncertainties are the quadragure of
the individual uncertainties listed.

experiment. It should be noted that at present, as discussedk in Sectiof 213, several systematic
uncertainties are limited by the statistics of the samptesiuio quantify them. Thus it is reasonable to
expect that these, too, will improve with time to yield anmetter Tevatron combined sensitivity.

2.6 Top Mass Determination at the LHC
Contributed by: A.l. Etienvre, A. Giammanco

Introduction

At the LHC, the top quark will be produced mainly in pairs thgh the hard processy ! t=(90%)
andgqg ! t(10%) ; the corresponding cross-section, at the next-to-lepdider, is equal to 7967;

pb : therefore, we expect roughly 8 millior: pairs to be produced with 100 days at low luminosity
(corresponding to an integrated luminosity of 10 fi

In order to ensure a similar contribution to the indirect si@ament of the Higgs mass, the precision
onmy andm . must fulfill the following relation : m . * 0:710 2 my . At LHC, we expect to
reach an accuracy of 15 Me¥/onm ; and 1 GeV# onm .. With these precision measurements, the
relative precision on a Higgs boson mass of 115 GéWeuld be of the order of 18 [@]. The various
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Run | Published Run Il Preliminary

CDF DO CDF DO
all-j 1+ dil [+] dil || (H+): (+)e il [+]
CDF1 all+j 1.00
CDFI1 I+ 0.32 1.00
CDF1 dil 0.19 0.29 1.00
DO [+] 0.14 0.26 0.15 1.00
DO dil 0.07 0.11 0.08 0.16 1.00

CDFIl (1+j): || 0.04 0.12 0.0 0.10 0.03| 1.00
CDFIl (). | 0.35 054 029 0.29 0.11|| 0.45 1.00

CDF Il dil 0.19 0.28 0.18 0.17 0.10/ 0.06 0.30 1.00
DOIl 14 0.02 0.07 0.03 0.07 002/ 007 0.08 0.03 1.00

Table 2.4.2: The matrix of global correlation coefficiengtveen ther . measurements of Tallle Z.4.1 using the error categories

and assuming the correlations described in the text.

Run | Published Run Il Preliminary
CDF DO CDF DO
all-j |+] dil I+ dil || (1+); (+).  dil |+]
Pull +1.19 +0.51 -0.48 +1.67 -0.34 +0.28 -1.11| -0.86
Weight [%] || +1.0 -0.2 +1.1] +18.8 +2.1 +36.0 +8.0| +33.3

Table 2.4.3: The pull and weight of each input from Tdble RiA.the Tevatron combined . determination using the global
correlation coefficients given in Taldle 2.4.2.

methods developed to measure the top mass at the LHC arénedyléogether with their advantages,
their disadvantages, and their corresponding systematicse

Systematic Uncertainties

For the top mass analyses presented here, performed witfih® or CMS, several systematic un-
certainties have been estimated. The main sources of ggonsmon to several analyses, are briefly
described below.

Jet energy scale When the top quark is reconstructed via its hadronic decay (Vb ! jjb), the
accuracy of the measurement of its mass relies on a precseléage of the energy calibration for both
light jets and b-jets. The energy of the two light jets can &lécated precisely event by event using an
in-situ calibration based on the W mass constr@t [29])evtiie b-jet energy scale has to be calibrated
independently : therefore, their contributions to systéenarrors are always estimated separately.

A jet energy scale calibration at the level of 1for both light jets and b-jets, should be reached at
LHC : the corresponding errors on the top mass measuremeen gielow correspond to this level of
precision. The estimation of an absolute jet energy scatenminty has been carried out applying
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Mass of the Top Quark (*Preliminary)

Measurement Miop [GeVic?]
CDF-I di-l ol 167.4 % 11.4
DO-I  di-| o-: 168.4+ 12.8
CDF-Il di-I* —0——- 165.3% 7.3
CDF-I 4] N 176.1+ 7.3
DOl 4] ' o— 180.1 + 5.3
CDF-Il 1+j* —:p— 1735+ 4.1
DO-Il I+ —— 169.5 + 4.7
CDF-I all o 186.0 + 11.5

i 2/ dof = 65/7
Tevatron Run-I/11* -+— 172.7+ 2.9

150 170 190
M., [Gevic’]

Fig. 2.4.7: The inputs for the Tevatron combined combination and the resulting world average top quark n@stsined as
described in Sectidn2.4.

different miscalibration coefficients to the reconstracjet energies ; a linear dependence has been
observed.

Initial and final state radiation The presence of initial state radiation (ISR) of incomingtiqas and
final state radiation (FSR) from the top decay products hampact on the top mass measurement. In
order to estimate the uncertainty due to these radiatidgrestdp mass has been determined with ISR
(FSR) switched on, at the generator level, and ISR (FSRhedt off. The systematic uncertainty on
the top mass is taken to be 200f the corresponding mass shifts : this should be a consesvegtimate,
assuming that ISR and FSR are known at a level of order &f @].

b-quark fragmentation The systematic error due to an imperfect knowledge of thedrigfragmen-
tation has been estimated by varying the Peterson paramietee fragmentation function (equal to
-0.006) within its experimental uncertainty (0.0025) : tlmnsecutive shift on the top mass is taken as
the systematic error on the top mass.
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Fig. 2.5.8: The total uncertainty on the top quark mass fer@BDF lepton+jets channel, extrapolated to larger datatsshg
the assumptions described in Secfiod 2.5 and based on thedo@tgy described in referen@[ZS].

Background The background of the top quark reconstruction is dominhtedrong combinations in
ttevents themselves (FSR, wrong association of the W to thhesqmsnding b-jet,..). Varying the back-
ground shape and size in the fitting procedure of the top mia#bdtion gives access to the resulting
uncertainty on the top mass measurement.

Top mass measurement in the lepton + jets channel

The lepton plus jets channel will provide a large and cleanpda of tt events and is probably the most
promising channel for an accurate measurement of the top.riag main backgrounds are summarized
in Table[2.6.4, with their corresponding cross sectionsexpicted number of events at 10 th Before

any selection, the signal over background ratio is of theood 10 “. Events are selected by requiring
one isolated lepton (electron or muon) with 20GeV/candj § 25, S 20 GeV/é¢, and

at least 4 jets withp: 40 GeV/c andj 5 2:5, of which two of them are required to be tagged as
b-jets. Jets used for these analysis are reconstructedawith = O:4|§ cone algorithm. After these
cuts, S/B becomes much more favorable : $/B0.

Top mass measurement using the hadronic top decaﬂ?,lﬂ]ﬁ[@], [@]) The top mass is esti-
mated here from the reconstruction of the invariant mas<glwfese-jet system : the two light jets from the
W and one of the two b-jets. The determination of this comtipmeof three jets proceeds in two steps :
the choice of the two light jets, and the choice of the b-jgbamted to the reconstructed hadronic W.

R = 2 4 2
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I Process | Cross section (pb) Number of events @ 10 i (millions) ||

I Signal | 250 | 2.5 millions |
! 1 + Jets 2210 2210°
W + jets ! 1 + Jets 7.810 78
Z + Jets ! I'l + dJets 1.210° 12
WW ! 1 + jets 17.1 0.17
WZ ! 1 + jets 3.4 0.034
272 ! 11 + Jets 9.2 0.092

Table 2.6.4: Main backgrounds to the lepton (I =)et jets ttsignal.

Events kept after the selection described above have attfeadight jets above a given threshold

on their transverse momentum. In a first step, we select tieohe W candidates in a mass window of

5 n 45 around the peak value of the distribution of the invarianssaf the light jet pairs, made with
events with only two light jets (, 55 is the width of this distribution).
In order to reduce the incidence of a light-jet energy misssugement (due to the energy lost out of
cone) on the precision of the top mass measurement, anuircaglibration of these jets is performed,
through a 2 minimization procedure @9]@2]). This minimization applied event by event, for each
light-jet pair combination. The expression of, given by equation{2.6.13), is the sum of three terms :
the first (and leading) one corresponds to the constraineofethpair invariant mass 4 to the PDG W
mass f ; ) ; the others correspond to the jet energy correction factor (i = 1;2), to be determined
by this minimization (; (i = 1;2)is the resolution on the light jet energy).

;@15 2) my ) Eald o 1))? Epd o))

(2.6.13)

The ?is minimized, event by event, for each light jet pair ; théntiget pair 5, ; 3, corresponding
to the minimal 2 is kept as the hadronic W candidate. This minimization pdoce also leads to the
corresponding energy correction factors; ,. The hadronic W is then reconstructed with the light jets
chosen by this  minimization.

Several methods have been investigated to choose the imgeigathe two candidates, and the one
giving the highest purity has been kept : the b-jet assatitteéhe hadronic W is the one leading to the
highestp; for the top.

The reconstructed three jets invariant mass is shown iP5 the mass peak (176.10.6 GeVE) is

in reasonable agreement with the generated value (175&geYHe width is equal to 11.9 0.7 GeVE.
The overall efficiencies and purities, with respect to leptgets events, are summarized in Tdble 2.6.5:
we expect with this method 64,000 events at 10'fbcorresponding to a statistical error equal to 0.05
GeV/c.

The dominant remaining background to lepton + jetevents comes from W + jets events. The
contribution to the top mass measurement is negligible vahees of the mass peak (176.10.6 GeVE
for signal only, 176.2 0.6 GeV£ for signal plus background) and of the width (11.90.7 GeVF for
signal, 12.1 0.7 GeVE for signal plus background ) are identical.
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Fig. 2.6.9: Top mass distribution, with the contributioorfr wrong W combinations, in green, and, in red, from wrongt-j
associations. This analysis has been performed using th@ MIGD generator and the full simulation of the ATLAS detector

Efficiency &) | b purity () | W purity (3) | Top purity (%)
full mass window 2,70 0.005 | 56.0 0.9 63.2 0.9 40.5 0.9
mass window within 3 . ___ 1.82 0.04 69.1 0.8 75.8 0.8 58.6 0.8

Table 2.6.5: Total efficiency and , band top purity of the final selected events (MC@NLO, full siation of the ATLAS
detector), with respect to lepton (electron, muon) + jeEnéy

Top mass measurement using a kinematic fit [32] An alternative method for the top mass measure-
ment in the lepton plus jets channel consists in reconstigithe entirettfinal state, in order to reduce
the systematic error due to FSR. The hadronic part is reagstet in a similar way to the previous sec-
tion. The leptonic side can not be directly reconstructed tuthe presence of the undetected neutrino,
but can be estimated in three steps :

p( )= EF™

p( ) is obtained by constraining the invariant mass of the lepeutrino system to the PDG W
mass value : this kinematic equation leads to tw¢ ) solutions

the remaining b-jet is associated to the reconstructed W

The top mass determination is performed through a kinenfigtielying on a # based on mass
constraintsii 55 = m;°° = m; ;m 45 = m;y)and kinematic constraints (energy and direction of
leptons and jets can vary within their resolutions). Theimimation of this 2 is performed event by
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event, for the twao, () solutions : the one giving the lower is kept. The top mass is determined as
the linear extrapolation of ., ( #)for 2=0.

With an efficiency equal to 1.4, we expect with this method 26 000 events at 10tcorresponding
to a statistical error equal to 0.1 Ge¥/ This analysis has been performed using a fast simulatidimeof
ATLAS detector, and will be checked with a full simulation.

Top mass measurement using large>r top events (@] E*S]) Thanks to the large amount at
events produced at LHC, a subsample of lepton +{etvents, where the top quarks haveragreater
than 200 GeV/c, can be studied. The interest of such evetitatithe top and the anti-top are produced
back-to-back in the laboratory frame, so that their daughtéll appear in distinct hemispheres of the
detector : therefore, the combinatorial background shbeldtrongly reduced.

Because of the high; (top), the three jets in one hemisphere tend to overlap. ®omme this problem,
the top quark is reconstructed in a large calorimeter cone {n [0.8 - 1.8]), around the top quark
direction.

A strong dependence of the reconstructed top mass with the siae has been observed and can
be attributed to the Underlying Events (UE) contributioveleated to 45 MeV in a 0.1 X 0.1 calorimeter
tower with the full simulation of the ATLAS detector. AfterBJsubtraction, the top mass is independent
of the cone size, but lower than the generated top mass By 2&s can be seen in Fig. 2.6110. A mass
scale recalibration, based on the hadronic W, is then applied leads to an average top mass value
consistent with the generated value (see[Eig. 216.10).

With an efficiency equal to 2 with respect to this subsample, we expect with this methd@d vents
at 10 fb !, corresponding to a statistical error equal to 0.2 GeV/
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Fig. 2.6.10: Fitted top mass reconstructed in a large qaketiér cluster as a function of the cluster size, for a subsawip
events withpr (top) 200 GeV/c, before and after UE subtraction, on the left. The ptothe right shows the effect of the
mass scale recalibration. This analysis has been perfousiad the PYTHIA generator for signal, and the full simuwatiof
the ATLAS detector.
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Systematic uncertainties on the top mass measurement in thepton + jets channel The system-
atic uncertainties on the top mass measurement are sunemanzlabld 2.616, for the three methods
explained above. Itis possible to get rid of the error duéolight jet energy scale thanks to the in-situ
calibration ; the dominant contribution comes from the F®R tne b-jet energy scale.

Source of uncertainty Hadronic top Kinematic fit High pr top sample
mwop (GeVIE) mwop (GeV/E) M, (GeV/IF)
Light jet energy scale (%) 0.2 0.2
b-jet energy scale (%) 0.7 0.7
b-quark fragmentation 0.1 0.1 0.3
ISR 0.1 0.1 0.1
FSR 1. 0.5 0.1
Combinatorial background 0.1 0.1
Mass rescaling 0.9
UE estimate ( 10%) 1.3
Total 1.3 0.9 1.6
Statistical error 0.05 0.1 0.2

Table 2.6.6: Systematic errors on the top mass measurenierite lepton + jets channel, for the three methods destribe
above.

Top mass measurement in leptonic final states Witf‘(@], [@])

A last top mass determination can be carried out in the legétse channel where a J/arises from the
b-quark associated to the leptonic decaying W (Eig._216.Ih§ large mass of the J/induces a strong
correlation with the top mass, as will be shown below.Althlothe overall branching ratio (58 ) is
low, this analysis starts to be competitive with more triadial mass measurements already with the first
20 fb 1. This measure is expected to have an excellent resoluticauise of the very clean experimental
reconstruction of the lepton three-vectors. In the analysesented i@?], in order to increase the
available statistics, no attempt is made to correctly gagrd/ to the lepton, when two isolated leptons
are present: the top mass is extracted from the full digiobucontaining the combinatorial background.

Y

|
Q\W_ WfL p*(e*)

N t t -

~ ~

b b

iy JYE pp)

Fig. 2.6.11: Diagram of thet decay to semi-leptonic final state with J/

Events are triggered using the inclusive lepton triggerevants passing the trigger thresholds a
J/is searched for by looking for same-flavour, opposite-sgptdns with invariant mass in the range
[2.8,3.2] GeV/é and forming an angle greater than 2 and lower than 35 degtées)/ is found in
an event, the isolated lepton with the highgstand higher than 20 GeV/c is considered as the lepton
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candidate from ther decay. To reduce the background from non-top processegotidiescalar sum
of the transverse jet momenta is required to be greater tB@BrnGeV/c. This cut is not applied if two
isolated leptons are found, in order to preserve dileptangvents. If the flavour of the two leptons is the
same, an explicit. veto is applied (removing events where the pair has invarzass within 6 GeV/c

of the z mass). To further reduce soft background and make the amdhss sensitive to systematic
effects involving soft QCD, the cut on the transverse momenof the isolated lepton is brought to 40
GeV/c.
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Fig. 2.6.12: Lepton-J/ invariant mass fom . = 175 GeV/¢ with 1 fb * integrated luminosity, at generator level (left) and
after full detector simulation and reconstruction (right)

The observable most sensitive to the top mass is the positithie maximum of the three-lepton
mass distribution, shown in Fig._2.6112. Its correlationht® top mass and the statistical error are shown
in Fig.[2.6.13.

A statistical error of around 1.2 GeV/ds expected after the first 20 fb, and the systematic
error, dominated by theory, is lower than 1.5 Gefanly 0.5 GeV/é of which come from instrumental
uncertainties). This analysis reduces to a minimum thoseesyatics which are expected to dominate
in more traditional estimations of the top mass, espectalyones from direct reconstruction, like the
jet energy scale and the b-tagging efficiency. Thereforelaaton of the uncertainty om . is expected
when combining this to the direct measurements.

Top mass measurement in the dilepton chal [, [38]

The dilepton channel is very clean, with a lower contribatmf combinatorial background, but it can
only provide an indirect top mass measurement, because grésence of two undetected neutrinos in
the final state. Events are selected requiring two leptorgppbsite charge, with: 20 GeV/c and
33 25 angr s 40 GeV and 2 b-jets withe 25GeV/candj §  2:5. After this selection,
the ratio of signal over background is around 10.
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Fig. 2.6.13: Correlation between the reconstructed lass and the generated top quark mass (left), and expeatesdisal
error as a function of integrated luminosity (right). Thisdy has been performed with a fast simulation of the CMSalete

[33].

The final state reconstruction relies on a set of six equafionthe six unknown components of momenta
of neutrino and antineutrino, based on kinematic consienvdaws and assuming a given top mass value.
This set of equations can provide more than one solutiom, tveights are computed from kinematic
Monte Carlo distributions of three variables (cgs, E andk ), and the solution corresponding to the
highest weight is kept. This weight is computed for severput top masses, and the top mass estimator
corresponds to the maximum mean weight.

With an efficiency of 6.% , 20 000 events are expected at 10 fbThe statistical error on the top
mass measurement is negligible (0.04 GéY/dhe systematic error, equal to 1.7 Ge¥/is dominated
by the uncertainty on the parton distribution function (G&V/c?).

Top mass measurement in the all hadronic cham@ ([,138]

The main advantage of this channel is a full kinematic rettangon of both sides, and its main disad-
vantage is the huge QCD multijet background : before anytelg the ratio of signal over background

is very low (10 ®). Events are selected requiring at least six jets with 40 GeV/c, andj 3,
and at least two b-jets with; 40 GeVlc, and;j 7 25. The final state reconstruction proceeds in
two steps : first, the choice of the two light jets pairs to fdima two W bosons is performed through
the minimization of a  based on the W mass constraint. Both W candidates are theciatssl to the
right b-jet minimizing a ¢ based on the equality of the top masses on both sides. In trdaprove

the signal over background ratio, the analysis can be céstrito a sample of high: (200 GeV/c) top
and anti-top : this ratio is finally favorable (S/B 18).

The top mass distribution is displayed in Hig. 2.6.14. Theral efficiency, within the 130-200 GeV/c
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top mass window, is equal to 0.98 corresponding to 3300 events at 10 fb, and a statistical error
equal to 0.18 GeV/c The systematic error, of the order of 3 Ge¥/ts dominated by the contribution
of FSR (2.8 GeV/é).
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Fig. 2.6.14: Top mass distribution in the all hadronic ctelnfor the highp: top sample. The shaded area corresponds to the
remaining QCD background. This study has been performedudaviast simulation of the ATLAS detect&ﬂSZ].

2.7 Conclusions
Contributed by: F. Canelli, A.l. Etienvre, and D. Glenzinski

Impressive improvements have been achieved in the latesjuark mass measurements at the
Tevatron. All the decay channels have explored new teclesigo address their major uncertainties and
as a consequence all measurements in all channels aretusgstematic dominated. There are still
some improvements which are believed will be important.hie &ll-jets channel it is possible to make
an in-situ measurement of the JES. This could result in a uneawent with the same precision as the
those in the lepton+jets channel. Once these channels hawvesitu JES measurement the remaining
uncertainty on the jet energy scale in all the channels wdbdpminantly arising from the uncertainty
on b-jets. We expect to reduce the uncertainty on this jetgyngcale usingz | Ioevents. Currently
there has been some progress on extracting an uncertaomtytifis sample but the understanding of the
overwhelming background has been difficult. We expect teehthis done in the next year. This will
be more important for the dilepton channel, where an in-d@termination of the JES is not possible.
In the future we plan to combine different methods of analysithe same channel. We have done this
previously in the dilepton channel and obtained a signiticaprovement in the sensitivity since each
method uses different information from the same datasetw@idd like to do this in all the channels.
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The remaining systematic uncertainties should be rediditeboth experiments. These will soon be the
uncertainties dominating the top- quark mass measureméusrently the list of these uncertainties
used by DO and CDF is different and we don’t have a common wapplying them. In the near future
we should agree upon the best way to classify and calculase tlncertainties. Finally, there needs to be
a quantitative study of the effects of Color Reconnection atiner final state interactions. Monte Carlo
generators which include these effectsiias | tinteractions are only recently becoming available. All
these improvements will get us to a precision of less tharGeG.

At the LHC, various top mass measurement methods have besstigated, in all decay channels
of the top quark. The very large sample @afevents that will be accumulated will allow a precision
measurement after only one year of data taking at low luniin@$0 fb !) : the statistical error on the
top mass is negligible in all these methods except the mativadiving leptonic final states witlr= .
These analyses are differently sensitive to the variouscesiof systematic uncertainties : therefore, this
will allow reliable cross-checks between the various méghadrhe top quark mass should be measured
at LHC with a precision of the order of 1 GeV¥/dn the lepton plus jets channel.

In all cases we need to be aware of physics limitations fronmtél&arlo or analysis approaches
which would prevent us from reaching the levels of expectedipion as soon as possible so that we can
mitigate their effects.
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3 Single Top Quark Physics
3.1 Introduction
Contributed by: C. Ciobanu and R. Schwienhorst

The existence of the top quark was established in top quarkepants produced via the strong
interaction ElIO], where quark-antiquark annihilatmmgluon-gluon fusion leads to top-antitop pairs.
The Standard Model (SM) also allows for the top quark to belpeced singly rather than in pairs via
the electroweak charged current interaction, a mode titpiceferred to as single-top quark production.
At the time of this report, the single-top production modges to be observed experimentally. Current
searches at the Tevatron CDF and D@ experiments are nearorgthis production mode as datasets in
excess of 1 fb! are being accumulated. At the LHC, it is expected that theethilifferent production
modes of single-top quark production can be observed iddally.

Studying single-top quark production at hadron collidexrsmportant for a number of reasons.
First, a measurement of the production cross section peswite only direct measurement of the total top
quark decay width and the CKM matrix element, ¥, without having to assume three quark generations
or CKM matrix unitarity. Second, measuring the spin polatian of single-top quarks and can be used
to test the V-A structure of the top quark electroweak chargerrent interaction. Third, the presence
of various new SM and non-SM phenomena may be inferred byraingedeviations from the predicted
rate of the single-top signal and by comparing differentdpiciion modes. Fourth, the single-top quark
final state presents an irreducible background to sevesatises for SM or non-SM signals, for example
Higgs boson searches in the associated production channel.

This report is intended as a guide to the current issues glesiiop quark physics at hadron col-
liders. Sectioh 3]2 presents a theoretical perspectivéngtestop quark production. Studies of single-
top quark production at next-to-leading-order (NLO) aregemted, followed by discussions of Monte
Carlo modeling and its agreement with NLO results as wellteegies for choosing event variables
to optimize the signal-background separation. SedtiohpB3ents the experimental challenges faced
by single-top quark searches at the Tevatron. Recent stfidisn the CDF and DO Collaborations are
described, along with sensitivity projections for the rémdar of Run Il at the Tevatron. Sectign B.4
presents the experimental perspective from the LHC poinie. The connection between LHC and
Tevatron single top searches are discussed in Sdcfibn 3.5.

3.2 Theory
Overview
Contributed by: T. Tait and S. Willenbrock

At the Tevatron and the LHC, top quarks are mostly producegkirs, via the strong processes
gg ! t(dominant at the Tevatron) angy ! tt(dominant at the LHC). However, there are also a
significant number of top quarks that are produced singlg, tiie weak interaction. There are three
separate single-top-quark production processes, whighbeaharacterized by the virtuality of the
boson (of four-momentur) in the process:

t-channel: The dominant process involves a spacetikeboson & 0), as shown in
Fig.[3.2.15(a) @1&&3]. The virtual boson strikes @ quark in the proton sea, promot-
ing it to a top quark. This process is also referred toragluon fusion, because theguark arises
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Fig. 3.2.15: Feynman diagrams for single-top-quark préidacin hadron collisions: (ajzchannel process; (by-channel
process; (c) associated production (only one of the twordiag for this process is shown).

from a gluon splitting tak

s-channel: If one rotates thechannel diagram such that the virtual boson becomes timelike,
as shown in Fid.3.2.15(b), one has another process thatigesd single top quar@@%]. The
virtuality of thew boson is®  (m¢+ m ).

Associated production: A single top quark may also be preduga the weak interaction in
association with a reat boson ¢* = M ?), as shown in Fid}jﬂS(@aM]. One of the
initial partons is eéquark in the proton sea, as in tikehannel process.

The total cross sections for these three single-top-querélyztion processes, calculated at next-
to-leading-order in QCD, are listed in Talble 3]2.7, alonthwine cross section for the strong production
of top-quark pairs. Of the single-top processes, tubannel process has the largest cross section; it
is nearly one third as large as the cross section for topkgpairs at both the Tevatron and the LHC.
The cross section for thechannel process is less than half that of tfolannel process at the Tevatron,
and is more than an order of magnitude less than:tigannel process at the LHC. Thet process is
negligible at the Tevatron, but is significant at the LHC hnat cross section intermediate between the
tchannel and-channel cross sections.

The cross sections for single-top production are all knotnext-to-leading-order in QCD, and
have been calculated with increasing sophistication dweryears, such that they are now all available
as differential cross sections. Thkechannel process has very little theoretical uncertai@a@),gb,
B,BZEEM, and the total cross section is even knownxttoenext-to-leading order (in the lar
limit . The theoretical uncertainty is larger for theminantt=channel rocesﬁbéﬂﬂ@ 52,

[S% ]. Thev tprocess is also known at next-to-leadin or@ ELJV Eﬁ,ahd requires some
care to separate out the large contribution frem! W b[@,g@,@]. Phenomenological studies of
single-top production have also been carried out with iasirey sophisticatimﬂégb , 66].

Within the standard model, there are several reasons fdyisig the production of single top
quarks at the Tevatron and the LHC. First, the cross secfmrsingle-top-quark processes are propor-
tional to 47, 7. These processes provide the only known way to directly meas,,. In contrast, the
observed facttha# R (t! W b) 1B8]onlytellsusthat’y, V;Vy. If there are just three gener-
ations of quarks, as favored by precision electroweak dadm we already knowy, = 09990 0:9992
at 90% CL @9]. In this case single-top production may be mégad as a test of the standard model,
including the generation of thequark sea from gluon splitting.

Another reason for studying single-top production is thdhése processes are backgrounds to
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(pb) Tevatron| LHC
=channel 1.98 246
s-channel| 0.88 10.6

Wt 0.14 68

tT 6.7 860

Table 3.2.7: Total cross sections (pb) for single-top-kymoduction and top-quark pair production at the LHC,ifior = 175
GeV. The next-to-leading-orderchannel ands-channel cross sections are from R [52]. The next-tditegzorder cross
section for thew tprocess is from Ref|__[$0] (adjusted far. = 175 GeV). The next-to-leading-order cross section for
production is from RefJE?] (Tevatron) and Réﬂ[30] (LHC).

other sig als For example, single-top-quark events askdraunds to some signals for the Higgs boson

]. Thus it is important to have a good undeditanof single top both theoretically and
experlmentally. Single top will also serve a testing grofmdmportant theoretical tools needed to cor-
rectly model Higgs physics. For example, if no signal of pby®eyond the Standard Model is manifest
in single top production, thechannel production mode will server to constrain the buttpark parton
distribution function, important for Higgs production froinitial states including heavy quarks. Just as
in the weak boson fusion mode of Higgs production, #ehannel mode also containst@hannelw
exchange and the associated forward tagging jets, anditigle $op represents an experimental insight
into a key characteristic of the Higgs signal.

A third reason is that single top quarks are produced withripeg00% polarization, due to the
weak mteractlon@djﬁ@ 5]. This polarization serassa test of ther A structure of the top-
quark charged-current weak interaction.

Single top is also interesting beyond the standard modelv plessics can influence single-top-
quark productlon inducing non-standard weak mtermﬂ@ 7@&@@8‘8 via loop
effects 5@ J!;.—_‘lq88] or by providing new sourcésingle-top-quark event:ﬂl?é]S 84
@ @ .ﬂ3] The three modes of single top productamih eespond quite differently to different
realizations of physics beyond the Standard Madel [81]. Fhbannel mode is very sensitive to an exotic
charged boson which couples to top and bottom. Because theareged particle is time-like, there is the
possibility (if it is heavier than the top) that it can be puocdd on-shell, resulting in a large enhancement
of the cross section. On the other hand, while a FCNC intieragsuch asz -t=c) would allow new
s-channel processes sucha@s! 7z | tg these are difficult to extract from backgrounds, because
there is no longer a final statequark that can be tagged. So the experimentally meastotnnel
cross section would not include the FCNC events. Specifiartbe which predict an enhancement of the
s-channel rate are theories withﬂa%@,@,@@?@ﬂ% or charged Higgs, both of which canltes
in s-channel rates different from the SM by factors of few atitfievatron or LHCEMMH.

The =channel mode is insensitive to heavy charged bosons. Tdsmmefor this is that the-
channel exchange results in a space-like momentum, whigr nan go on-shell, and thus the amplitude
for the heavy particle is always suppressed by the mass dfethey boson]=4 2. However, the FCNC
processes can have a drastic effect ontbleannel mode. Because they involve new interactions lestwe
the top quark, a boson ( z, g, or H), and one of the light quarksc fr u), the =channel mode can
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Fig. 3.2.16: Single top cross sections in #ieand channels in the SM (including theoretical and expectetissizal uncer-
tainties) and a few models of physics beyond the SM, at thatf@v run Il and LHC (from Ref@l]).

be enhanced. For example, in the case af-ac interaction there is the procesg ! gtwith az
exchanged. The fact that high energy proton collisions aantorec quarks tharo quarks further
enhances the new physics contribution compared to the Séé pie

Thetw mode is more or less insensitive to new bosons, because tleemanifest in the final
state. From this line of thinking, we see that all three magtesreally complimentary views of the top
quark, and thus measured separately they provide moramiation than would be obtained by lumping
them together into a singular single top process. This psiatnphasized (at Tevatron run Il and LHC)
for a few different models in Fidg.3.2.116, where we also shbes $M predictions, and some estimates
for the theoretical and statistical uncertainties in thandtchannels.

Next-to-Leading Order Corrections to Single Top Quark Ricttbn and Decay
Contributed by: Q.-H. Cao, R. Schwienhorst, J.A. Benitez, RBrock, C.-P. Yuan

In a few recent paperEl‘SE{ﬂ 58], we first developed methmrdsalculating the next-to-leading
(NLO) order QCD corrections to the production and decay ef tip quark in thes- and =channel
single-top events produced at hadron colliders, and thatiest the implication of NLO corrections to
the phenomenology of single-top physics at the Tevatron-IRun this section, we first briefly review
the method of our calculations and then summarize the mairtgeof our phenomenological studies.
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Method of Calculations We adopted the phase space slicing method with one cut-al# sz organize
the NLO calculationslﬁ 04]. When the invariant snafsthe two colored partons in tie! 3
tree level production processes is smaller than some ttieareutoff scale” Sp i » COllinear and/or
soft singularities are taken care of using the dimensioegllarization method, and they are canceled
by similar singularities inthe ! 2 virtual processes after redefining the normalized partstridution
functions (PDF). For the remaining phase space region of the3 processes, we numerically evaluate
the final state parton distributions. By this way, we caltaile differential distributions of final state
partons in the production processes, including both 2and2 ! 3 kinematics. A similar procedure
was also adopted to handle the decay of top quark viaw (! 1 )(g)atthe NLO in QCD. Again, the
soft singularities cancel among the virtual and real gluoission contributions and there is no remaining
collinear singularity after integrating out the sliced imats of phase space that correspond to soft and/or
collinear singularities in the tree level process v g. In our calculation, we have ignored the bottom
quark mass, for its contribution to the matrix element isligggle in single-top processes. In order
to obtain the fully spin-correlated matrix elements, weetétke complete set of Feynman diagrams for
the production and decay of top quark in single-top processth effective form factors obtained from
summing up both virtual and real emission contributionsr{ca from the sliced phase space regions
with the invariant mass of a set of two external partons lbas t Smm)- We have also introduced a
new method in our calculation which is called the modifiedrmarwidth approximation. In contrast
to taking the usual narrow width approximation to approxienthe internal top-quark propagator by
a delta-function, so as to take the top quark width to be &xacjual to zero, we have generated a
Breit-Wigner resonance distribution of top quark mass atiog to its predicted SM total decay width
at NLO. We then use that generated mass to calculate thegirodand decay matrix elements in order
to respect gauge invariance and to clearly separate theigiiod and decay contributions beyond Born
level. By doing so, we are able to generate differentialrifigtions of final state particles where the
reconstructed top quark invariant mass peaks around teevalue of the top quark mass, and with a
Breit-Wigner shape whose width is the top quark total decadtlw Hence, it improves the prediction of
NLO calculations in some kinematic distributions.

Phenomenology of s- and=channel Single Top Quark Events at NLO Although all the results of
our studies regarding the phenomenologysofind t-channel single-top events predicted by our NLO
calculations have been published in R@), 58],usiful to summarize a few key findings from
our studies in this section.

In order to calculate the fully differential cross secti@NLO and compare to experimental data,
we have to impose kinematic cuts on the final state partonsed®der, if the number of signal events is
large, then one would like to impose a tight kinematic cutufer suppress the backgrounds. However,
in some cases, such as the single-top search at the TevatRumi ll, the signal rate is not large. It is
thus not desirable to impose a tight kinematic cut becaustentbuld not only suppress the background
rate but also the signal rate and thus not improve the sidggaificsance compared to imposing a loose
kinematic cut. Furthermore, we must define a jet as an irdraede observable. In our studies, we
adopt the cone-jet algorithrm05], as explained in d& @] More specifically, we adopt the-
schenge cone-jet approach (4-momenta of particles in a aengraply added to form a jet) with radius
R = 24 2 in order to defingg g and possibly extra, g, orbjets, where and  are the
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separation of particles in the pseudo-rapiditand the azimuthal angle, respectively. For reference, we
shall consider botlk = 0:5andrR = 1:0. The samer -separation will also be applied to the separation
between the lepton and each jet.

Below, we discuss a few aspects of the single-top phenorogystudies based on our calculations
for the Tevatron in Run Il, a 1.96 Tey p collider. Here, we take. = 178 GeV andv ; = 80:33 GeV.

Kinematic Acceptance The kinematic cuts imposed on the final state objects are:

P, 15Gev ; j. T,
i 15GeV  ;

E; 15Gev ; 53 5

Ry Raut 7 Ryj  Raws (3.2.14)

where the jet cuts are applied to both theand light quark jets as well as any gluon or antiquark jet in
the final state. T °* (and 7 °*) denotes the maximum value in magnitude of the charged riefatod

jet) rapidity. The minimum transverse energy of the leptod gets is chosen to be 15 GeV. Each event
is furthermore required to have at least one charged lepidrivao jets passing all selection criteria. The
cut on the separation ik between lepton and jets as well as between different jetwéndyR o, In
Table3.2.8, we show the andt-channel single-top production cross sections (in fenmuat)g including

the top quark decay branching ratic bw (! e ), as well as acceptances at leading order (LO) and

NLO for several sets of cuts. We apply the cuts listed in Eq.[(3.2.14) and study three separate sets of
values:

1. loose cuts with smalt .. T ¥ = 235, 1= 39, andr o, = 035,

2. loose cuts with large .. T = 215, §er =30, andr oc = 190,

3. tight cuts with smalR o,: 7% = 10, jer =20, andr ..t = 05.
As clearly illustrated in Table_3.2.8, the acceptance fogks-top signal events is sensitive to the applied
kinematic selections. A larger value far.,. reduces the acceptance significantly mainly because more
events fail the lepton-jet separation cut. With tight cl®, and NLO acceptances are almost the same.
By contrast, with loose cuts, LO and NLO acceptances are glifterent. The important lesson here is
that with a loose cut, to keep most of the signal events, themance for NLO kinematics cannot be
accurately modeled wit a multiplicative -factor (to scale the inclusive cross section from LO to NLO)

s-channel tchannel
[fb] Accept. (%) [fb] Accept. (%)
LO | NLO | LO | NLO | LO | NLO | LO | NLO
Q)| 22.7| 323 | 73 64 | 65.6| 64.0 | 66 61
(2) | 19.0| 21.7 | 61 46 | 56.8| 48.1 | 57 46
(3)| 14.7| 21.4 | 47 45 |131.1| 340 31 32

Table 3.2.8: Thes- and =channel single-top production cross sectionsf{(iih and acceptance at the Tevatron in Run Il under
various scenarios. The decay branching ratio bv (! e )isincluded.
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Top Quark Reconstruction In order to identify single-top signal events and to test pibéarization

of the top quark by studying spin correlations amongst thal fitate particles, we need to reconstruct
the top quark in each single top event. To do so, we need tadestify thejet and reconstruct the
W boson from the top decay. In Talile 3]12.9, we show the effigi@idinding the correctjet ( )

in two different algorithms: the best-jet algorithm and teading>tagged jet algorithm. The “best-
jet” is defined to be thértagged jet which gives an invariant mass closest to thetbpemass when

it is combined with the reconstructed boson after determining the longitudinal momentgmof the
neutrino from thew decay. The leading-tagged jet algorithm picks the leadingtagged jet as the
correctlrjet to reconstruct the top quark after combining with theorestructeds boson. As shown in
Refs. ], we find that the best-jet algorithm shows ddigefficiency (abouBo% ) in picking up
the correctzjet than the leading-jet algorithm (aboki% ) for s-channel single-top events. On the other
hand, fort=channel single-top events, the leadintagged jet algorithm picks up the corregfet with a
higher efficiency, aboui5% for inclusive 2-jet events angb% for exclusive 3-jet events. The reason that
the leadingotagged jet algorithm works well in exclusive 3-jethannel single-top events is that there
are distinct kinematic differences betweeandirjets. In Fig[3.2.1l7, we show the inclusizeandb jet

E ¢ distributions int-channel single-top events. To reconstruct the top quasignal events, we also
need to reconstruct the boson, which is done with the help of a mass constrailnﬁ: = (p1+ p )
Which of the two-fold solutions i, is chosen depends on tihget algorithm we use. In the case of
the best-jet algorithm, we find that the one with the smallagnitude gives the best efficiency in
boson reconstruction. In the case of leadifggged jet algorithm however, we use the top quark mass
constraintt > = (p,+ p1+ p )° to pick up the besp, value. The efficiency for picking up the correct
p, value (), at LO and NLO, respectively, is presented in Tdble 3.2.9.

best-jet algorithm leadingk-tagged jet algorithm
s-channel tchannel s-channel tchannel
incl. 2-jet | incl. 2-jet | excl. 3-jet| incl. 2-jet | incl. 2-jet | excl. 3-jet
b 80% 80% 2% 55% 95% 90%
70% 84%

Table 3.2.9: Efficiencies of identifying correstet ( ,,) and picking up correch, ( ) in both the best-jet algorithm and the
leading-jet algorithm.

Top Quark Polarization  Although the top quark is produced via the left-handed obduaurrent, there

is no reason to believe that the helicity basis will give testlescription of the top quark spin. Choosing
an appropriate basis could maximize spin correlation &fetwo definitions for the polarization have
been studied in the literature ferchannel processes, differing by the reference frame usddfine the
polarization: one calculation uses the helicity basis,tlaothe so-called “optimal” basimow].
Both work in the top quark rest frame, but they have differaference axis for the top quark spin,
cf. Fig.[3.2.18. In the more common helicity basis the toprkismin is measured along the top quark
direction of motion in the center-of-mass (c.m.) frame whigchosen as the frame of the (reconstructed
top quark, non-best-jet) system after event reconstmctin the optimal basis (beamline basis) we can
maximize the spin correlations by taking advantage of tloetfzat the top quark produced through the
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Fig. 3.2.17: Transverse momentum of thieand>-jets in thet-channel single-top process. The dotted curve shows the, )

correction to thexjet E - distribution.

s-channel single top quark processes is almast polarized along the direction of thietype quark.

When studying the top polarization in helicity basis, the.cframe needs to be reconstructed in
order to define the top quark momentum. Due to additionalgdiation, the determination of the c.m.
frame at NLO is more complicated than at the Born-level. Tdditeonal radiation will also blur the spin
correlation, and the degree of reduction depends on thesohre$erence frame. Therefore, choosing the
appropriate frame will reduce this effect. In this studyptaptions for reconstructing the c.m. frame are
investigated:

1. to(j)-frame: the c.m. frame of the incoming partons. This is thet frame of all the final state
objects (reconstructed top quark and all other jets). Idusiee two-jet events, this frame is the
same as that at the Born-level, i.e. reconstructed from sagover momentum of the top quark
and non-best-jet. In exclusive three-jet events, this &asnreconstructed by summing over the
4-momenta of top quark, non-best-jet, and the third-jetftbe parton level calculation.

2. tframe: the c.m. frame of the top quark and non-best-jet.hls tase, even in the exclusive
three-jet events, the reference frame is constructed byrsngiover only the 4-momenta of the
top quark and non-best-jet. Note that this differs from thej)-frame only in exclusive three-jet
events.

To better quantify the top quark polarization, it is usefubiefine the degree of polarizationof the top

quark. This is given as the ratio
N N,

D= ——;
N + N,

(3.2.15)

whereNn (N .) is , the number of left-hand (right-hand) polarized top rggain the helicity basis.
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Similarly, in the optimal basisy (N, ) is the number of top quarks with polarization against (ghon
the direction of the anti-proton three momentum in the topriuest frame. Based on the degree of
polarizationD , we can easily get the spin fractioAs as:

N 1+D
B = = ;
N + N, 2
N 1 D
F, = - = : (3.2.16)
N + N, 2

Note thate (F.) is the fraction of left-handed (right-handed) polarized guarks in the helicity basis.
Similar, in the optimal basis (F. ) is the fraction of top quarks with polarization againso(a) the
direction of the anti-proton three momentum in the top quast frame. In Table_3.2.10, we show the
prediction on the top quark polarization iachannel single-top events at the LO and NLO for various
choices of polarization basis and c.m. frame of the harttes@iag parton system where the polarization
of the top quark is defined. One important observation isttimmeasured value of the degree of polar-
ization of the top quark strongly depend on the algorithmrémonstructing the top quark channel
single-top events. For example, at the parton level withakna@entity of every final state particle, and
before imposing any kinematic selection, the optimal bgsiss the largest degree of polarization, but
after event reconstruction it gives almost the same priedicts the helicity basis.

2 e top rest frame
U &~ & b U &~ < &~ b u &~ _ = b

>

7 % o 7%

Helicity basis Beamline basis Spectator basis

Fig. 3.2.18: lllustration of the three choices for the tomduspin basis. The circle denotes the top quark rest frardettan
blue arrows denote the top quark spin direction.

In =channel single-top events, the most studied polarizdiases are the helicity basis, the beam-
line basis, and the so-called “spectator” ba@ [74]. Inrttere commonly used helicity basis, the top
quark spin is measured along the top quark direction of mathdhe c.m. frame which is chosen as the
frame of the (reconstructed top quark, spectator jet) systiter event reconstruction. In the beamline
basis, the top quark spin is measured along the incomingprdirection. In the spectator basis we
can maximize spin correlations by taking advantage of thetfat the top quark produced through the
t=channel single top processes is almos®s polarized along the direction of the spectator quark. In
the discussion below, we will examine the polarization afy top quark events in these three bases.

As same as the-channel study, two options for reconstructing the c.mmian the helicity basis
are investigated:

1. wg(j)-frame: the c.m. frame of the incoming partons. This is trs fimme of all the final state
objects (reconstructed top quark and all others jets). tiusive two-jet events, this frame is the
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LO | NLO | LO | NLO
Helicity basis:  Parton(5)-frame) | 0.63 | 0.54 | 0.82 | 0.77
Parton@>-frame) 0.63 | 0.58 | 0.82| 0.79

Recon. (b(5)-frame) | 0.46 | 0.37 | 0.73 | 0.68

Recon. frame) | 0.46 | 0.37 | 0.73 | 0.68

Optimal basis: Parton -0.96 | -0.92| 0.98| 0.96
Recon. -0.48| -0.42| 0.74| 0.71

Table 3.2.10: Degree of polarizatian and polarization fractiom , for inclusive two-jets-channel single top quark events, at
the parton level (Parton) and after event reconstructiat@R.). Herer correspondst@ in the helicity basis for left-handed
top quarks and t@'. in the optimal basis for top quarks with polarization alohg tlirection of anti-proton three momentum,
respectively. Thebg frame in the helicity basis denotes the c.m. frame of theririog partons whiletframe denotes the rest
frame of the reconstructed top quark anguark.

same as the c.m. frame at the Born-level, i.e. reconstridfobad summing over momentum of the
top quark and spectator jet. In exclusive three-jet evehis,frame is reconstructed by summing
over the 4-momenta of top quark, spectator jet, and the-jbirttom our parton level calculation.

2. to-frame: the c.m. frame of the top quark and spectator jethilidase, even in exclusive three-jet
events, the reference frame is constructed by summing agrtioe 4-momenta of the top quark
and spectator jet. Note that this differs from thg+)-frame only in exclusive three-jet events.

In Table[3.2.111, we present our results for inclusive twioejeents at the parton level before selection
cuts and after the loose set of cuts and event reconstructur study shows that the helicity basis
(using theto-frame) and the spectator basis are equally good to studpthguark polarization. Unlike
the s-channel process in which the -boson is not perfectly reconstructed in the best-jet dlgaor and
thus the polarization measurement is significantly degtadeer event reconstruction, using the leading
btagged jet and the top mass constraint gives excellentdiatd reconstruction in thechannel process,
and the degree of top quark polarization is only somewhatadisgl after event reconstruction.

Single-Top Events as Background to Higgs SearchThe s-channel single top quark process also
contributes as one of the major backgrounds to the SM Higgkimg channefjg ! w # withH !

o In this case it is particularly important to understand hbe o ( ) corrections change kinematic
distributions around the Higgs mass region.

Because of the scalar property of the Higgs boson, its deauptsbandbhave symmetric distri-
butions. Fig[(3.2.719 shows the invariant mass distributibthe (>jet, -jet) system. For a Higgs signal,
this invariant mass of the twietagged jets would correspond to a plot of the reconstrukligds mass.
Thus, understanding this invariant mass distribution élimportant to reach the highest sensitivity for
Higgs boson searches at the Tevatron. The figure shows that ab, the invariant mass distribution not
only peaks at lower values than at Born level, it also drop$aster. This change in shape is particularly
relevant in the region focused on by SM Higgs boson searches ®ev my,, 140G eV whichis
also at thefblevel. In particular, the NLO contribution from the decaytop quark, while small in its

44



LO | NLO | LO | NLO
Helicity basis:  Partonfy(j)-frame) | 0.96 | 0.74 | 0.98 | 0.87
Partonfg-frame) 0.96 | 0.94 | 0.98| 0.97
Recon.{g(j)-frame) | 0.84 | 0.73 | 0.92| 0.86

Recon. rframe) | 0.84 | 0.75 | 0.92| 0.88

Spectator basis: Parton -0.96| -0.94| 0.98 | 0.98
Recon. -0.85| -0.77| 0.93| 0.89
Beamline basis: Parton -0.34| -0.38| 0.67 | 0.69
Recon. -0.30| -0.32| 0.65| 0.66

Table 3.2.11: Degree of polarizatian and polarization fractiom for inclusive two-jettchannel single top quark events, at
the parton level (Parton) before cuts and after selectias and event reconstruction (Recon.). Herecorresponds t@

in the helicity basis for left-handed top quarks and-to in the spectator and beamline bases for top quarks with igatéon
along the direction of the spectator-jet and proton threener@um, respectively. Also, thei(5)-frame in the helicity basis
denotes the c.m. frame of the incoming partons, whiletthffame denotes the rest frame of the top quark and specttor |

overall rate, has a sizable effect in this region of the iirgrmass and will thus have to be considered
in order to make reliable background predictions for thedsiposon searches.

Other kinematic distributions are also changing in shapemgoing from Born-level t@ ( ).
Fig.[3.2.20 shows the distribution abs for the twol-tagged jets, where is the angle between the
direction of a-tagged jet and the direction of thiejet, -jet) system, in the rest frame of thejét, jet)
system. Experiments cannot distinguish betweemtlaad the-jets, we therefore include both thget
and thelrjet in the graph. This distribution is generally flat at Béewel, with a drop-off at highcos
due to jet clustering effects, and a drop-off at negative due to kinematic selection cuts. The )
corrections change this distribution significantly anduiesh a more forward peak, similar to what is
expected in Higgs boson production. In other words, a flatter distribution ins-channel single-top
events makes it more difficult to separater events from thes-channel single top background in an
experimental analysis.

Connection to Higgs Boson Searches at the LHC One of the most important tasks at the CERN
Large Hadron Collider (LHC) is to find the Higgs boson, dedaisH . It has been shown extensively in
the literature that the Higgs boson production mechanissmmgak gauge boson fusion is an important
channel for Higgs boson searches. Furthermore, to teshehittis a SM Higgs boson after the discov-
ery, one needs to determine the coupling v v, wherev denotes eithew or z, by measuring
the production rate of q(vv ) ! H d{§via the weak boson fusion processes. In order to suppress the
large background rates, one usual trick is to tag one of tleefomvard-jets resulting from emitting a
vector bosoriv which produces the Higgs boson was ! H . Prior to the discovery of Higgs bo-
son, one can learn about the detection efficiency for foryetgifrom studying thes-channel single-top
process. This is because in teehannel single-top process, the forward jet also restoi® emitting a

W boson which interacts with thequark from the other hadron beam to produce the heavy togkquar
As pointed out in RefJﬂZ], in the effectivie- approximation, a high-energychannel single top quark
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Fig. 3.2.19: Invariant mass of thé-fet, rjet) system after selection cuts, comparing Born-levebto ) corrections. In
the legend, INIT, FINAL and SDEC denotes the contributioms initial state, final state and top quark decay correstion

respectively.
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Fig. 3.2.20: Angular distanceos between artagged jet and theofet,bjet) system after selection cuts, comparing Born-level

to O ( ) corrections.
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event is dominated by a longitudinal boson and thé quark fusion diagram. It is the same effective
longitudinalw boson that dominates the production of a heavy Higgs bosbiglatnergy colliders via
thew -boson fusion process. For a heavy SM Higgs boson, the loigdl w boson fusion process
dominates the Higgs boson production rate. Therefore aifsis important to study the kinematics of the
spectator jet in=channel single top quark events in order to have a betteligiren for the kinematics
of Higgs boson events via the w fusion process at the LHC.

The unique signature of thechannel single top process is the spectator jet in the fahai@ection,
which can be utilized to suppress the copious backgrounds$) asw o and t= production. Studying
the kinematics of this spectator jet is important in ordehndwe a better prediction of the acceptance for
tchannel single top quark events and of the distributioregésal important kinematic variables. Below,
we discuss the impact of NLO QCD corrections on the kinematiperties of the spectator jet. Here,
we again concentrate on Tevatron Run Il phenomenology aod 8hFig.[3.2.21 the pseudo-rapidity
distribution of the spectator jet at LO and NLO for companiso

§' E —NLO
e L ---Born
o 20; - 0(at) sum
150
10-
5p
of |
) 0 2
‘]etspectator n

Fig. 3.2.21: Pseudo-rapidity of the spectator jet in-channel single-top events produced at the Tevatron in Ruafter
imposing kinematic selection cuts, comparing Born-lewed t . ) corrections.

The pseudo-rapidity distribution of the spectator jet ignasietric at the Tevatron for beingmap
collider ]. In order to produce a heavy top quark decayimg positively charged lepton, the valence
quark from the proton is most important, implying that thghli quark will tend to move in the proton
direction. We define the positive-direction to be the proton direction in the laboratory fe@nthus the
pseudo-rapidity of the spectator jet will tend to be positiSimilarly, the spectator jet in an anti-top
quark event produced from thechannel process at the Tevatron will preferably be at athegpseudo-
rapidity due to the large anti-up quark parton distributingide the antiproton. The ( ) corrections
shift the spectator jet to even more forward pseudo-rap&iiue to additional gluon radiation. However,
since theo ( ;) corrections are small compared to the Born-level contidioytthe spectator jet pseudo-
rapidity distribution only shifts slightly. As Fid. 3.2.P¢hows, the LIGHT and HEAVY contributions
have almost opposite behavior (LIGHT and HEAVY denote ) contributions originating from the

a7



light and heavy quark line QCD corrections in thehannel single top process. The former shifts the
spectator jet to even higher pseudo-rapidities, while aterIshifts it more to the central rapidity region.
This behavior is due to two different effects, as illustcaite Fig.[3.2.22(b), in which “PA” denotes that the
light quarks come from the proton while the bottom quarksfithe anti-proton and vice versa for “AP”.
After separating the contributions by whether the lightrgua from the proton or the antiproton, it can
be seen that the HEAVY corrections shift the proton contrdsudown and the antiproton contribution
up due to the slight change in acceptance caused by theamddijet. The LIGHT corrections show
the opposite tendency. For the TDEC contribution, origiafrom the top quark decay, all corrections
have similar shapes and the sum of them leaves the spe@gpsejudo-rapidity unchanged, as expected.
After summing the negative soft-plus-virtual correctiomih the real emission corrections, we obtain
the result shown in Fig. 3.2.P1, which shows thatahe ) correction shifts the spectator jet even further
to the forward direction.

o) i —O(sg) sum a 2.5 —LIGHT: PA

= al ~HEAVY = 2 -LIGHT: AP

e T LIGHT o © —HEAVY: PA
5 TDEC 1.5F HEAvY: AP

A
T N
KN

AN R R R R R

L Il L L L | L L L Il L L L L L L L L L
-2 0 2 -2 0 2
Jet Jet

spectator n spectator n

@) (b)

Fig. 3.2.22: Each individual contribution of tlie( ) corrections to the spectator jet pseudo-rapidity, sumragdseparately
for the case when the incoming up-type quark is from the prated anti-proton (b). Here, “PA” and “AP” denotes the iritia
state light quark originating from proton and anti-protoespectively. In the legend, HEAVY, LIGHT and TDEC denotes
contributions from NLO corrections to the heavy quark litight quark line and decay of top quark, respectively.

Besides its forward rapidity, the spectator jet also hagaldransverse momentum. Since it comes
from the initial state quark after emitting the effective boson, the transverse momentum peaks around
My =2. By comparison, the third jet is most often much softer, wetbas use>- of the jet to identify
the spectator jet when considering exclusive three-jettsve

Summary Based on a NLO calculation to consistently include coroedito the production and decay
of the top quark in the- andt=channel single-top processes, we perform a phenomenstogy for the
Tevatron Run-1l. We find that:

1. When using loose kinematic cuts to maximize the acceptahsingle-top signal events, the full
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NLO kinematics have to be studied. Applying a constanfactor with LO kinematics does not
reproduce the actual NLO distributions.

2. In order to reconstruct the top quark in single-top eviehis best-jet algorithm works better in the
s-channel process, while the leadingagged jet algorithm works best in thieehannel process.

3. NLO corrections can largely change some kinematic distions and spin correlations. After
event reconstruction with kinematic selection cuts, we fivad the degree of top quark polarization
is about the same in the optimal basis and the helicity basisame) for thes-channel process.
For thetchannel process, the helicity basis (thgframe) gives almost the same prediction as the
spectator basis.

4. To accurately model thechannel single-top background in searches for Higgs bpsaduction
viaw H associated production, one has to use NLO kinematics to Intbeedecay of the top
quark in single-top events. This is because the LO top deagagniatics underestimate the
channel single-top rate as a background for Higgs searches.

5. Studying the detection efficiency of the forward light dugt (the spectator jet) in=channel
single-top events can help us optimize the detection effigien searches for the Higgs boson
produced via weak gauge boson fusion processes at the LH@nW/éhat the NLO corrections
to the light quark line in=channel single-top events tend to shift the spectatorjeiven more
forward rapidities. Hence, the NLO effect is important fatekrmining the coupling oft vv by
measuring ther v | H production rate.

ACKNOWLEDGMENTS The work of C.-P. Y. was supported in part by the U. S. Natiddaknce
Foundation under award PHY-0244919.

Single top production and decay at next-to-leading order
Contributed by: J. Campbell and F. Tramontano

In this section, we report on the recent calculations of ialljle top processes at next-to-leading
order and their inclusion in the Monte Carlo program MCEM,,[B8]. The implementation of these
processes includes the leptonic decays of the top quark {ulltspin correlations) as well as the effects
of gluon radiation in the decay of the top quark. The inclosib these effects allows for the application
of cuts on all the decay products and thus a better compawgtbrexperimental studies.

The lowest order processes which we considersazkannel production,

u+d ! t+ b
- (3.2.17)
] + & +b
=channel production,
b+ u ! t+ d
- (3.2.18)
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and single top production in association witlv aboson which also decays leptonically,

b+g ! W +t
] 1 +e¢+0p (3.2.19)
1 e+

At the Tevatron only the processes in Eds. (3.2.17) and18)Zxan be observed. At the LHC top
guarks can be produced copiously in all channels, with afsignt amount of events from the associated
channel, Eq[(3.2.19). Thus the study of single top evergsgsafrom the search for their observation at
the Tevatron to their study as a significant source of baakgfcevents in new physics searches at the
LHC. We note that at the Tevatron, the rates for the prodoatifcan anti-top quark in any of these modes
are identical to those for a top quark. At the LHC, the crosgises for top and anti-top production in
the sandtchannels differ. In contrast, the rate for* tis the same as that for tdue to the equality

of the perturbatively-derive@andbdistribution functions.

All of these processes have previously been consideredsxdy at leading order, but the first se-
rious approximation in QCD is obtained by including s ) radiative corrections. Such next-to-leading
order calculations can give important information abowt ¢hoice of factorization and renormalization
scales. In addition, it is only at next-to-leading orderttive obtain accurate predictions of event rates
which are sensitive to the structure of jets in the final st&8ach NLO calculations have so far been
available only for the case where the dec%s of the top quantt thew boson, in the case of associated

production) are not includeﬁada @ : @ 59].

First we describe the inclusion of radiative correctionshwieference to the-channel process,
although a similar procedure is followed for the other twogasses. In general, the real and virtual
radiative corrections fall into two categories. The firgidyis radiation in the production stage of the top
qguark and the second corresponds to radiation associatbedtsvdecay. Examples of diagrams in each
category are depicted in Figure 3.2.23, where the doublénbérates the separation of production and
decay stages.

In order to make this separation in a gauge-invariant way,dibuble bar represents a top quark
which is on its mass shell. Thus every diagram has exactlytopejuark which is on its mass shell
and diagrams without an on-shell top quark are suppressedsy. where . andm . are the width
and mass of the top quark. In this procedure, we have nedlebteinterference between radiation
in the production and decay stages, both in the real andaVidontributions. An example of such an
interference term in the virtual contribution is shown ig8.2.24. The physical argument for neglecting
these terms is based on the characteristic time scale fordlgeiction and the decay of the top qu109,
,]. For the production, this time scale is of orden . while for the decay it isl= .. In
general, this suggests that radiation in the production dewhy stages is separated by a large time
and the interference effects are expected to be of order=m .. In both total cross sections and in
distributions of selected observables, there is evidemagthis is indeed the ca@ﬂm].

The implementation of the cancellation of soft and collnsiagularities between the real and
the virtual contributions is performed using the dipole tsattion methodﬂm]. For the case
of single top production we have a massive quark in the fir@kstso in fact we have implemented a
generalization of this scheme as suggeste [117]. We hlmeeextended these results to include a
tunable parameter which controls the size of the subtmactgion, as originally proposed i19].
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Fig. 3.2.23: Real and virtual radiation in the productionl @lecay stages af-channel single top production. The double bar

indicates the on-shell top quark.
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Fig. 3.2.24: An example of a diagram that is not includedhis tase interference between virtual radiation in the petidn
and decay stages.
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Further details may be found in ReESB]. In order to dealhwiddiation in the decay stage of the
process we have developed a specialized subtraction praxadhich can be applied to the decay of the
top quark in any process. We will briefly describe this pragechere.

We begin by constructing a counter-term for the process,
t! W + b+ g; (3.2.20)

which has the same soft and collinear singularities as thenfatrix element. This counter-term takes
the form of a lowest order matrix element multiplied by a ftioe D which describes the emission of
soft or collinear radiation,

M (:::peibw iPoiPg)T ! M oGiiipeipn i) D (RPgipopgimimy ) (3.2.21)
In the region of soft emission, or in the region where the motae, and p, are collinear, the right
hand side of Eq[{3.2.21) has the same singularity struetsithe full matrix element. The lowest order
matrix element1  in Eq. (3.2.21) is evaluated for values of the momemntaandp, modified to absorb
the four-momentum carried away by the gluon, and subjedhiéontomentum conservation constraint,
p: ! pv + po. The modified momenta denoted by a tilde are also subjecetmtiss-shell constraints,
p’ = 0andp? = p2 . The latter condition is necessary in order that the rapidisying Breit-Wigner
function for thew is evaluated at the same kinematic point in the countertarchima the full matrix
element. We defing; by a Lorentz transformationy, = p, fixed in terms of the momentg,
andp.. Becauses; andp, are related by a Lorentz transformation the phase spacéd@subsequent
decay of thev is unchanged.

The required transformation defining; lies in the plane of the vectonrs. and p; , with the
transformed momentum of thequark fixed byp, = p. @ . The full details of the transformation,
subtraction term and integrated form of the dipole can badon Ref. @].

In the calculation of the real radiative corrections to tesaxiatedv tprocess, a further compli-
cation arises. The difficulty stems from diagrams in which #uditional radiated parton iskequark,
such as the ones illustrated in Figlire 3.2.25. Both of thésgrains produce a final state consisting
of aw , an on-shell top quark andaquark. However, diagram (b) contains a resonaptopagator
and represents the production oftgpair with the subsequent decay of thimto thew andbquark.
Therefore the contribution from diagrams such as this, wihéegrated over the total available phase
space, can be much larger than the lowest oidercross section (an order of magnitude at the LHC).

Rather than using an invariant mass @ [63], or subtradtmegproblematic resonant contribu-
tion m] we instead utilize an approach which is more suitedur Monte Carlo implementation which
includes decays. Using thequark PDF, we already include all contributions such agrdia (a) of
Fig. up to ar of the b-quark equal to the factorization scaley. In order to ensure the
validity of the collinear approximation used in the derigat of the >PDF ], we should choose

. My + my)=4 65 GeV. When & quark is observed with a; above r then the doubly
resonant diagrams (such as (b) of [Fig. 3.2.25) dominatehi$rrégion of phase space, theprocess is
therefore more appropriate. Thus, in order to disentarigisd two processes, we perform our calculation
of thew tprocess by applying a veto on the of the additional quark that appears at next-to-leading
order. For the results presented here, we have chosen tbisoveccur at50 GeV. In doing so, the result
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(a) (b)

Fig. 3.2.25: Diagrams present in the real corrections to t production which involve an additionalquark. The double bars
indicate the on-shell top quark which subsequently deaatgsii * b. Diagram (b) contains a resonatpropagator, while (a)
does not.

Table 3.2.12: LO and NLO cross sections (in picobarns) fehezhannel of single top-quark production at the Tevatrah an
LHC, form + = 175 GeV. Cross sections are evaluated with CTEQ6LI®1 , ) = 0:130) and CTEQ6M (s (M , ) = 0:118)
PDFs ], using scales af . for the s- andt-channel processes afd GeV forw t

Tevatron LHC
Process [pb] 1o N LO LO N LO
s-channel 0.582 0.872 7.27 10.4
=channel 1.75 1.92| 237 245
Wt 0.104 0.143| 61.3 68.7

for the diagrams represented in Figlre 3.2.25 remains detlet of a few percent of the lowest order
cross section and, for simplicity, the doubly resonant idiats can even be omitted.

The methods that we have described have been implementesg ifante Carlo program, MCFM,
allowing us to make predictions for kinematic distribusoim all channels. As a simple example of our
simulation of these single top processes, we first comparéetiding order and NLO cross sections for
each of the channels in Taljle 3.2.12. These cross sectiertakulated for a top mass 0f5 GeV and
use the CTEQSG set of structure functions. Both thehannel andi tprocesses can receive sizeable
corrections at NLO, with the cross-sections increasing fioyirad 40-50% at the Tevatron. In contrast,
the tchannel process receives only mild corrections at botlidess. As well as the normalization of
the cross section changing, its dependence upon the feation and renormalization scales can also be
significantly reduced at next-to-leading order. This igstrated in Figur€3.2.26, where we show the
effect of varying these scales on thiet cross-section. The renormalization and factorizatiorlescare
varied separately by a factor of two, with the other scalet kepd at o = 50 GeV. The LO and NLO
cross sections are each normalized to their central valDas.can see that there is a great reduction in
the dependence of the cross section on each of these sddlesh kcales are varied together, the scale
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Fig. 3.2.26: Scale dependence of the cross section feproduction at the LHC, as described in the text. Factodrasicale
dependence is shown by a dotted curve at LO and a dashed ¢udigOa Renormalization scale dependence is shown by a

dot-dashed curve at LO and a solid curve at NLO.

dependence from each individually practically canceleneat leading order. Thus one might incorrectly
assume that the cross section is well predicted at leadihgr,ovhen this is clearly not the case.

We now consider the search for single top processes at thardewvhere, as mentioned earlier,
only thes- andt=channel cross sections can possibly be observed. Howeueh of the lessons learned
at the Tevatron will be applicable for the observation oftitye quark in thev tchannel at the LHC. We
shall consider the signal for single top production to bepiesence of a lepton, missing energy and two
jets, one of which is tagged ascget. With this signal, the largest background comes fromplocess
W Ho with further substantial contributions when a charm quarknis-tagged as ainus ! W uc
and from other mis-tagged + 2 jet events. Smaller background contributions result frarandw 2z
production.

Most of these processes can be calculated to NLO in MCFM, euith designed to reproduce the
ones used in the experimental searches at CDF and DO. Tonthaive have used the cuts,

p; > 20Gev; %< 141; Br > 20GeV; (3.2.22)
on the leptons and missing transverse energy, as well as,
pt> 15Gev; i< 28; R > 10; (3.2.23)

on the jets, which have been clustered usingkth@lgorithm. Lastly, in order to reduce the background
from events that do not contain a top quark, we apply a cut emgbonstructed mass of the+ 1+ -
system,140 < m; < 210 GeV. Using these cuts, we have calculated the distributfdthevariable

H 1, the sum of the leptop;, missing transverse energy and jet transverse momenta.cahibe useful

for selecting single-top events from the large backgrouadsndicated in Figurie 3.2.R7 where we show
the distribution of the signal and the sum of all backgrounacpsses, under some assumptions about
mis-tagging and efﬁciencieﬂSB]. Although the single topgesses represent a large fraction of the
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Fig. 3.2.27: Thei ; distributions of signal$ andtchannel single top production), background and signa packground at

the Tevatron.

events in the region of large +, searches using this distribution as a key are heavilyneta accurate
predictions of the shapes and normalization of the signadlb@tkgrounds. Since almost all of these are
now known at next-to-leading order, this information carubed to refine current analyses.

As a final example of the utility of our calculations we comsic rather different role that sin-
gle top production can take at the LHC. In the search for ag@rinédiate mass Higgs boson, of mass
155 < my < 180 GeV, thew tprocess can be a significant background when trying to obdeiygs
production via gluon fusiol],

g+g! H ! W
] 1 e (3.2.24)
]

The significant missing energy in the signal process meaatsthie Higgs mass peak cannot be fully
reconstructed, so that accurate predictions for all bamkaguls are imperative. Here we do not detail all
aspects of the study that we have performed (for furtherldeteee Ref.[[60]), but merely draw attention
to the conclusions. A useful observable for discriminatbejween the signal and t background is
the opening angle in the transverse plane between the eftom thew decays, . As shown in
Figure[3.2.2B, the leptons in the signal are predominantbdpced with only a small opening angle,
while thew tbackground tends to produce them mostly back-to-back. @neee that this statement is
weakened at NLO since the tpeak is shifted to smaller values and becomes more broath. &sicape
change could have a significant impact on search stratagiéssichannel at the LHC.

We conclude by noting that a number of approximations haea lbsed in order to make the NLO
calculations tractable. Notably, we have not included tlassrof the bottom quark in our computations,
ignored off-shell effects for the top quark and neglecta@riierence effects between radiation in the
top quark production and decay stages. However, none o tisesxpected to amount to much more
than a few percent correction. This should certainly not Iseréous issue when considering single top
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Fig. 3.2.28: The opening angle between the leptons imthe w w andw tprocesses, for the search for a Higgs of mass
155 GeV. Cross sections are normalized to unity, after suitabbech cuts have been applied.

searches at the Tevatron, nor at the LHC when considerirggtbkannels as backgrounds. However
such effects may become important when studying propeofi¢gise top quark in these channels at the
LHC. In that case further study will be necessary and indeedievelopment of such improved tools is
already underwa)}IM].
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Parton-level comparison of MadEvent Monte Carlo eventsli® alculations
Contributed by: J. L tck, W. Wagner, C. Ciobanu

A good modeling of signal and background processes with B1@arlo generators is essential for
particle physics analyses. This is particularly true if @imas for the observation of a new process, like
single-top production. Qualitatively a false discoverg ha be avoided, quantitatively the significance
of a signal has to be evaluated correctly.

In Run |, CDF used the PYTHIA program to generate single-topnes E}ZES]. Several
authors pointed oumDSZ] that the leading order coutitim of single-topt-channel production as
modeled in PYTHIA anHERWIG does not fully represent the measured final states.

Thisis a2 ! 2 process with & quark in the initial stateb+ u ! d+ torb+d ! u+ t
A bquark parton distribution function is used. Theguark stems originally from a gluon splitting into
a o pair. Since flavor is conserved in the strong interactiom cuark has to be present in the event
as well. PYTHIA creates thethrough backward evolution following the DGLAP scheme. ngsihis
method, only the soft region of the transverse momentumebik modeled well. The high tail is
not estimated as accurately. In addition, thepectrum comes out too far forward. In following we will
call thebthe 2°¢ bquark.
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One can improve the modeling of single-top quark produchgrproducing Monte Carlo events
with matrix element generators and apply a shower MontedGanl the parton final states. To model
the single-toptchannel kinematics it was proposed to generate two samytasthe matrix element
generator: A2 ! 2sample,o+ g ! ¢+ t, and a2 ! 3 sample with a gluon in the initial state,
g+q! o’ t+ k Inthe second process th&' bquark is produced directly in the hard process described
by the matrix element. This sample describes the most irmapbriext-to-leading order contribution to
channel production and is therefore suitable to describaitiho; tail of the 2°¢ bquarkp; distribution.
However, the two samples have to be matched together to gevengified sample of Monte Carlo events.
In their first Run Il analyses CDF and D@ used a matching praeetased on the;: spectrum of the
274 b quark ,6 . CDF used the matrix element generator I\)aadE,], D@ used the
program CompHE9]. At CDF the: distributions of the2"® bquark of LO and NLO sample were
normalized to the ratio of the corresponding cross sectiahsulated by MDEVENT, R = 2:56. The
intersection point of two curves was found to ke = 18Gev=c. Subsequently, events of the LO
(2 ' 2) sample were accepted for the final sample if theof the 2°¢ bquark was belovk . Events
of the NLO sample were selecteddf (2"°b) > K .

One important question which has to be addressed is how dmdatching procedure is and
how well the final Monte Carlo sample describes the singtetstohannel kinematics. To achieve this
goal we compared the kinematic distributions of the prim@agtons obtained from the matcheBIE-
VENT Monte Carlo sample with NLO differential cross sectionst thee made available by theTop
software EIZ]. We found that the shape of the kinematic ithistions of the2"< bquark, namely the;
and the pseudorapidity distributions, are modeled quitk Wewever, we found a small rate difference
for visible 2°¢ b quark jets withpr > 15Gev andj j< 28, which are the jet cuts used in the CDF
single-top analysis. Therefore, we adjusted the originaafming procedure such that the rate of visible
2"4 pquark jets in our matched MOEVENT sample is equal to the rate predicted bya® [@]. Ef-
fectively, this results in a new intersection point = 9G ev =cfor the matching procedure. As a result
all visible 2°¢ bquarks of the matched sample are coming from the N2O (3) sample. Figuré3.2.29
illustrates the matching procedure. We have evaluated #telradt=channel single-top Monte Carlo
sample by comparing distributions at parton level to the Nlw@®diction from Zropr. Figure[3.2.3D
shows a few examples. We also compared kinematic distoibsitior thes-channel production, see fig-
ure[3.2.31. In general, we find very good agreement for the tdi@arlo modeling of the single-top
kinematics. We quantify the remaining difference betwedw®n Monte Carlo and the NLO calculation
by assigning weights to the Monte Carlo events. The weigheissed from a comparison of several
kinematic distributions that are combined in a weightedage. We apply the single-top event selection
to the Monte Carlo events and sum up the weights. As a resuinden estimate on the deviation of the
acceptance in Monte Carlo compared to the NLO predictiothém + 2 jets bin we find a discrepancy
of 1:8% 0:9% (M C stat:) for the tchannel, i.e. our study indicates that the Monte Carloresti of
the acceptance is a little higher than the NLO predictionthins-channel we find excellent agreement,
no evidence for a deviation, 0:3% 0:7% (M C stat:).

The general conclusion from our study is that theEVENT Monte Carlo events give an excel-
lent representation of the single-top production procBsg to the matching procedure for thehannel
sample the NLO effects are sufficiently taken into account.
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Fig. 3.2.29: Matching of the single-tapchannel samples in CDE; distributions of the2® bquark: a) on a linear scale, b)
on a logarithmic scale, forthe ! 2andthe2 ! 3process. Theratioaf ! 2to2 ! 3eventsis adjusted such that the rate
of 2°? bquarks withpr > 15G ev =c matches the NLO prediction. In ¢) the distribution for the matched sample is shown.
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Fig. 3.2.30: Comparison of kinematic distributions at partevel for the matchedchannel single-top Monte Carlo sample
with NLO calculations from Zop. The upper two plots show the: and pseudo-rapidity distribution fa® bquarks. The
middle row shows the distributions for the top quark. Thedowwo plots show the: and distributions for the leading light
quark jet.
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Fig. 3.2.31: Comparison of kinematic distributions at partevel for the matched-channel single-top Monte Carlo sample
with NLO calculations from Zopr. The upper two plots show the: and pseudo-rapidity distribution of the top quark. The
lower two plots show the same distributions for the leaditg j
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A simulation method of the Electroweak Top Quark Productiments in the NLO Approximation.
Monte-Carlo GeneratoingleTop

Contributed by: E.E. Boos, V.E. Bunichev, L.V. Dudko, V.I. Savrin, A.V. Sherstnev

Introduction The CompHEP packagZQ] has been used to prepare a spetiabenerator Single-
Top to simulate the electroweak single top quark productiith its subsequent decays at the Tevatron
and LHC. Single top is expected to be discovered at the Tavaun Il and will be a very interesting
subject of detail studies at the LHC (see the rev@/ [30]).

The generator SingleTop includes all three single top meee and provides Monte-Carlo un-
weighted events at the NLO QCD level. In the paper [52] it hesrbargued that the NLO distributions
for s-channel process are the same as the LO multiplied by a knefant&r. The LO cross sections
for the s-channel process are shown in the tdble 3]2.13 and the NL€3 cections are taken from the
papers QQ] and are shown in the table 32.14 We discustlyshere only the main process with
the largest rate, thechannel production. The representative LO and NLO diagrame shown in the
Fig.[3.2.32 The top decay is not shown, however it is inclualdeading order with all spin correlations.

1.1 1.2 1.3 1.4

Fig. 3.2.32: LO and representative loop and tree NLO diagrafithet-channel single top production

Table 3.2.13: The total LO cross sectionssthannel single top quark production process (The LHC cses$ion ofpp !

th(tb) processes are equal 4.96 (3.09) pb; for the Tevatron the sexgions opp ! thandpp ! thprocesses are the same
and equal 0.3 pb (the numbers in brackets)).
Processes, pb
ud ! tb du! tb dc! tb od! tb
us! b su! b sc! b cs! b
2.22(0.291) 2.22(0.006) 0.26(0.001) 0.26 (0.001)
du! tb ud ! tb od! tb sc! tb
su! th us ! tb dec! to cs! th
1.285(0.291) 1.285 (0.006) 0.26(0.001) 0.26 (0.0p1)

Overview of the effective NLO approach. We compute by means of the CompHEP the LO order
process2 ! 2 with the b-quark in the initial state and top spin correlated 3 subsequent decay, put
it into PYTHIA [] and switch on ISR/FSR. Then with CompHER compute the NLO tree level
corrections =2 ! 3 processes with additional b- and light quarks or gluons éfthal state including
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Table 3.2.14: The total NLO cross secti@[@] {= 175 GeV).

Collider | Process t t t+ t
LHC t=—channel| 1526 31| 90:0 19| 2426 34
s—channel| 6:55 0:14 4:1 021 106 0:17
Tevatron| tchannel| 095 01 | 095 01 19 01
s—channel| 044 0:04| 044 004/ 0:88 0:05

also the top decay with spin correlations. We split the plspsee region in "soft” and "hard” parts gn

of those additional b and light jets being from PYTHIA radiatin the "soft” and from the CompHEP
matrix element calculation in the "hard” regions. The sattgs normalized in such a way that all parts
being taken together give known from calculations the NLﬁ)ssrsectionEﬂg] which are shown in
the tabld_3.2.74 for the LHC and Tevatron. The splitting paeters are tuned based on the requirements
that all the distributions become smooth after the normaéibn. The performed cross checks show an
agreement with exact NLO calculations where the compute® Nistributions are correctly reproduced
by our method. Therefore, generator “SingleTop” preparethat way does not have a double counting
problem, produces correctly the NLO rate and distributj@rsl includes all the spin correlations.

The first release of the generatﬂSZ] did not include thre hediation of the light jets, while the
latest version@?,] currently used in the analysis by therfilab DO and the LHC CMS collaborations
includes all the mentioned properties.

Practical implementation of the method in generator Singl@op. The generator “SingleTop” (based
on CompHEP program) realizes an effective NLO approach efegeneration for the single top-quark
processes by taking into account the main NLO correctionigrtematics. The model of simulation is
based on the phase space slicing method.

The method begins with thechannel cross section in the Born approximation, takimg &ccount
the full set of Feynman diagrams where the top quark appetinsadditional b and light quarks in the
final state ¢ ! 3). However, calculation of the procegs! 3 at the tree level doesn’t include large
logarithmic QCD corrections (related to the process ) that appears in the "soft” phase space
region where the b quark has a smal}. It is possible to calculate these corrections via standard
renormalization procedure and include them into partoistridutions of the b-quarks in the proton. In
this case the reaction ! 2 (with b-quark in the initial state) would be the LO approadlihe =channel
process. In the same way another b-quark should appeamalke final state. It follows from the fact
that b-quark can be produced in the proton onlyirpairs from the virtual gluon. One can simulate
the final b-quark in the process! 2 via ISR-mechanism. In this case b-quark could be produced by
initial state radiation and will appear in the final statehaita branch of parton shower, from the splitting
functiong ! W One of these b-quarks (from gluon splitting) is the initialrd parton and the second
one goes to the final state. The LO cross sections foethe 2 processes are shown in the table 3.2.15.
The LO cross sections aof ! 3 processes are shown in the table 3.2.16, thebgub) > 10 GeV is
applied.

Calculations of the process! 3 at the tree level approach doesn’t include large logarithcor-
rections (related to the process! o), but the exact tree level calculations correctly simutzdbavior
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Table 3.2.15: The LO cross sectionstathannel2 ! 2 processes. (The total LHC cross sections of the progess tj(tj)
is 155.39 (89.85) pb; the Tevatron cross sectiongfl tjandpp ! tjprocesses are the same and equal 0.966 pb (the
numbers in brackets))

Processes, pb
ub! dt ub! st dg! ct
ba! dt ba! st gd! ct
! dt ! st sg! ct
bc! dt bc! st gs! ct
db! ut
k! ut
sb! ut
bs! ut
129.26 (0.869) 15.01 (0.057) 11.12 (0.040)
b! dt b! & db! ct
bu! dt bu! & kd ! ct
! dt b! « sb! ct
bc! dt bc! ® bs! ct
do! ut
bd ! ut
sb! ut
bs ! ut
66.99 (0.869) 10.05 (0.057) 12.81 (0.0410)

of the b-quark in the "hard” phase space region with the lageWe will demonstrate, that combination

of the processes ! 2and2 ! 3allows us to construct MC samples at "effective” NLO levepegach.

We can prepare correct events with "soft” b-quark via ISRugation. But in this case we lose the sig-
nificant contribution of the "hard” b-quark. We can probablyme to an appropriate result if we would
use different strategies to simulate the different kineonagions of the phase space. Unfortunately, we
can’t naively combine the samples with! 2and2 ! 3 processes because in this case we will get
double counting of some phase space regions. To avoid thxepnoof the double counting we propose
to use different methods of MC simulation in the differentipl space regions and combine them based
on some kinematic parameters.

Figured 3.2.38-3.2.36 show the normalized distributitinat have been prepared for the Tevatron
and LHC. On these plots we can see that the distributionsfoand pseudorapidity of the top and light
quarks looks similar (Fig$._3.2.BB, 3.2135), but the distiions of the additional b-quark (that comes
from gluon-splitting) differ significantly (Fig$._3.2.B8,2.36). The distribution for pseudorapidity of
additional ISR b, have a peaks at larger values than thetaisons for processes ! 3 attree level. The
P spectra for the events that we prepare in PYTHIA with ISR s$ation are "softer” than in tree level
calculations. The main contribution from the large lodamic appears in the "soft” region af; (o).
Therefore, it is reasonable to use transverse momentumditi@thl b-quark as a kinematic parameter
for slicing the phase space to hard and soft regions. To peepzents at NLO effective approach we
apply the following procedure: first, we prepare the CompHénts2 | 3 (at tree level) withp+ (b)
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Table 3.2.16: The LO cross sectionstathannel ! 3 processes after the cet (b) > 10 GeV (The total LHC cross sections
of the processp ! tgb(pp ! tob) is 82.3 (47.9) pb; the Tevatron cross sectiongpf! tgbandpp ! tgbprocesses are
the same and equal 0.379 pb (the numbers in brackets); the exjplained in the text).

Subprocesses
ug ! dtb ug ! stb dg! «cb
gu ! dtb qu ! stb gd! cb
ag ! dtb ag ! stb sg! db
gc! dtb gc! stb gs! db
dg! ub
gd! ub
sg! W
gs! W
68.8 (0.328) pb 7.6 (0.03) pb 5.9 (0.021) pb
ug ! dtb ug ! ® dg! ctb
gu! dtb gu! ®® gd ! ctb
og ! dtb ag! ® sg ! ctb
gc! dtb gc! ® gs! ctb
dg! utb
gd ! utb
sg ! utb
gs ! utb
36.2 (0.328) pb 4.9 (0.03) pb 6.8 (0.021) pb

larger than some critical value ;. Then we prepare events! 2 in the "soft” region of the phase
space wittP; (o) < P ;. The cross section af ! 2 events in the "soft” region we multiply by K-factor
for taking into account loop corrections which do not chasggificantly the kinematic distributions.
The value for K-factor we can calculate with the requirersaesftnormalization of the events in the full
phase space to the total NLO cross section, as demonstratiee following equation:

nLo = K pyraia (2! 2)}T(b)<pT0+ CompiEP (2! 3)}T(b)>pT02

The K-factor here is a function of slicing paramete?;, the total NLO cross section we know from
exact NLO calculationsl.ﬁﬂg].

In case of LHC collider we have:
comprur (21 3)Drsg0gev 1087 pb;

comprep (21 3)brsiogev 12577 pb
and K=0.89 forr.? = 20 GeV, and k=0.77 fop ? = 10 GeV.
In case of TEVATRON collider we have:

CompaEP (2!

3)1>Tb> socev  0#6pb
CompHEP (2! 3)$§’>10Gev 0:72 pb
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Fig. 3.2.34: The comparison af: and distributions
g+ brisrg (PYTHIA)
tg+ b.o (CompHEP) simulations for the Teva-

Fig. 3.2.33: The comparison ef: and distributions for for thebrsz andb,o inthepp !
tg+ brsg (PYTHIA)andpp | tg+ b,o (Com-

pHEP) simulations for the Tevatron. The distributions are

thepp ! andpp !
tron. The distributions are normalized to unity and no cuts

normalized to unity and no cuts applied. applied.

and K=1.32 forr.? = 20 GeV, and k=1.21 fop ? = 10 GeV.

The natural requirement for the correct slicing parametér is a smoothness of the finalk
distribution in the whole kinematic region for the addita-quark. On the Fid. 3.2.87 and Hig. 3.2.39
shown the distributions for the . = 20 GeV and we can see the bump at the matching point. After
series of iterations we have found timat distribution becomes smooth enough with. = 10 GeV. The
result is shown in the Figufe_3.2138. The distributions fa LHC collider are shown in the figure 3.2140
for the same value af °; = 10 GeV. The algorithm described above we call "effective NLQraach”.

Comparison of the results. To check the correctness of our approach we compare ourtsesith
two independent NLO calculations. The programs ZTE’ [52] BICFM @] provide the kinematic
distributions at NLO level. The MCFM takes into account tHeONcorrections in the decay of t-quark as
well as in its production. The ZTOP includes NLO correctiamdy in the production of top quark. The
ZTOP and MCFM programs provide the possibility to calculldteO distributions, but do not simulate
events which are important in the real analysis. We shoutd,ribat due to the model of showering for
the final partons, generator “SingleTop” takes into accolimimost part of NLO corrections in the decay
of t-quark as well as in the production. We compare the repriagive distributions from our effective
NLO approach with exact NLO calculations. The results amnshin the Figures 3.2.40, 3.2]42. We can
see how the events simulated in effective NLO approach ciyreeproduce the exact NLO distributions
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Fig. 3.2.36: The comparison of: and distributions for
thebisz andb., inthepp ! tg+ bisz (PYTHIA) and
tg+ b.o (CompHEP) simulations for the LHC. The

Fig. 3.2.35: The comparison ef: and distributions for
thepp ! to+ brsr (PYTHIA)andpp ! tog+ bo (Com-
pHEP) simulations for the LHC. The distributions are nor- pp !

malized to unity and no cuts applied. distributions are normalized to unity and no cuts applied.

produced by ZTOP and MCFM programs. The good agreement fribdiSons demonstrates the cor-
rectness of the simple approach to model the most importmiop NLO QCD corrections on the level
of event simulations.
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W +jets as a Background to Discovering Single Top Quarks
Contributed by: M.T.. Bowen, S.D. Ellis, and M.J. Strassler

Standard Model production of bosons and associated jets is currently obstructing tlvedksy
of single-top-quark production at the Tevatron. This baokgd is now known to be significantly larger
than expected a few years ago. The systematic errors orcpoedand measurement of this background,
especially in the context ab tagging, have made a simple counting experiment virtuatipassible,
as the uncertainties are comparable to the single-top Isighaeems necessary to use the kinematic
distributions (“shapes”) of the main backgrounds {jets, t; QCD) in order to separate signal from
background. However, predicting or measuring the shapéefit +jets background after-tagging
algorithms are applied, as required for single-top dispgns itself subject to significant uncertainty. In
this note, we point out a possible approach to reducing opecasf this problem.
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Fig. 3.2.37: The combined distributions for the "soft” Fig. 3.2.38: The combined distributions for the "soft”
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b,o (CompHEP) regions for the Tevatron collider with b.o (CompHEP) regions for the Tevatron collider with
Pl (b) = 20 GeV. P (b)= 10 GeV.

An analysis of the use of shape differences between sigidbackground was performed in Ref-
erence|f6|5]. The use of asymmetries and correlations invplthe lepton from the top decay and the
jet associated with thechannel production process were shown to dramaticalligati problems from
the ttbackground. The reduction of the +jets background was shown to be significant, but still insuf
ficient, unless systematic errors on the shap® afjets can be brought down to roughly the 20 percent
level. The challenges in doing so were discussed in sectioof [65]. The various contributions to
the sample ofi +jetswith a singlel>-tag were compared, and it was shown that many different subpro-
cesses, with many different initial and final states, areamhparable importance. Unfortunately, each
of these subprocesses has a different shape. Unless tladiveenormalizations can be determined, it is
impossible to know the shape of the total+jets single-tag background with low uncertainty. Further
each of the many contributions has its own independent tainges, stemming from parton distribution
functions (PDF’s), loop corrections, and issues involviagging and mistagging of heavy flavor, among
others. It seems difficult to imagine that all of these subpsses can separately be measured in data.
Therefore, it is important to reduce the unknowns in thisterhusing a combination of data, theory, and
simulation.

Among the lessons of section IV (Lﬂ65] was that roughly adlof the events entering the +jets
single-tag sample do so through the tagging of heavy flavarkguemerging within the parton shower
of a short-distance gluon. Consequently, a significanti@oxf the normalization uncertainty in certain
subsamples is due to incomplete knowledge concerning #wgrientation of short-distance gluons to
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heavy quark pairs, which leads to uncertainties in how ob@mon-level processes suchwas! W gg

will receive a singlebtag. (This problem extends well beyond single-top-quaddpction, of course;
any similar process, such ash or W h, will have background from gluon radiation and subsequent
splitting to heavy quark pairs.) While Monte Carlo prograare relied upon to carry out this splitting
in most studies, they have not been sufficiently verified ughéopresent time. Any neural net method
for single-top-quark production trained on Monte Carlo glations will suffer a substantial uncertainty
from this source, unless the Monte Carlo can be tuned mongdrazingly to data.

Summary: Proposal to Study Gluon Splitting inw +1j Events To reduce the systematic error from
gluon splitting to heavy flavor requires a combination ofadahd Monte Carlo. It has already been
suggeste4] that events with a single z or photon and a single hard jet are important tools for
extracting heavy-flavor PDF’s. We wish to emphasize furthat one should view these events as tools
for a study of gluon fragmentation to heavy flavor, and forugdg correlated uncertainties involving
PDF's, fragmentation and heavy-flavor tagging. In pardculith integrated luminosities at the Tevatron
exceeding 1 fb!, w events with a single hard jet represent an ample, relativel-understood, gluon-
rich and heavy-quark-poor resource. The study we presdatvbgiggests that the samplewof plus
one highpr jet (W +1j) provides an opportunity to study in some detail, viaeisiigation of (sometimes
multiple) secondary vertices and embedded muons, the &atation of gluons into heavy flavor, and
the interplay of gluon splitting with tagging algorithms.uresults should be considered preliminary;
much further study is required.

The only published intersection between theory and exparirfor gluon-splitting to heavy quark
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Fig. 3.2.41: Thee; and pseudorapidity distributions of final quarks in effeetNLO approach (“SingleTop”) and exact NLO
calculations (ZTOP) for the Tevatron collider.

pairs has been at" e colliders through the process e ! 7z ! gqgg, where the gluon radiated off
of one of the quarks then fragments te a or b pair. The kinematics of SLAC and LEP restricted the
energy of this gluon to be in the 20—40 GeV range. Furtherptbduction of the short-distance gluons
in ane" e collider takes place in a color environment different thaattof a hadron-hadron collider.
Thus the predictions of the gluon-fragmentation algorghimplemented in showering generators such as
PYTHIA [@] and HERWIG|LT3|6] remain somewhat untested fevdiron applications. Itis therefore
important to measure gluon splitting rates directly at tegalron, ideally in multiple settings.

Naively, thew +1j sample provides such an opportunity, since at leadidgrofLO) there are no
short-distancer bfinal states, except through negligibly small CKM mixing Ersg Some fraction of the
final states contain charm quarks, but almost all jets witltipia secondary vertices in this sample will
come from a gluon fragmenting to eithetsaor c cfinal state. The numbers below will show that even
events with a single heavy-flavor tag will be substantiallyeven dominantly, from the parton-shower
of a gluon. Disentangling the various sources for heavysfléags may be possible in this sample using
the differences in impact parameter distributions for shiistancecandbquarks, as well the relativie:
of muons in the decays.

Let us be more specific: we define thie+1j sample to be all events with one lepton, MET, one
high-pr, central jet, and no other high- jets at any rapidity. ThigxclusiveW+1j cross-section can be
calculated at NLO since it is the difference between theusice W+1j and W+2j cross-sections both
at NLO, which have been evaluat@?;?]. We recommend usgitehp; jets as they are, in general,
under better theoretical control and are reconstructet giigater efficiency by detectors. Further, the
rate at which gluons splitto @ pairs increases significantly with energy, so the fractigets containing
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Fig. 3.2.42: Ther; and pseudorapidity distributions of final leptons from tppark decay in effective NLO approach (“Sin-
gleTop”) and exact NLO calculations (MCFM) for the Tevatioilider.

b and c c pairs becomes larger. What cut best balances statistics and systematics will have to be
determined by a future study.

Simulation of * § Events The proposal above requires NLO studies for bwth1j andw +2j to
normalize thew +1j exclusive event set. For now, we use the K-factorifor1j inclusive production
from ﬂE] to normalize our event set. This overestimatesiimber of events the Tevatron experiments
will have to work with, but probably by less than ten percédiir crude simulation of the +1j sample
suggests there will be enough events at the Tevatron to mestmugluon splitting rate even with a small
reduction in rate when the normalization is calculated nameurately.

To provide an estimate of the number of j events the Tevatron experiments will have to work
with, we have generated an unweightedj event set using the LO event generator Madgr@ [128] and
CTEQSL PDF’sEﬁlB]. Events are generated with the facttioreand renormalization scales setiq |,
and ax -factor of 1.1 is taken from the +1j inclusive NLO calculation ir@?]. After accountingrfo
the branching-ratio fow ! ;e , and the generic cuts given in Tdble3.2.17, the numbersearitev
with 1 fb ! of integrated luminosity are given in Talile 3.2.18. The éveme broken into various sub-
channels, differing by the underlying source of the jet~or simplicity, the cuts are applied to the the
short-distance partons, not to the jets. Triggering efficies are not accounted for, but are expected to
be at least 89 for all channels.

Table[3.2.1B shows the abundance of short-distance glmonhsjievents. The numbers of events
in different channels suggests (though it does not prova) ltly looking at‘ 5 events with one and
two secondary vertices, as well as events with one and twie-higembedded muons, the processes
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ltem Pr J 3
‘ 15 GeV 11
MET ( ) 15 GeV -
J 40 GeV 11

Table 3.2.17: Detector cuts applied to partons in our study.

Channel| Events After Cuts
‘g 24,000
‘g 22,000
e 2,200

Table 3.2.18: Numbers of events with 1 fhfor the subsets of §with the cuts from table3.:2.17. Here(e , ), cis both
candc, andg sums over all light quark and antiquark flavors. There is'nachannel at LO, except through negligibly small
CKM matrix elements such ag.,j

‘g! “ band’ g! ‘ cccan be disentangled both from each other and also froaand fake tags.
Indeed, given thas meson decays frequently involve charm mesons, there isogmhplity of some jets
with four real secondary vertices.

Unfortunately, the contribution from short-distance ligjuark jets, and from gluons that shower
only to light quarks, can lead to reconstructed secondariices, and constitutes a significant back-
ground to measuring gluon fragmentationctoandi. However we expect this effect can be constrained
in several ways, including the absence of muons in suchgatsa different dependence on vertex posi-
tion, charge multiplicity, etc.

The other competing short-distance process, with finag stat, needs to be determined in order
to allow a measurement of gluon fragmentation, and is isterg in its own right. Though cevents
will give real secondary vertices and high-muons, they provide at most one of each, and when both are
present, the muon will intersect the vertex. Moreover, tharge of the embedded muon will be opposite
to the charge of the isolated lepton, in contrast to eventk gluon fragmentation, where the muon
from the heavy flavor decay may have either charge. The thieakeate for cproduction has a large
systematic error from uncertainties in tbequark PDF, because initial-state strange quarks congribut
over 8% of the rate at LO; the sample provides an opportunity to meathe s PDF and reduce such
uncertaintie4]. The NLO calculation (with the\weguark mass included) has been completed

]. To our knowledge, the corresponding experimentadgthas not yet been done.

Showering of * g Events UsingPYTHIA To get a sense for the number 6fg | “ @ events
the Tevatron experiments will have to work with, we allow they events to undergo parton showering,
using PYTHIA ]. We take the factorization scale torbg , and we turn off initial-state radiation
in order to focus solely on the evolution of the short-diseugluons; note gluons in initial state radiation
are at lowpr and any heavy flavor quarks in their parton showers are réaglyed. The specific numbers
have large uncertainties, perhaps of order 30 percenthbytare only intended to be illustrative.
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Channel | 1tag | 2 tags
‘g! | 260 47
g! cq 150 3
c 280 -
* q(9) 300 -

Vi

Vi

Table 3.2.19: Numbers of 5 events with one or two tags. The last column is either fortligiarks or gluons which do not
fragment to heavy quark pairs. We have not tried to estinteetimber of double tags for the second two processes.

For 1 fb ' of data, and the generic cuts in Table 3.2.17, there are Q4:08 events. After
showering, these short-distance gluons have fragmenté2Qon pair and 1300z c pairs. Because the
andc quarks from gluon fragmentation have smalterthan the original short-distance gluon, it is not
obvious how many of these heavy quarks will lead to obseevabtondary vertices. Indeed a detector
simulation would be necessary to estimate this rate. As@ecnieasure, we have estimated the number
of tags per jet by modeling the tagging of each heavy quartopanside a jet asdependendf any other
nearby heavy quark. While this completely ignores comgilices fromb ! cdecays, and overlapping
secondary vertices, it provides some measure of the nunfbevemts the Tevatron experiments may
have to work with, and has the benefit of being straightfodias an estimate.

Eachb parton from gluon fragmentation is tagged at a rate of 0.8(an=36), wherep; is theb
quarkpr. Charm quarks are tagged at a rate of 0.15 tan2), and jets originating from light quarks
and gluons without heavy quark pairs in them are mis-taggedate of 0.01 tankf /80).

We have not attempted to investigate the use of the muonsideordcdecays, but we believe they
should provide additional helpful information with compientary systematic uncertainties. Lepton-
tagging of heavy quark jets has already been shown to worbgmphysics studies in Run mO]. The
event rate forw +1j production is also sufficiently high to overcome the tiglely small branching ratios
ofb! X andc! X.

We also wish to note that the excellent resolution of the Wewasilicon trackers in they plane
may allow measurement of the displacement instigolane between two different secondary vertices,
as well as their distance from the primary vertex. Thus, anewith two heavy quarks could yield
two impact parameters and either an angle or a distance betthe two displaced vertices. Fitting to
these distributions, using a Monte Carlo to simulate theyhéavor decays, may well allow unknown
parameters in the Monte Carlo description of gluon fragragon to be pinned down more precisely.

Final Remarks The proposed study of secondary tagw@irt1j events should also usefully supplement
the ongoingz b studies at the Tevatro@ﬂ]. Currently, thd°DF is assumed to be zero at the “
threshold” (4.5 GeV) and is generated by letting QCD evolugquations create it from the gluon PDF at
Qr greater than 4.5 GeV. The uncertainties intfeDF are then almost completely tied to uncertainties
in the gluon distribution. If one further relaxes the asstioipof theb PDF being zero exactly at the
threshold, the uncertainties are even bigger. BIRDF can be studied in +1j events with secondary
vertex tags@ﬂl]. (The+1j study may also have sensitivity to thé’DF; though there are some
experimental results from DIS production of charm that plaome constraint@@@@l%], the
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uncertainties are still large.) A background to this stusly &, where the short-distance gluon then splits
to heavy flavor. Cross-checking results betweerlj andw +1j samples should help reduce systematic
and statistical uncertainties in our understanding ofdl@scesses.

Angular correlations in single-top arid 5
Contributed by: Z. Sullivan

Recent studies of single-top-quark producti 126jchemphasized the importance of re-
ducing thew -5 backgrounds. These backgrounds are strongly sensitivehievablel-tagging effi-
ciencies and jet-energy resolution. New theoretical erations El] have shown that only modest
improvements ini 55 rejection can be made by improving cuts in pseudorapidity-j@t assignment.
Hence, additional information appears to be required.

It has been demonstrated that a spin correlation betweefindestate lepton and nonjet in
single-top-quark production might lead to a useful angdiacriminate against the 55 backgrounds
at both the Tevatror{__[JJSZ] and the LH@.49]. These studieedebn leading order (LO) theoretical
predictions. This Workshop has motivated a recent p:ﬁhr(ﬁﬁnnmarized here) that provides a next-
to-leading order (NLO) confirmation of the LO angular coaténs for both the single-top-quark signal
andw jjbackgrounds. In addition, sensitivity to top-quark restiie reconstruction is quantified, and
additional angular correlations are shown to be effectigeraninants.

In order to understand angular correlations, it is essktatianderstand the contribution from spin
correlations versus kinematic correlations. Spin coti@fe in single-top-quark production and decay
are a direct result of the electroweak nature of the proseskee matrix elements for botichannel and
tchannel single-top-quark production are proportional to

e © meso)lpe @ mese)l; (3.2.25)

wherepy andp. are the four-momenta of the down-type quark and chargedneipt the eventp, and
m . are the top-quark four-momentum and mass, and top-quark spin four-vector. In the top-quark
rest framep. = m +(1;0;0;0), ands. = (0;%).

In Ref. ], Mahlon and Parke showed that the direction &f down-type quark provides a
convenient axis to project the top-quark spin, i.e., chodse d as in Fig.[3.2.43. With this choice,
the matrix element reduces I E .m 5(1 + cos g q) Since roughly 98% of the events at the Fermilab
Tevatron are produced by pullings#rom the incoming antiproton, measurings °. _ provides the best

TP
possible measure of the spin correlation $echannel production.

The only complication fos-channel production is reconstruction of the top-quark freene. De-
generacies in the measured neutrino momentum, and assigjoirtbel-jet to top-quark decay, degrade
top-quark reconstruction. These kinematic effects sdaftermeasurable angular correlations, as seen in
the center plot of Fid. 3.2.44. However, the LO and NLO disttions agree exactly after top reconstruc-
tion up to an NLCK -factor. This has been confirmed in the fully correlated phgsace, so Monte Carlo
simulations can reliably predict these angles.

Angular correlations ir=channel single-top-quark production are more complitaféed quark
ends up in the highest: non+t-tagged jetj; approximately3=4 of the time at the Tevatron. The other
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Fig. 3.2.43: Decay products of the top quark, and the angle between the charged leptefi and the spirs. of the top
quark in the top-quark rest frame. The spin is projected éndinection of the down-type quarkin the event.
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1=4 of the time ad-quark is in the initial state, and a perfect correlationsexiwvith the incoming hadron
(mostly the antiproton at the Tevatron). This adds a difufexctor, so that the the matrix element is pro-
portional to(1 + cos §; cos ;, - The dilution factorcos gy =1 0*=(E JE ! )is typically around
0:8, because the-channel exchange of the boson pushes; forward toward the beam line. Hence,

cos “ . is agood quantity to measure because of a combination ofasirkinematic correlations.

et g
A complication intchannel production is that additional initial-state edtin can occasionally
be misconstrued as the hard forward jet in the event. Sinsatiditional radiation is uncorrelated with
the final-state lepton, it slightly flattens the distributim Fig.[3.2.4%#. However, it has been sho@ [52]
that LO Monte Carlos can be properly matched to NLO distrang. Using matched distributions, the
softening of the correlation is seen to come solely from thsidantification of which jet contained

the down-type quark. Spin-dependent matched distribsitrehiably predict the fully correlated angular
correlations.

The analytic form of the correlations far and t-channel production at the LHC is the same as
at the Tevatron. However, there is one striking differente-channel production. Because the LHC
is app collider, t production comes almost entirely from a valencguark in the initial state, while
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production comes mostly from valencelguark in the initial state. This means that the spin coriehat
for tproduction is almost 100% with the light jet, but for tproduction it is almost 100% with the beam
axis.

An additional complication for production is determining which proton thiequark came from.
The correlation suggests that a 1good choice for reconstruist the proton remnant closest to the charged
lepton, i.e., for _. 20 usep, = S(1;0;0; 1)=2 Despite the fact that the best correlation is with the
proton, the light jet tends to be very forward, and hence thgidn factor for using the Mahlon-Parke
basis is close to 1. Early studies of fully-reconstructeeints using the ATLAS detector simulation show
that the single-top-quark and 55 angular correlations are very similar to those at the Tewa@)].
Further, it appears that the Mahlon-Parke basis works gquall for both t and t production at the
LHC.

The purpose of studying angular correlations is to find coitetiuce thev 55 backgrounds. As
seen in Figl-3.2.44, the two general classesj backgrounds are found to be well-represented by a LO
calculation plus an NLQx -factor. This has been confirmed in the fully correlated dagdistributions

as well. In Fig[3.2.45, the correlation betweess :; andcos |, demonstrates the power of using
angular information. The flat distribution itos ;jl forw jjis seen to be an artifact of integrating over
two broad peaks in the correlated phase space. A simple wth, &scos ;jl > Cos }gjl, can remove

roughly 1=2 of the background with little signal loss in either singtgtchannel.

(fb)

13

bj
o
w
bj1

t

dcos 6),

©
)

(j, dcos 6

e

t
t
e

LT

d% /dcos 6L dcos 6f; (fb)

< L 77 RN <
- z T AR

801 I RN g
< ,':«:i,','.':;:,",',':,'.'.i'::.{s\\‘\\\\\‘\\\w Z <
~ EL 7T T T A A2 =
£ *"'""""’":"'I’III'-':-\\‘\\\\\ 0.5 £

Fig. 3.2.45: Correlated angular distributions of the fistdte particles in the top-quark rest frame of NLO (lefghannel
and (centerk-channel single-top-quark production, and (right) NwO55 production. This is a two-dimensional projection
betweencos {j, , whereeis the charged lepton anil is tagged as the highest; light-quark jet, anctos | ; , wherebis the
bjet from the top-quark decay.

The signal in Fig[3.2.45 peaks in one corner due to an additiangular correlation not used in
previous analyses. In the real top-quark rest framesileérecoils against the , and hence the charged
lepton in the event. The strong spin correlation betweendgpwn and light jet;; leads to an almost
degenerate phase space for single-top-quark productidh,tie b jet recoiling against the lepton-
system. The angle between thand 5, is further enlarged, because the initial production mode is
two-body state with the top-quark recoiling against thétligt. Thebpicks up some of the top-quark’s
momentum, and the combination of kinematic boost and spirledion pushes the jets far apart.

The large angle between thweand the charged lepton leads to the possibility of using gji as
a way to choose which jet came from top decay. This is usefusdthannel production where it is not
clear whichi>jet to assign. The following procedure picks the corresigrament better than 80% of the

time, and effectively removes theassignment uncertainty:
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1. Construct two candidate top-quarks from the two highestiets 5;.

2. Call therjet from top decay the one with the smallest gji in its own candidate top-quark rest
frame.

This is effectively equivalent to making the auts | < cos éjl on the correlated angular distributions.
Thew 55 background is very close to flat in the plane of these two anglad this cut will reduce the
background by another factor of two. This sort of cut emptessithe importance of having complete
and accurate angular correlations, since it will cause tippassedly flatv 57 distribution cos ;jl in Fig.
[3.2.43 to look exactly like the signal in that projection. riemately, the fully correlated distributions
maintain the distinction.

Another useful distribution that arises from the larges gjl angle is the dijet mass. The dijet
mass for the signal is pushed to large values, because tia it 5 tends to be large, and the jets are
roughly back-to-back. This in contrast with thie §5 backgrounds, in which the momentum is roughly
split between ther boson and the two jets, and leads to a softer dijet mass. flegmt improvements
in signal to background can be made by adding a minimum diggtsneut of order 100 GeV.

Use of the fully correlated angular distributions will regudetailed simulations of fully recon-
structed events. Early indications from LHC are that theudangdistributions are barely disturbed by
detector eﬁect@O]. This is not surprising from a qupakeuality point of view, but it is less clear
what the ultimate sensitivity to top-quark rest-frame mstouction will be. Many new physics analyses
will require complex cuts on phase space to separate sigmal hackground. Single-top-quark produc-
tion at the Tevatron presents an important opportunity tdiom that the NLO matched samples and full
correlated angular distributions agree with real data.

The “Best Variables” Method and Implementation of NeuratWaks in Physics Analysis
Contributed by: E.E. Boos, V.E. Bunichev, L.V. Dudko, A.A.Markina

The Basic Idea In High Energy physics a discrimination between a signal emaesponding back-
grounds is especially important when the data statistiedianited or the signal to background ratio is
small. In this case it is important to optimize all steps @& #nalysis. One of the main questions which
arises in a physics analysis is which, and how many variasiesild be chosen in order to extract a
signal from the backgrounds in an optimal way. The genemtblpm is rather complicated and finding
a solution depends on having a concrete process for makenghbice, because usually it takes a lot of
time to compare results from different sets of variables.

One observation which helps in making the best choice of tbst sensitive variables is to study
the structure of Feynman diagrams which contribute to tgeadiand background processes. Based on
such analysis we can distinguish three classes of variatitésh are potentially most sensitive to the
differences in signal and background processes.

The first class of variables is based on the analysis of sanigiels which usually appear in physics
processes. Let us call those kinematic variables in whioguwérities occur as "singular variables”.
What is important to stress here is that most of the ratesdir the signal and the backgrounds come
from the integration over the phase space region close setbiagularities. One can compare the lists of
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singular variables and the positions of the correspondimgugarities in Feynman diagrams for the signal
process and for the backgrounds. If some of the singulaabla$ are different or the positions of the
singularities are different for the same variable for thgnai and for the backgrounds the corresponding
distributions will differ most strongly. Therefore, if oneses all such singular variables in the analysis,
then the largest part of the phase space where the signalaahkdrounds differ most will be taken into
account. One might think that it is not a simple task to listtla singular variables when the phase
space is very complex, for instance, for reactions with maanyicles involved. However, in general, all
singular variables can be of only two types, eitberthannel:

M le,fz = (Pr1+ Pr2)’s
whereps; andps, are the four momenta of the final particles andf 2, or tchannel:

€= (pr n)*

14

wherep: andp; are the momenta of the final particle (or cluster) and theaingarton. For thef, - all

the needed variables can be easily found in the massless tase ge' ple ¥ wheresgis the
total invariant mass of the produced system, anid the rapidity of the total system (rapidity of the
center mass of the colliding parton@)f, andy: are transverse momenta and pseudorapidity of the final
particlef. The idea of using singular variables as the most discritiv@anes is described itﬁbO] and
the corresponding method was demonstrated in practi@m],[@], @].

Singular variables correspond to the structure of the démators of Feynman diagrams. An-
other type of interesting variables corresponds to the matoes of Feynman diagrams and reflects the
spin effects and the corresponding difference in angulstridutions of the final particles. In order to
discriminate between a signal and the backgrounds, onddshbaose in addition to singular variables
mentioned above those angular variables whose distritwiice different for the signal and backgrounds.
The set of these singular and angular variables will be thstmficient set for a Neural Network (NN)
analysis.

The third type of useful variables which we call "Thresholdiriables are related to the fact that
various signal and background processes may have veryatiffehresholds. Therefore the distributions
over such kind of variables also could be very different kegn mind that effective parton luminosities
depend strongly oa. The variableswould be a very efficient variable of that kind. However, thelgem
is that in case of neutrinos in the final state one can not measand should use the effectivawhich
is reconstructed by solving t-,W-mass equations for therimeulongitudinal momenta. That is why we
propose to use not only the effective variableut differentd + variables as well.

To apply the method it is important to use a proper Monte-@arbdel of signal and background
events which includes all needed spin correlations betveeduction and decays. We illustrate the
method by considering single top quark production at hadahders, the Tevatron and the LHC. The
complete recipe how to model the single top production mees with NLO precision is described
in the sectio _3]2. Comparing to a parton level analysis #tealor smearing generically smooth out
the distributions, and makes possible separation worsaeMer, kinematic properties of the processes
basically remain the same after smearing, and no any newnstie differences between a signal and
backgrounds appear after smearing which could help in beymhbackground separation.
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Demonstration of the Method Implementation of the above method in real analysis can beddn
the papers describing Single Top quark search in DO (Run Ramdll) ], ], ], ]7]
and CMS (to be published in CMS Physics Technical Design Replm this section, we demonstrate
how the above method works in case of the mostly simple sitogiegquark production process, the
channel productiondp ! b+ X ), and one of the main background processes ( W jj+ X ) at
the Tevatron. Typical Feynman diagrams for these signaltautground processes are shown in the
Fig.[3.2.46. As explained in the previous section, one shoaimpare the singularities for the signal and
background diagrams. The signal diagram Eig. 3]2.46 (la%)dmly one singularity, a pole at the mass
of the top quark:

2 1 2

MZ= oo+ pu ) mZ:

(The pole for the W-boson decay is the same for the signal anthé background, and therefore the
corresponding variable is not a sensitive variable herbérd are two singularities in the first background
diagram Fig[3.2.46 (2.1):

gzl;gzz (Pg1 + pg2)2 P0;

M
IC‘u;(<2{1q2) = (Pg1 + Py2 )P 0;

corresponding to underlying soft and collinear singuiesitwvhen additional partons become soft or co-
incident in direction.

d _ b
-
u>_ € b _--9 u——---9 d d
u —g——<: uy >_9
¥ u{ ~~g F---9 a da W o+
a _— - uy \
u
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~~‘~W + q————— > - +
11 21 2.2

Fig. 3.2.46:Typical Feynman diagrams for the 5 processes.

In diagram Fig[(3.2.46 (2.2) there are three singularitieg,one (,,142)) is the same as in the
first diagram:
= n wF! 0

fig2= P2 w1 0;

fu;(qqu) = (Pg1 + Pg2 R)? ! 0:

We construct a complete set of singular variables usingioela from the previous section and
compare physics analysis using such a set of variables watlysis based on more simple often used set
variables. For the comparison of different sets of varighle take the neural network (NN) technique
as one of the most popular and efficient methods of signal acligsound separation. The efficiency
criteria for different sets is the standard training partené&rTraining Error function”:

1 I%{cest 5
_ (@ q): (3.2.26)

N
test =1

2
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In the formulan ... is the number of test patterns; is the desired NN output (1 for the signal and 0
for background), and; is the NN output. The lowest training’ has led to best separation of signal and
background by the constructed NN. Compare théor different sets of input variables we can conclude
which set of variables is more efficient.

The processes under consideration have been calculategyi@simpH E9] at the parton level,
then decayed and processed with PYTH131] in order taudelinitial-state and final-state radiation,
and to fragment the final state partons into jets. Detect@asimg of the jet energies has been included
in our model by means of the SH@58] program. For the NN tregrwe use JETNET packada.Sg].

The first set of variables consists of the complete set ofuamgrariables for they + jets and

s-channel signal processes:
Setl : M 41,42 M topi 87 Yot Pr17 Y417 Pri2i Y427 Pr 127 Y412
whereY... is the total rapidity of the center of mass of the initial pag reconstructed from the final
state particles, using the reconstructed neutrino momenfa equation 2 = (p + Pipwn )?. Next
one is a simpler set:
b PsetZ:ijliijZ;Hall;HTall

HereH ;= E¢,andH rop = Pt ¢, Where the sums are over all final-state particles and jets.

The third set includes one singular varialife ) in the previous set:

Set3 : Pry1;Pryi Hani Hrani M wop

The results for the ? are shown in Fig.3.2.47 (Ncycle is the number of the Neurdlthéning cycles, it
is proportional to the training time). The best network ifimed as the one with lowest’, because the
output from such a network is closer to the desired outpuinfhis plot, one can see that théfor Set 1
of singular variables is lower then for the other two desadiilabove, and therefore the corresponding NN
is better analysis tool.

017 12 for training with different set of input variables 0.16 xz for training with different set of input variables
a0, a0,
=

tb and Wjj pair (j=g,u.d)

L tb and Wjj pair (j=q,u,d)
0.165 [+ 0.155

016 H 0.15
Set 2 (Py1, P2, Haw )

0155 | 0.145

0.15 0.14

0.145 0.135 —

Set 5 (8§ M Myzs Prj 1, M Pri2, My P12, 7,12 BMgg, P, W)

oMd el o431

0 10 20 30 40 50 60 0 10 20 30 40 50 60
Neycle (training time) Ncycle (training time)
Fig. 3.2.47:Improvement of NN training for different Fig. 3.2.48:Improvement of NN training for different
sets of input variables. sets of input variables.
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The second net output for the different set of input variables
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Fig. 3.2.49:0utput of Neural Networks trained on the Set 2 and Set 5 ofitemsariables.

We tried to check the Set 1 for completeness by adding morniatic variables, to see if there
would be any improvement. We added the scalar sum of the fanatfes energy .., and the scalar sum
of their transverse energy : ., and called this Set 4. We see that thegets worser relative to Set 1 of
the original network. This means that the additional kinmzariables do not add sufficient information
to counter the increase in the number of degrees. But neleg$, we can still search for other possible
variables that contain information that will be useful f@parating signal from background. In our
case, where the signal is single-top quark production, we hadifferent probability for reconstructing
a tagging muon in a jet from b decay than for misidentifyinguottagged light jet as hjet. In fact, the
NN method can be regarded in some sense as a way of b-taggenotdtuce this information into the
NN through the transverse momentum of the tagging m@étﬁ? ' which is set to zero for untagged
events. In addition, we include two more useful variables,width ¢ 5.) of two jets with highesE ;.
The final set of variables is Set 1 together with the threetemtdil variables:

Set5 : Setl + Pro ; Wie i Wi
The 2 for this final set is shown in FigZ3.2.48. The comparison of Npaits for the Set 2 and Set 5 is
shown in the Fig.3.2.49. It is the lowest on the plot, therefee can choose this set of variables for the
analysis and get serious improvement in comparison wittsitingle Set 2.

It is possible to get further improvement, if we add the aagwhriables which we mentioned as
the second class of sensitive variables. The necessamnatimn on this type of variables can be found

in the paperslﬂS]mO]mM] (and references therein).
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Implementation of Neural Network Technique in Physics Anaysis Neural networks widely used in
different fields of science and technology. The main adwgagaf this method are the following: with
this method it is possible to analyze large number of semsitariables; it takes into account non-linear
correlations in the analysis space; it is universal and @agplied in the same way for different tasks.
Based on the experience of single top search in DO at the Rad Rain Il analysis, we summarize
shortly, how to apply NN technique for extracting a signahfrthe backgrounds. At the DO Run | single
top search analysis this method of NN implementation prxioh 2 times better physics result than the
classical analysis method.

We use the simple and most efficient in our case NN which we eaaht (train) with a set of
known examples — feedforward NN with supervised trainingthis case, the first step in the analysis
is to prepare the correct model of the signal and backgroweats. This step was described in the
sectior 3.2. At the next step, we need to prepare the set iafoles which mostly reflect the difference
in signal and background properties, this step is describale previous section$ (3.2). For the NN
training we have to use only the variables which were sinedladroperly in the model and exclude the
variables which distributions are different when we conegtie complete model (signal and background)
and real DATA (if it is available).

There are several background processes for the single tmugtion. The kinematic properties
for some of the backgrounds are significantly different. &mample, QCDV + Jjets production and=
production processes have different singularities, spmetations and energy thresholds. In such a case
it is more efficient to train different networks with differeset of input variables for each background
process. The same difference we can see for the signal gexes-or the single top production we
distinguish three signal processeschannel,s-channel andiv  production), each of them require a
special approach and has unique properties which can hekrect it from the backgrounds. Therefore,
the most effective separation of signal and backgroundgsses we can get by the set of NNs where each
network is trained to recognize only one pair: one of theaigmd one of the background processes. For
the single top analysis we have three signal processes anohéiin background processes, in this case
the most effective separation we can get by the set of fifteés. M is not trivial to analyze fifteen outputs
of NN and usually people can use some additional method tdowmrthe network outputs and get the
simple discriminator of the events. The reasonable methital ¢ombine these NN outputs to additional
NN (we call it Super NN) with five inputs (outputs of initial Ndach signal process consider separately)
and one output. Such a network should be trained on the coengde of background processes which
are mixed or weighted proportional by its contribution te total background. As a result we will have
three Super NN — each one for every signal process.

The further optimization of NN inputs is possible with tharstiard recommendations for the NN
training. The first recommendation is to normalize inputialles to the same regiold;1]or [ 1;1}
The second recommendation is to use logarithmic scale #ovadhiables with a long tail in distribution.

The next step in the NN analysis is to find the most effectiehigecture of the NN and set of the
training parameters. The criteria of (equatior3.2.26) can help to find the optimal number of hidde
nodes and set of training parameters. The optimal numbeiddEh nodes usually is within the region
h;2n + 11 wheren is the number of input variables. One hidden layer is usuhlyproper choice for
most of the tasks in HEP.

To avoid an overfitting problem one can use the standardisnlaind split the samples for the
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training and testing parts, then train the NNs on the trgréments and check the? (equatior 3.2.26)
for the testing events. Additional check for the trainedwueks can be performed by the comparison
of NN output distributions for the simulated events and R2ATA. If the distributions are not the same
we can conclude that the NNs were overfitted or we do not madglgrly some input variables. After
these checks the NNs are ready to calculate the expectedenwhsignal and background events from
the model and count the events which are passed the NN fittarsthe DATA flow.

A detailed description of the Neural Network analysis ofgééntop quark production at DO can be
found in the paper@l@?].
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3.3 Tevatron Single Top Quark Searches
Physics goals
Contributed by: Schwienhorst

The main goal for the Tevatron experiments is to observetredeak production of single top
quarks for the first time. The focus of current searches i®fisg any single top quark production,
including both thes-channel and=channel modes. Once the production of single top quarkdbas
observed, the emphasis shifts to measurements of top qua@sknties and th& bcoupling. The initial
observation will serve as a measurement of the productiosscsection as well as the CKM matrix
elementvy, thus providing a test of CKM matrix unitarity. The initiabsples of single top quark
events can also be used to measure top quark properties stmhguark spin correlations. With further
increasing datasets, emphasis will be on separatcigannel from=channel production in order to probe
details of thetw bcoupling.

The single top quark final state is also sensitive to modelsewf physics. Stringent limits on
several different models can be set even before an actuahati®on of single top quark production.

Experimental signal signature

Contributed by: Garcia-Bellido

The two main production modes at the Tevatron are tthend s-channel processes, shown in
Fig[3.22.15 (a) and (b), respectively. The final state sigmats thus characterized by a high energy
isolated lepton and missing transverse energy from theydefctne W from the top quark intd , and
two or three jets. One of the jets originates fromguark from the top quark decay and is usually central
(low pseudorapidities) and energetic. In trehannel, the other energetic jet is also fromguark, and
shares similar kinematics with thefrom the top. Thus quark identification, o tagging, in thes-
channel is equally likely between tiidrom the top quark decay and tidrom the original interaction.

In the =channel there usually is, apart from thget from top quark decay, a moderately energetic light
flavor jet and a high pseudorapidity low energyguark jet from gluon splitting. This very forward or
backwardbjet is a unique feature of this signal, but it is rarely redansted and even more difficult to
tag.

At the Tevatron the final state is CP invariant, thus equal lmens of top and anti-top quarks are
produced.

Backgrounds
Contributed by: Garcia-Bellido

The main processes that can mimic the final state topologingrirom single top quark produc-
tion are: (i)W +jets events, where the boson decays semileptonically and two or more associated je
are produced; (iixtevents, where one or both top quarks decay leptonically;(@h@CD or multijet
events.
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The W+jets background is by far the most problematic to gkbfiat the Tevatron. It consists of a
leptonically decayingi boson and at least two associated quarks or gluensjets events contain less
energy in the event than the single top quark signals sireedh not contain a heavy object like the top
quark. But the cross section is very large in comparisonriglsitop quarks, and the flavor composition
of the associated jets is sufficiently complex, to make thiskiground hard to model and even harder to
get rid of as one appligstagging techniques, since they tend to shift distributitanise more signal-like
and wash away any low energy features. This background lessdstimated using simulated events, by
ALPGEN for example, and is usually scaled to data to get the oveoathalization right.

Top pair production has a cross section around twice as bgingge top quark production. But
the average energy in the event is larger, due to the pres®ree top quarks, and events tend to be
more spherical and have more jet multiplicity than single qoiark events. The two top quarks produce
twow bosons and twwjets, the latter with very similar kinematics to the signatiaherefore likely to
be btagged as well. The same final state signature as in singlguagk processes is obtained if only
one of thew bosons decay leptonically and the other hadronically, both do, but only one lepton is
reconstructed. This background can be properly simulas@tyuLPGEN Or PYTHIA.

The QCD background typically enters as misreconstructedtsywhere a jet is wrongly identified
as an electron, or a muon from a heavy flavor jet appears éblatthe detector. Multijet events may
also contain heavy flavor jets or just light jets that are desiified by thebtagging algorithms. The
transverse energy of QCD events is much less than signatssvemd the mass of the system of the
btagged jet, the lepton and the neutrino does not peak.abut the cross section is overwhelmingly
large. This background is usually obtained directly frontedand after some initial basic criteria can be
reduced in size to the same level as the signal.

Description of the D@ search for single top quarks
Contributed by: Jain

This section describes the search for single top quarksdrstthannel and=channel modes,
using the D@ detectol] at the Tevatron. The data wagdedowith a lepton+jets trigger, where the
lepton is either an electron or a muon. The integrated lusiipavas 226 pb* for the electron channel
and 229 pb? for the muon channel. We perform a cut-based analysis usimgatic variables that
discriminate between signal and background, and a mulideaanalysis using neural networks. We
observe no significant deviation in d 26] from the StmddViodel prediction, and hence, set upper
limits at 95 CL, on the single top production cross section, in thehannel and=channel modes, of
10.6 pb and 11.3 pb, respectively, in the cut-based analgsis 6.4 pb and 5.0 pb, respectively, in the
neural network analysis.

Initial Event Selection and Yields We apply a loose initial selection in order to maximize the ac
ceptance for the single-top quark signal while rejecting \+jets and misreconstructed events. In the
electron channel, we require exactly one isolated eleatitinthe transverse momentumy; > 15 GeV,

and the detector pseudorapiditys..j< 1:1. In the muon channel, events are selected by requiring ex-
actly one isolated muon with: > 15 GeV andj 4. j< 2:0. For both channels, events are also required
to haveB; > 15 GeV, and between two to four jets, with the jg@t > 15 GeV andj gec j< 3:4. The

84



leading jet is required to be more central (. j< 2:5), and haveor > 25 GeV. Jets are defined using a
cone algorithm with radius = 0:5. In addition, misreconstructed events which are difficoltrtodel,
are rejected by requiring that the direction®f is not aligned or anti-aligned in azimuth Y with the
lepton or the jets. This selection has a negligible effedihenefficiency of signal events.

The fraction of signal-like events is further enhanced tigitothe selection af-quark jets that are
identified by a secondary vertex tagging algorithm, thabnstructs displaced vertices from long-lived
particles. In the=channel search, we additionally require that one of theighotbtagged, to account
for the light flavor jet from the original interaction.

For boths-channel and-channel searches, we separate the data into independdygiachannels
based on the final-state lepton flavor (electron or muon) bad-tag multiplicity (=1 tag or 2 tags)
to take advantage of the different final state topologiesdch channel, we find that the expected yield
for the single top quark signal is small compared to the ohetming backgrounds. We, therefore, use
additional kinematic variables that allow us to discrintenbetween signal and background. The number
of events for each signal, background, and data after thialisvent selection are shown in Table 3.3.20
for the combined electron, muon, single-tagged, and detaigged analysis sets.

Source s-channel search tchannel search
js¢) 551.2 471.0

b 8.6 1.9 851.9

W +ets 169.119.2 163.917.8

T 78.317.6 75.917.0
Multijet 31.4 3.3 31.33.2
Total background 287.81.4 275.831.5
Observed events 283 271

Table 3.3.20: Estimates for signal and background yieldd the number of observed events in data after initial evellettion
for the combined lectron, muon, single-tagged, and dotddged analysis sets. Thie +jets yields include the diboson back-
grounds. The total background for teechannel ¢-channel) search includes thgob (to) yield. The quoted yield uncertainties

include systematic uncertainties taking into accountetations between the different analysis channels and ssmpl

Discriminating Variables The variables that discriminate between the signal toplkgsamnal and
backgrounds were chosen based on an analysis of Feynmaardg&gf these process&h&], and on a
study of single top quark production at NL 58]. The géates fall into three categories: individual
object kinematics, global event kinematics, and varialbl@sed on angular correlations. The list of
variables is shown in Table_3.3]121. Figlre 3.3.50 showsibligions of a few representative variables
comparing the single top quark signal to the sum of backgisuand the data.

Cut-Based Analysis Here, we start from the list of discriminating variablespoke the best subsets,
and find the optimal cut6] on each variable therein, byimiing the signal to background ratio,
and improving the expected cross section limits. (We defipeeted limits as the limit obtained if
the observed counts were equal to the background predjctibime cuts scanned for the optimization
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Variable

Description

Signal-Background Pairs

th

tob

Wh t Wh tt

Individual object kinematics

pr (Bt ggeq ) Transverse momentum of the leading tagged jet —
Pr (Bl eagged ) Transverse momentum of the leading untagged jet - 7 P
Pr (B2, nraggea ) Transverse momentum of the second untagged jet - - F
pr (Bt o pest) Transverse momentum of the leading non-best jet P P —_- -
Pr (B2, 00 pest) Transverse momentum of the second non-best jet P P —
o Global event kinematics o o o
8 Invariant mass of all final state objects —
pr (Btl; Bt2) Transverse momentum of the two leading jets P — P —
M 1 (Ftl;Pt2) Transverse mass of the two leading jets P —_ = =
M (allits) Invariant mass of all jets P P P P
Hr (alljets) Sum of the transverse energies of all jets — P —
pr (@llpts  Ftlggeq) Transverse momentum of all jets excluding the leading tdgeie - F — P
M (allpts  Ptl geq) Invariant mass of all jets excluding the leading tagged jet _ = P
H (allfts  Ftl.geeq) Sum of the energies of all jets excluding the leading tagged j _ P — P
Hr (@lpts Bt ggeq) Sum of the transverse energies of all jets excluding thahgadgged jet - - _°F
M W3t ggea ) Invariant mass of the reconstructed top quark using theérgadgged jet P P P P
M (allts Phest) Invariant mass of all jets excluding the best jet _P —
H (allts  #t...) Sum of the energies of all jets excluding the best jet P - —
Hi (@llpts  Fto..) Sum of the transverse energies of all jets excluding thejbest — P —  —
M W ;P ...) Invariant mass of the reconstructed top quark using thejeest P —_ = —
Angular variables
(Btlniaggea) Q- Pseudorapidity of the leading untagged jetepton charge . °F P
R (tl;Rt2) Angular separation between the leading two jets P — P —
cos(*; B, L iaggea Hopiagaes Top quark spin correlation in the optimal basis for lrhehanneldﬂ?, - - °F —
], reconstructing the top quark with the leading tagged je
cos(“;Q « Z)topyeut Top quark spin correlation in the optimal basis for ﬁaehannel?, P —_ = =
], reconstructing the top quark with the best jet
cos(allts; Bl yeq Janirs Cosine of the angle between the leading tagged jet and fe¢saystemin —  — P P
the alljets rest frame o

Cosine of the angle between the leading non-best jet andljbts system — —  —
in the alljets rest frame

cos(allts; 'ﬁ;jon best )alljets

Table 3.3.21: List of discriminating variables. A tick markthe final four columns indicates in which signal-backgrdypair
of the Neural Net analysis the variable is used. A best-jdefined as the jet in each event for which the invariant ma#iseof
system of reconstructed boson and jet is closest to 175 GeV. Jets that have not bestifiele by thebtagging algorithm are
called “untagged” jets.
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Fig. 3.3.50: Comparison of signal, background, and datdahfercombined electron, muon, single-tagged, and doubigeth
analysis sets for representative discriminating varigb&hown are (a) the transverse momentum of the leadingdgggeb)
the invariant mass of all final state objects, (c) the pseauidity of the leading untagged jet multiplied by the leptdrarge,
(d) the top quark spin correlation in the optimal basis f@ tftthannel. Signals are multiplied by ten.

are determined by the value of the respective variablesarsitinal Monte Carlo events, following the
approach described im63].

The event yields for each signal, background, and data; #feeoptimized cuts are shown in
Table[3.3.2P , for the combined electron, muon, single¢dg@nd double-tagged analysis sets.

Neural Network Analysis Here, we combine the discriminating variables and perfomudi-variate
analysis. We use thelLPFIT [@] neural network package. We choose to create netwanksdch
search §-channel and=channel mode) by training on the single top quark signairegahe two domi-
nant backgroundsy +jets andtt. Forw +jets, we train using @ HoMonte Carlo sample as this process
best represents afl +jets processes. Fat, we train ontt! ‘+jets which is dominant over the dilepton
background.

Figure[3.3.5l1 shows the outputs of the neural networks fod#ta and the expected backgrounds,
as well as the signals for the combined electron, muon, sitagiged, and double-tagged analysis sets.
We see that thet networks separate signal and backgrounds efficiently. Th& b networks are
less efficient for thev +jets backgrounds because the event kinematics are sib@tareen signal and
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Source s-channel search tchannel search

jso) 4.5 3.2
ob 55 7.0

W +jets 102.9 72.6
T 27.6 55.9
Multijet 17.2 17.0
Total background 153.1 148.7
Observed events 152 148

Table 3.3.22: Signal and background vyields, and the numbieabserved events in data, after selections in the cutebase
analysis, for the combined electron, muon, single-tagged, double-tagged analysis sets. Therjets yields include the
diboson backgrounds. The total background fordteannel ¢channel) search includes thgo () yield.

background.
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Fig. 3.3.51: Comparison of signal, background, and datathferneural network outputs, for the combined electron, muon
single-tagged, and double-tagged anlaysis sets. Showheacaitputs for (a) theo-tcfilter, (b) thetgql-tfilter, (¢) thetow o
filter, and (d) them-w Wbfilter. Signals are multiplied by ten.
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Systematic uncertainties Systematic uncertainties are evaluated for the Monte Gaglwal and back-
ground samples, separately for the electron and muon cleaneé for each-tag multiplicity. The most
important sources of systematic uncertainty are listechinld 3.3.28.

Source of Uncertainty
systematic uncertainty range (%)
Signal and background acceptance
ktag modeling 5-20
jet energy calibration 1-15
trigger modeling 2-7
jet fragmentation 5-7
jet identification 1-13
lepton identification 4
Background normalization
theory cross sections 2-18
W +jets flavor composition 5-16
Luminosity 6.5

Table 3.3.23: Range of systematic uncertainty values fovénious Monte Carlo signal and background samples in ffereint
analysis channels.

Cross section limits We see from Tablg_3.3.22 and Figlire 3.3.51 that the obseemdr+jets data
agrees with the predicted Standard Model backgrounds mtaitistical uncertainty. We, therefore, set
upper limits on the single top quark production cross secseparately, in the-channel and=channel
searches. The limits are derived using Bayesian stati@]. The likelihood function is proportional
to the Poisson probability to obtain the number of obsen@dts. In the cut-based analysis, we use the
total number of counts, and in the neural network analysespuse the two-dimensional distributions of
the ttversusw onetwork outputs, and construct a binned likelihood.

The prior probability for the signal cross section is assdrwebe flat. The prior for the signal ac-
ceptance and background yields is a multivariate Gaussi#ima vector of means given by the estimates
of the yields, and covariance matrix computed from the daset uncertainties to take into account all
correlations. The effect on the shape of neural networkwstfrom uncertainties like-tag modeling,
jet energy calibration, jet identification, and trigger netidg, is also considered in the binned likelihood.

The expected and observed upper limits at 95% confidencg &dter the initial event selection,
and from the cut-based and neural network analyses, arexshovable 3.3.214 for the combined electron,
muon, single-tagged and double-tagged channels. We sethéhlimits improve upon applying cuts
on the discriminating variables, but that tighter limite abtained when the variables are combined
using neural networks. The observed posterior probakilégsities as a function of thechannel and
tchannel cross section are shown in [Fig. 3.8.52 for the aseth and the neural network analyses.

We also plot contours of the observed posterior density #é&rdnt level of confidence, in the
two-dimensional plane of thechannel versus thechannel single top production cross sections, for the
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neural network analysis, as shown in fighre 3.B.53. In ordellustrate the sensitivity of this analysis
to probe models of physics beyond the standard model, theceegh SM cross section as well as several
representative non-SM contributions are also shown. [81]

Expected Limits Observed Limits
s-channel tchannel s-channel tchannel
Initial selection 14.5 16.5 13.0 13.6
Cut-based 9.8 12.4 10.6 11.3
Neural networks 4.5 5.8 6.4 5.0

Table 3.3.24: Expected and observed upper limits (in picad)aat 95% confidence level, on the production cross sectién
single top quarks irs-channel () and t-channel {gb) searches, for the combined electron, muon, single-taggediouble-
tagged channels.
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Fig. 3.3.52: The observed posterior probability density &snction of the single top quark cross section in ghehannel and
the -channel modes, using the combined electron, muon, stagiged, and double-tagged analysis sets, for the cut-based
(left) and neural network (right) analyses.

Conclusions To summarize, we find no evidence for single top quarks 830 pb! of lepton+jets
data collected by the D@ detectorpaE = 1:96 TeV. The upper limits on the single top production cross
section in thes-channel and=channel modes, at 85CL, are 10.6 pb and 11.3 pb, respectively, using
event counts in a cut-based analysis, and 6.4 pb and 5.0g@®atévely, using binned likelihoods in a
neural network analysis.

Description of the First CDF Run Il Analysis
Contributed by: Ciobanu, Stelzer, Wagner

This section describes the first search for single top queskiyction in Run Il of the Tevatron
performed by CDF. Two analyses were carried out using ary elata sample of 162 pb3 of proton-
antiproton collisions. The first analysisa(1”) was a combined search far andt channel single
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Fig. 3.3.53: Exclusion contours at 68%, 90%, and 95% condieéevel on the observed posterior density distribution as a
function of both thes-channel and-channel cross sections in the neural networks analysier8leepresentative non-standard
model contributions from Reﬂ.__[_bl] are also shown.

top, while the second analysisA(2") was a separate search for thie channel and thes channel

individually. No significant evidence for a single top sigmas found and an upper limit of 17.8 pb
on the combined single top production cross section, at 98Afidence level was set. Upper limits of
10.1 pb and 13.6 pb were set on the production cross sectfons @hannel, and channel single top,
respectivelymn

The event selection fax 1 exploits the kinematic features of the signal final stateichvicontains
a top quark, a bottom quark, and possibly additional ligharguets. To reduce multijet backgrounds,
thew originating from the top quark is required to have decaygddeically. We demand therefore a
high-energy electron or muom ¢ (e) > 20 GeV, orp; ( ) > 20 GeV/o) and large missing energy from
the undetected neutrine+ > 20 GeV. We reject dilepton events fromand z decays by requiring
the dilepton mass to satisfy: 76 Ge¥/< M .. < 106 GeV/c?. Exactly two jets withe ; > 15 GeV
and j j< 28 are required to be present in the event. A large fraction eftthckgrounds is removed
by demanding at least one of these two jets to be taggedreguark jet by using displaced vertex
information from the silicon vertex detector (SVX). The kgmunds surviving these selections can be
classified as “non-top” andt The non-top backgrounds ar@: o, W cc, W ¢, mistags (light quarks
misidentified as heavy flavor jets), nen-(events where a jet is erroneously identified as a leptor), an
dibosonw w ,w Z,andz z.

Finally, we require the invariant mass of the reconstruttgdquark to be within the range: 140
GeV/Ic? < M ., < 210 GeV/c?. We will refer to the above set of selection cuts as the $election”.

The second analysis2 starts from ther 1 selection and forms two distinct subsets of events. The
first subset is formed by retaining events with exactly ariagged jet, and also demanding that at least
one of the two jets have: > 30 GeV. These requirements optimize thehannel signal content of the
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sample with respect to the backgrounds. The second subietried by selecting the doubletagged
events, i.e. the events where both jets are SWM&gged. This selection was found to be optimal for
identifying s-channel signal events. The expected signal and backgrget$ in 162 pb * of data are
summarized in Table"3.3.P5.

Combined search 1 Separate search?2

Process Single-tag Double-tag
=channel 28 05 27 04 002 001
s-channel 15 02 11 02 0:32 005
tTt 38 09 32 0 060 0:14
non-top 300 58 233 4% 259 071
Total 381 59 303 477 353 0972
Observed 42 33 6

Table 3.3.25: Expected signal and background contribatéonl total number of events observed in 162 pafter all selection
cuts, described in the text, have been applied.

Methodology For the combined searchl the kinematic distribution of the total transverse energy i
the eventd + is employed which looks similar for both signal channelsle/tti looks different for the

background processes. The CDF data and the Monte @arlalistributions (using the contributions
from Table[3.3.2b) are shown in Fig._3.3154. We employ a maxintikelihood method to estimate the
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Fig. 3.3.54: Thei ;: and thep distributions for CDF Il data (points) compared with the M@iCarlo predictions. In both
cases the distributions are normalized to the expected euoflevents from Table 3.3.P5.
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signal content in the data. The likelihood function is esge as:
L( gti17::579)= -— G(4); (3.3.27)
=1 . =1

whereiindexes thei + bins, andjindexes the nuisance parametergtwo background rates and seven
sources of systematic uncertainty) accounted for by usimgs&ian functions ( ;). The number of data

~ Combined Search t-channel s-channel
2 101 17.8 pb
2 Og, < 1/.0p G,.n< 10.1 pb O, cn< 13.6 pb
> 0.8}
D
£ 06
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Fig. 3.3.55: The posterior probability density obtainedriggrating the likelihood of Eq{3.3.27) with respecthe nuisance
parameters ;. In all three cases a flat prior is assumed to restrict sigresssections to physical (positive) values.

events in biniare denoted;, while ; is the expected number of events in Biand incorporates the
full correlations between systematic effects modifyinghbthe H r shape and the signal rate. The
parameters are integrated out numerically, and the raeguitinction (marginalized likelihood) is used to
set the 95 % confidence level on the single top cross section.

For the individual search 2, the =channel analysis is performed in the singleag sample. In
this subsample, we employ the kinematic distributipn , i.e. the product of the lepton charge and the
pseudorapidity of the nobtagged jet. The-channel signal events are expected to exhibit an asymmetry
toward the positivep region. No such asymmetry is observed in the data (right @i&iB.3.54).
The likelihood function used in the separate search clagslgmble Eq[(3.3.27). To obtain sensitivity to
the s-channel process a Poisson term for the number of doublgdetbevents is added to the likelihood.
The posterior probability density function for the comhdrgearch and the separate searches are shown
in Fig.[3:3.55.

In summary, we find no significant evidence for electroweallsi top quark production in 162
pb ! of integrated luminosity recorded with CDF in Run Il. We spper limits of 10.1 pb at the 95%
C.L. for thet=channel cross section, 13.6 pb for thehannel and 17.8 pb for the combined search.

CDF single-top analysis with neural networks basedom pb *
Contributed by: Wagner
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CDF has updated its single-top search using a dataset pongisig to695pb *. Two analyses
are performed based on neural networks or likelihood femstj respectively. We described here briefly
the neural network analysis, that has the bedtpriori sensitivity.

The event selection is very close to the one described inrthéquis section. The updated analysis
uses in addition electrons measured in the forward calaeamé he cut on the reconstructed invariant
massM - 1, is omitted, since this variables is fed into the neural nekwd he numbers of expected and
observed events are listed in Table 3.3.26.

Process N events
+=channel 16:7 1
s-channel 115 09
tTt 403 35
diboson,z 172 08
W + kb 170:7 492
W + cc 64:5 173
W c 694 153
W + gg, mistags 1643 29%
nonw 1195 404
Total 6741  96:
Observed 689

Table 3.3.26: Expected number of signal and backgroundt@eer total number of events observed in 695 pim thew + 2
jets dataset.

Using a neural network 14 kinematic or event shape variabtescombined to a powerful dis-
criminant. One of the variables is the output of a neuralsigger. In Fig[[3.3.36 the distribution of
this btag variable is shown for the 689 data events inthe- 2 jets bin. The neural nettagger gives
an additional handle to reduce the large background conmgenehere no reabquarks are contained,
mistags and charm-backgrounds. Both of them amount to &f8atin thew + 2 jets date sample even
after the requirement that one jet is identified by the seapndertex tagger of CDF.

Figure[3.3.5F7 shows the observed data compared to the fit (@3wand the expectation in the
signal region (b) for the single-top neural network. For gamson the Monte Carlo template distribu-
tions normalized to unit area are also shown (c, d). The datéitteed with a binned likelihood function.
The t and thes-channel are treated as one single-top signal assumingatioeaf the two processes
to be the one predicted by the standard model. The most pmbahue of the likelihood function is
08" 53 (stat:) " 7 (syst:) pb. At present, this result yields no significant evidence fagte-top pro-
duction. The corresponding upper limit on the cross seasa4 pb at the 95% confidence level. The
expected standard model valugis  0:4pb.

To separate= and s-channel production two additional networks are trained arsimulanteous
fit to both discriminants is performed. The fit result is ilited in Fig[3.3.58 and summarized in
Table[3.3.2F. Again, there is no evidence for single-topdpotion yet. However, the upper limits are
already quite close to the predicted standard model values.
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Fig. 3.3.56: Output distribution of the neural netagger for 689 candidate events in the + 2 jets bin. Overlayed are the
fitted components of beauty-like, charm-like and mistagptites.

tchannel s-channel
~H19 . At 22 .
Observed most probable value ?(}6.1 0 (tats) ?5.5 05 (St
0x (syst:) pb 0 (syst:) pb
Observed 95% C.L. upper limit 3.1pb 3.2pb
Expected 95% C.L. upper limit 4.2 pb 3.7pb

Table 3.3.27: Fit results for the separate search=fand s-channel single-top production. The expected limits ateutated
from pseudo-experiments which included single-top quagnes at the standard model rate.

Prospects for discovery
Contributed by: Jain, Wagner

Both D@ and CDF are currently working on increasing the ataege and purity of the analysis
as well as on several analysis methods which improve thelsdar single top quark production using
different multivariate techniques. The sensitivity of grealysis for the combined+ tmode, projected
using CDF’s 162 pb* dataset and employing neural networks, is shown in[Figs3.3ere, the signif-
icance is defined as= B, which can be interpreted as the statistical significancé@fexcess in the
observed data above Standard Model predictions. A neutalonie was used to distinguish signal from
background events. The cut on the network output was adjusteptimize the value of= B of the
remaining events. No systematic uncertainties are indué¢his study. Based on statistical uncertain-
ties only, CDF expects to see an excess corresponding3to @aussian fluctuation with a dataset of
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Fig. 3.3.57: Single-Top search with neural networks at CDOfe analysis is based @®5pb *. a) data compated to the fit
result, b) data compared to the standard model expectatitheisignal region with neural network outputs larger thah @)
and d): For comparison the Monte Carlo template distrimginormalized to unit area are shown.

15/ 1

The sensitivity of D@’s search for single top quarks at défe integrated luminosities is shown
in Fig.[3.3.60, for thes-channel and=channel searches separately, by projecting twice thectubd
datset of 230 pb® in order to simulate the effect of combining the data fromttke experiments (DD
and CDF). Here, the significance is defined as the ratio of ¢éla pf the Bayesian posterior probability
density to the width of the distribution. This can be inteted as the significance ofnaeasuremendf
single top production cross section, where a measuremehéafoss section can be defined by the peak
of the probability distribution and its uncertainty by theresponding width. All systematic effects are
ignored as mentioned before. It can be seen that it is pesgbbbserve the production of single top
quarks in the=channel mode with a 2.5significance at 1 fb', but that it is possible to observe them in
the combineds + tmode even earlier.
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Fig. 3.3.58: Result of a simultaneous fit for theand s-channel production cross section to two-dimensional aleugtwork
discriminants.
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Fig. 3.3.59: The significance for Standard Model single topdpction in the combined + t mode, projected at different
integrated luminosities, using CDF’s initial 162 pblepton+jets dataset. To discriminate signal and backgtcumeural
network is used. With about 1.5 fb of data we expect to have a Zignal needed to claim evidence for single top production.
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Fig. 3.3.60: The significance of a measurement of StandarmeMsingle top quark production cross section, in shehannel
andtchannel modes, projected at different integrated luniiiess using D@'’s initial 230 pb* lepton+jets dataset.
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3.4 LHC Single Top Quark Searches
Introduction

At the LHC, the production of single top quarks accounts falnied of the top pairs production. With
more than two millions single top events per experiment peed every year during a low luminosity run,

a precise determination of all contributions to the totab# top cross section seems achievable. These
measurements will constitute the first direct measurementg at the few percent level of precision,
and also constitute a powerful probe for new physics, vis#ech for evidence of anomalous couplings
to the top quark, or the measurements of additional bosamitributions to the single top production.

The single top production mechanisms proceeds througk thfierent sub-processes resulting in
disctinct final states, topologies and backgrounds. Thiti@eestablishes both ATLAS and CMS poten-
tials for the cross section measurements of those threeilngiins. The event selections are presented
extensively for both experiments and the performance asessgd in terms of statistical precision and
systematic uncertainties. Both approaches address tlegimgntal issues as the lepton identification,
the jet reconstruction and the b-tagging performance aksas¢he strategies needed to evaluate Standard
Model backgrounds from the data when possible.

Single top studies at ATLAS
Contributed by: Chevallier, Lleres, Lucotte,

Phenomenomenology of single top and SM backgrounds

Single top production
In the Standard Model framework, the single-top produci®due to three different mechanisms: the
W-boson gluon fusion mode, notedg , which includes the t-channel contribution; the assodigi®-
duction of a top quark and a W-boson, noted+ t; and the s-channel coming from the exchange of a
charged bosom . We note however that these definitions are valid only at leep@rder (LO) level
of corrections. The total NLO cross section for all three hetisms amounts to about 300 pb at the
LHC. Among those channels, the dominant contribution cofraem thew g processes, which account
for about 240 pb. Th& + tcontribution amounts for about 60 pb while the s-channelmode is ex-
pected with a cross section of about 10@ , 60]. We thatiein pp collision, the cross section for
single-top processes are not charge symmetricaly produbeds-channeto final state cross section is
thus expected to be produced with a factor of 1.8001 higher than theo final state. This ratio amounts
to 1.67 0:01 in the t-channel. This feature is of special interest singenerates a charge asymmetry
in the leptonic final state that can be exploited in the amalgsreduce the contamination from the top
quark pair production, which constitutes the main backgebto the single-top events selection.

In the Standard Model, the top quark decays almost decaygsdxaly into a W boson and a b quark. In
the following, we use only the leptonic decay of the W’s. Thehannel contribution from letponic tau
decays has been taken into account and is considered angmadjesvents. For the associated production,
we consider the two cases where the leptons originates €liteetly from the W produced in parallel to
the top quark, or from the W-boson appearing in the top quadayg channel. Table_3.4128 reports the
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processes BR (fb)

W ! ! I b 1,300
w ! tb! 1 b 800

Wl tbg! I by 32,040
W ! thg! 1 bg 18,900

Wt! gq’l b;l badb 9,320

Table 3.4.28: Cross sections convoluted by BR for singtepimduction. Those numbers are used in the LHC analyes. For

further references, see previous Sections

cross sections corresponding to all three mechanisms dagean the charge of the final W-boson.
Significant sources of uncertainties affect the theorkticedictions of the production cross sections: the
W channel is known with a precision af:5% at NLO, while thew g channel has an uncertainty of
3:5% . An uncertainty of8% is quoted for thev + tchannel. More details can be found in the previous
sections.

At the time of the present analysis, only LO single-top gates were available for Monte Carlo
studies. We use the TopR66] generator for the eventustmh and selection efficiency determi-
nation, and normalize a posteriori the event yields to theONiross sections. It is obvious that this
approach does not account for the possible biases in firtal jgtia(or lepton) momentum distributions.
The use of a NLO generator as MC@N@G?] appears necessagjidate the selection as it becomes
available.

Top pair production
At the LHC, the top pair production constitutes a dominargikigaound to the single-top analyses. The
total production cross section is(tt) = 835" gg pb [@], about 3 times larger than the corresponding
total single-top cross section, and more than 80 times thaiear  channel.
The main channel affecting the analysis is the "lepton#+jettgnnel, with a final state composed of two
b jets, a highp: lepton and missing energy; the di-lepton channel { 1 blb) where a highp-
lepton is lost in acceptance also constitute a major backgto Finally, top pairs with one or both W
decaying into a&au lepton where the decays into an electron or a muon, may also survive the gabect
(tc ! bip or (t ! b  b) The cross sections used in the following analyses are tegan
Table[3.4.2P. Production cross sections are calculated Np© ].

Even at NLO, the theoretical uncertainty is dominated bycti@ce of the renormalization scale: a scale
variation of =2 to 2 results in an uncertainty of about 100 pb, representing aenminty of about
12%. As these events constitute our main background, ithellefore be necessary to use cross section
directly from measurements on data to assess properly titarmination of our final sample.

Regarding the Monte Carlo studies carried @revents, we use the (LO) TopRex generator and
apply a scale factor on the production cross sections. Tthessame remarks as for single-top mecha-
nisms apply here. Further studies including the comparddropRex and the NLO generator generator
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processes BR (fb)
tt! 1bip(l=e; ) 242,420
te! I'l b(l=e; ) 38,096
! b 9,520
tt! b b 121,210

Table 3.4.29: Cross sections convoluted with the BrancRiatio for top pair production used in our analysis

MC@NLO L’L_ﬁ_'}’] have already starte@%].

WH+jet production

W QQ events where Q stands for b or ¢ quarks involve the presendengtlifetime particle jets
that are also present in our signal sample. The correspgruloss section has been computed at LO and
is about the same order of magnitude that for the signal. Kew@&LO calculationsJEQ] are available.
They have been performed by imposing some realistic cani&réo the partons present in the final
state. Numbers together with the requirements applied efitial partons are reported in Table 3.4.30
for the various final states.

processes Cross sections
o (fb) Lo (fb)  Specific requirements

Ww*tH!l e 7 669,000 10 773 g 159 20
W F! e 1 491,000 10 558 g 159 20
725! e e 7] 105,000 5 116 g 159 20
Wtbb! & W 3,060 60 1300 g 158 20
W bb! & o 2110 50 900 g 15;g 20
Zbb ! e e bb 2280 30 1800 g 15;g 20

Table 3.4.30: Cross sections for W+jets and Z+jets ev][l

As no event generator including NLO calculations is prdgestailable, we use the (LO) TopRex gen-
erator for the event production and normalize the corredpancross sections to the NLO values. This
method imposes us to reproduce the criteria applied in tea@imenological approa69], in order to
normalize properly our selection efficiencies.

WH+light jets events constitute a major source of backgrobedause of a cross section several
orders of magnitude above the signal. In our case, this psasecan mimic the signal if two light jets
are wrongly tagged as a b-jet. Some calculations providéth@ cross sectior@g] for specific final
states including W+j, W+jj and W+jjj events, with a leptordecay for the W: in these calculations,
requirements that reproduces typical LHC acceptance amdjgthresholds are imposed on leptons and
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jets composing the final states. To estimate the NLO crogfasdor our selection, we use the same
method as for th&l 0 Q events, reproducing (when possible) the effects of theieghplts at the parton
level. All available generators are presently LO genestord the numbers used for this analysis are
quoted in(3.4.30. Background production makes use of the\MIB?[IE] generator fomi + fts

It appears necessary to use of more appropriate generd&bPREEN, AcerMC, MC@NLO) will be
needed for future checks.

Di-boson production

Similarly, diboson events with light constitute backgrdanto our signal because of the presence
a highe; lepton as well as b-jets in the final states. The ! 1 blb production cross sections have
been computed at the NLO level for specific final states irnly@ high®+ lepton (electron or muon)
and is found to be BR = 426 fb. Thezz ! 11" bb has a cross section 60 fo. The WW
production where a light jet is mistagged as a b-jet has aldmtconsidered. The corresponding cross
section is 18,500 fb. Samples have been generated usinghidIR generator.

Discriminant variables in single-top event analyses

The three single-top processes result in quite distincl Stetes and topologies, leading to the
definition of specific analyses in each case. The discrinandieetween them makes use of difference
in jet multiplicity, number of b-tagged jets required, aslwas angular distributions between lepton
and/or jets present in the final states. Besides, impori#fierehce subsist in the level of backgrounds
that are faced in the various analyses, leading to the dewedat of tools dedicated to the rejection of
specific backgrounds.

We present in this section the basic set of relevant vasahiat are used to differentiate single-top
events from main SM backgrounds. The selection of singbeeteents is based upon the presence of an
isolated highp; lepton and a high missing transverse energy to reject nowfits. Events are required
to contain at least two high+ jets, among which exactly one or two have to be identified asing
from the hadronization of a b quark. This set of requiremaifitavs to reduce significantely QCD, and
more generally, the jet production contamination. Globral topological variables may also be used to
discriminate further top pair and W+jets events from ounaig We use in our case the total transverse
energy of the events as well as the reconstructed top mass.

Lepton selection

In the ATLAS detector, the electron acceptance is definechéndseudo-rapidity range 25.
Beyond that range, the absence of tracking information sé#ke lepton identification more complex.
The electron transverse energy is determined with a poecisi :

o\

p
(E)=E = 12% = E=Ge&V 24:5% =Ep =G &V 0:7%

Fig.[3.4.61 displays a comparison of the leptrandistribution for single-top events and all various back-
grounds. Leptons presentin the Q@b ! bb samples originate mainly from the semi-leptonic decays
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of b hadrons and are thus much softer than those coming fromb@3n decay. Leptons originating
from decaysint ! * bandtt ! b Jp events also have much lower spectra. All
those backgrounds are therefore very sensitive to thereptothreshold used in the analysis. On the
upper range of the distribution, W-boson produced leptend to be harder in top events than in W+jets
events.
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Fig. 3.4.61: Lepton transverse momentum probability dgrier signal and backgrounds.

The averager; is about 406 ev =c for the s-channel, 58 ev =c for tt events and has to be compared
with the mean value of 3G ev=c for WZ andw Q Q productions. A threshold of 25 ev=cis set to

select a highe; lepton. This value corresponds to the lepton trigger thokkthat is used to detect such
events, and allows to reduce significantly non-W as well aglexays’ s top pair events contamination.

Thegepton is required to be isolated. The lepton isolatsateffined as the distance to the closest jet
by rR = 24 2. Note that jets are defined by the use of a cone algorithm wpedermance
are described in Remn]. The isolation of a high-lepton with respect to the closest jet depends
upon the topology of events. In a high jet multiplicity emnment likett and single top events, the

R (lepton; gt) value tend to be lower than in a simple W+jets event. A cutRft(lepton;gt) 04
is set for the selection.

To remove events with two leptons lilke! 1" 1 and dileptonic top pairs, a veto is performed in
any pairs of leptons with opposite signs and above £0 =c . Note that this lepton veto may introduce
some systematic effects due to the mis-identification ofépton sign as well as a lower lepton identifi-
cation efficiency at a lower. threshold. These effects have to be addressed in a full eseoristruction
stage. Note that the sign of the selected lepton providesdhee of the single-top event: a positron or
positive muon will sign &b final state, while an electron or muon will sigrdadecay.

Missing energyg ¢

The missing energy physically originates from the preseoic@ neutrino in the W-boson decays.
Missing transverse energy is shown in Fig. 3.4.62 for sigmal backgrounds.

Significant differences can be seen in the distributionsctvigiarry a significant discriminating power:
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Fig. 3.4.62: Transverse missing energy for signal and backgls.
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average values are around @@v =c for W+jets production and about 55ev =c for single-top produc-
tions; those values are raised above or higher thas 60=c for "lepton+jet” and "dilepton” top pair
events.

A threshold at 255 ev =cis thus applied so as to select a leptonic W decays. The u$e dfi
spectrum may however help the discrimination against backgls with softek ; like WZ, WQQ, and
WH+jets events, as well as against events with hasdespectrum like top pairs. A likelihood approach
could thus benefit the selection.

This variable is extremely sensitive to the performancéefrtadronic and electromagnetic energy
measurement of the detector. Angular and energy resolutian identification capabilities of noisy
calorimeter cells, the modelling of the underlying eventsl ahe pile-up effects thus appear as key
factors in the missing energy measurement. Again, fullmetroiction studies are required to assess the
magnitude of those effects.
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Fig. 3.4.63: Transverse momentum for the leading jet fonaigind backgrounds.
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Light jets

A jet is identi{)ied as a group of clusters falling within a fixedne algorithm defined with a ra-
dius of R = 24 2= 04 In ATLFASTE ], jets are defined in the pseudo-rapiditpnge
j § 5:0witha® above 15 ev=c. The jet energy resolution is given by:

p
(E)=E = 50%5= E=Ge&V 3% rjpj 3

p
(E)=E = 1005 = E=G&V 7% orjgd 3:

Distributions for the two highesp: jets also are shown in Fi§,_3.4]163. Those Figures show that
tcevents have harder; spectra than the other processes, with average values of 400G v =c and

70 G ev =c respectively for the leading and 2nd highest jet energy.s€h@lues are respectively 80 and
50 G ev =cfor all three single-top processes. FoQ 0 andwWw + ftsevents, the average energies are
found at much lower values, around 35-d@v =c for the leading jet and 20-30 v =c for the second
highest jet energy.
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Fig. 3.4.64: Number of jets for signal and backgrounds.

The preselection requires at least two jets above a thresiid®5 G ev =c in order to reduce the QCD,
WH+jets as well as WZ/WW contamination. Again, the use of thiedpectrum may revealed useful as
an input to a likelihood function. Jet multiplicity plays eucial role in the discriminating the single-top
s-channel from all backgrounds as shown in Eig. 314.64, ehéiijets above 18 ev =c are represented.
About 40% single-top s-channel events have exactly twogets 70% have two or three jets. Jet mul-
tiplicity is smaller for bothw + &tsandw Q Q events with only about 30% events reconstructed with
more than one jet. On the contrary, more than four jets areaep in the "lepton+jets” and "tau+jets”
ttevents in about 70% cases. Significant differences can alsedn among the three single-top produc-
tion mechanisms. In the associated+ tsample, about 45% events have exactly three jets, as edpecte
from the hadronic decay of the W-boson associated to the Tiagkq In this sample, about 40% events
have more than three jets. In the W-gluon fusion events,apalecay gives a (b-)jet and a leptonic W
as well as a b- and a non-b hadrons that can form eventuallgxiva jets.
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It thus appears that the analysis must be performed in bijet afiultiplicity. At the preselection
stage, selected events are required to have exactly twoes fbts above 18 v =c with, among them,
at least two above 25 ev =c. This requirement is crucial to reduce thecontamination level.

Two issues must be addressed at this stage. The use of NL@atmseor both signal and back-
grounds may affect significantly those results: it seemsdatmmy to use them as they become available
so as to quantify the effects on selection efficiencies. Hoed issue concerns the gluon Initial State
Radiation (ISR) and Final State Radiation (FSR) modellimg)its impact on the selected jet multiplicity:
ISR affect crucially the number of jets that can be seleatdtie events while FSR have an impact on the
jet energy due to the gluon emission in or outside the jeiit@itl by the parton. The selection efficiency
thus depends closely upon the ISR and FSR modelling. Thiesstsefire adressed in Sectfon]3.4 devoted
to the estimates of the systematic uncertainties affectieganalysis. These two remarks emphasize the
role of the jet definition: the choice of a cone algorithm wattarger radius (R = 0:7 for eg.) or the
use of akr -algorithm to form the jet will affect the result of such aysik.

b-tagged jets

A jet can be identified as a b-jet only in the pseudo-rapidinge § 2:5 corresponding to
the tracking acceptance. In ATLFAS 71], the parametitra makes use of a combined tagging
efficiency of 60% for b initiated jets above 85cv =cin P;. The corresponding mistag rate is 1% for
u,d,s quark jets (factor 100 rejection) and 10% of taggitfigiehcy for c-quark jets.
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Fig. 3.4.65: Leading b-jet transverse momentum for signéllzackgrounds.

Figs.[3.4.6b and 3.4.66 display the distributions for the two leading b-tagged jets in signal &ack-
ground events. The average is abouts887 =c (resp. 40G eV =c) for the leading jet (resp. 2nd leading
b-jet). Jets present in QCPBo ! bb events have a significantly softer spectrum than all otheusces

of backgrounds with an average value well below@38v =c (resp 29G ev=c ). However, the cross
section being several orders of magnitude, it is importardet the threshold above as high as possible
to prevent from a high contamination. It has been checkedailteof 5 1¢ events, 17 events have 1
b-tagged jet (while none pass the 2-btag requirement) f@r@<3 =c threshold. This number falls to 11
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at 40G ev=cand 7 at 50z ev =c . This gives confidence that a 85V =c threshold is relevant for our
selection.w Q Q events also contain softer b-tagged jets (the same holdsjfis in W+jets sample)
than single-top events, as well as b-jets originated frore@agls, with an average: of 60G ev =c (resp.
below 30G ev=c). A high threshold in the highest b-jet; can therefore help reject significantly the
QCD and W+jets background. A looser cut may be applied toig2jet to further eliminate remaining
W QQ events.

a

2

1
T

o
o
T

2" highest b—jet p{ 2" highest b—jet p{ 2" highest b—jet p,

Probability density
Probability density
Probability density

0,251 [[] s—channel ] 0,251 [[] s—channel ] 0.251- [[] s—channel
% t—channel
¥ wao— waa B 1t > rvbTub i) B owetswip
0.2f Wi —>lv+jets 0.2F B t—>uwo i 4 0.2F
WZ—>Ivbb B tt>wbwb
& aCD—> bb

8 Zbb—> o i

e
@
T
e
@
T
I

0.15

2
2

0.1

o
o
a

o
o
o
a

0.05

©

) 50 100 150 200 250 300 ) 50 100 150 200 250 300 % 56 200 250 300
jet pr (Gev/c) jet pr (Gev/c) jet pr (Gev/c)

Fig. 3.4.66: 2nd highest b-jet transverse momentum foradignd backgrounds.

The expected number of b-tagged jet in the acceptance isrstmoftig.[3.4.67 for signal and all back-
grounds. About 90% Q Q events have only one b-tagged jet, the other being eithesf@dceptance or
below thep threshold. No QCD events out of 5,000,000 pass the requiteametwo b-tagged jets. The
situation is dramatically different incandw events which both contain more than 13% events with two
b-tagged jets. Requiring more than one b-tagged jet is firerenandatory to improve the rejection of
QCD and W+jets backgrounds. Regarding the two other sitoggdenechanisms, the number of b-tagged
jets is not as high as for the s-channel events. If one indepelcts two b-hadrons in the g channel,
the second b-jet is missed in a significant fraction of timedose the b parton is produced along the
beam pipe, mostly outside the tracking acceptance and vidtlv &, as can be seen in Flg. 3.4166. The
probability to see a second b-tagged jet in this sample sstleen 15%. Fow + tevents, no second b
is expected, which results in more than 97% events with onylmtag, the remaining 2nd b-tagged jet
coming mostly from charm decay.

The b-jet multiplicity strongly depends upon the b-taggoapabilities of the detector. A high
efficiency and a low mistag rate will affect the discrimimatiagainst non-top background, making an
impact in the analysis sensitivity. Sectibn13.4 will adréss effects of deviations from the nominal
expected performance on the systematic uncertaintiestiaifethe selection efficiencies.

Total transverse energyH r

The total transverse energy of the event is shown to have rafisent discriminant power against
both top pair andv + +tsproduction. While thett events tend to contain harder jets, the latter are
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Fig. 3.4.67: Number of b-tagged jets for signal and backgdsu

characterized by the presence of softer jets in the finak statnpared to those for the signal. One
usually uses the scalar sum of transverse energy computadjeig as well as leptons and missing
energy. Obviously this variable is correlated to the nunddgets and therefore careful treatment must
be applied. In our selection is defined as:

_ Bt o1 )
Hr = E2 +El +mEq:

Probability density for this quantity is represented in.EgL68 for signal and the various backgrounds.
The H; distribution peaks at around 180ev=c for w Q 0 events while the average value for the
W channel is about 238 ev=c . For ttevents in the various channels the distributions peak aroun
300Gev=c. A window in H: seems therefore to bring a significant rejection power ajddoth

W QQ andttbackgrounds.
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Fig. 3.4.68: Distribution of the energy. for signal and backgrounds.

Reconstructed Top massn .
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With the LHC statistics, one can consider reconstructingo@ fnass from its decay products in
order to reduce further the non-top background contanunati the selected sample. In our case where
the W-boson decays leptonically, one faces an ambiguigyngrifrom the determination of the neutrino
longitudinal momentum: while the neutrino transverse gyeran be inferred from the transverse
MissSingE r, the longitudinal momentum is unknown. It is however padsstb obtain thep, by using
the W-mass as a constraint. The longitudinal momentum asnkb written as:

pi
( - b b?  dac
Pz oa
where : ,
a=E2Q1) gQ;b= 2 m7w+pf<l)pﬂ ) ()
and
m2 2
c=EZ()p2 () TW + pr WP )

Usually the twofold ambiguity is lifted by chosing the sadut that gives the lowesp,. In our case
though we choose not to apply this criterium but apply a grite at a later stage of the selection. One
has to notice that this method may have no solution: thisesponds to events where the transverse
reconstructed W mass is larger than the W boson mass duenlaties effects. In this case we keep the
real part of the solution, following the D@ prescription.
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Fig. 3.4.69: Distribution of the reconstructed top masssignal and backgrounds.
Once the solutions te, are found there are four possible combinations to recocisthe top quark
momentum and mass: two depending on the neutrino solutidnvao due to the presence of the b-

tagged jets. We choose to keep the solution leading to theebig; top @]. Figs[3.4.69 show the
probability densities associated to the reconstructedrtags for signal and the various backgrounds,

s-channel cross section measurement
The measurement of the s-channel may appear as the mosatdetit the three main single-top
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processes, because of its relatively low cross section acedpto the two others. It is however one of
the most interesting because the production of tb final gatats is directly sensitive to contributions
from extra W bosons or charged Higgs bosons as predictedaiiggs doublet model (2HDM) ot type
Il [@]. The present analysis is extensively detailed ir. I@].

Preselection

In ATLAS, the s-channel analysis is based upon the followonigeria: selected event must have
at least one highe; lepton in the central region with a; above 25G ev=c and a total transverse
missing energy above 25ev=c . The event must pass a secondary lepton veto cut, appliedyto a
lepton above 1@ v =c with a sign opposite to that of the selected high lepton. The sign of the
high P lepton is used to determine the "flavour” of the final top anguark pair: a positive (negative)
charge lepton signs # (to) final state.

processes to final state o final state

s-channel 1;200 7 840 4

t-channel 1;860 35 1;120 20

W+t channel 8 5

ttbackground

! e bijb 2;220 75 2;220 75

tt! e be b 2;790 40 2;790 40
0! b; b 360 28 360 28
t ! b; b 60 10 60 10
Z/W+jets background

WQQ 2;250 50 1;410 30

W 3! e ;7 1;710 170 1,260 120

WZz! elb 90 10 60 5

Zbb ! €"e bb 7 3 7 3

Table 3.4.31: Number of pre-selected events in the "2b0jigla expected for an integrated luminosity of 80 *. Uncertain-
ties come from Monte Carlo statistics only

The event must have exactly two or three jets aboves 86=c . Among those, two must be above
25 G ev=c. Finally, the events are then required to have, among theseot three selected jets, two

b tagged jets with & above a threshold of 30 ev=c. Selected events are thus classified as "2b0j” (2
b-tagged jets and no extra light jet aboved&v =c) or as "2blj” events (2 b-tagged jets plus one extra
light jet and no 4th jet above 16ev =c). Note that the requirement of two b-tagged jets is cru@al t
reduce the contamination of W+jets events that have a cemton several orders of magnitude that of
the signal. To a lesser extent, this is also truetfoevents since among the 2-jet and 3-jet events, only
a few of them have 2 b-tagged jets. Table 3.4.31 reports thebeuof expected events with 30 *.
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About 1,200 (840y1 events are pre-selected in thie (to) final states. The dominant background
comes from the top pair production in the dilepton and "lepfets” channels, followed by the WQQ
contamination. The remaining W+jets contamination is duéhe high cross section for such events,
and is expected, at this stage, to be slightly above the lstypactation. The resulting S/B ratio is about
11% (9%) in thetb (to) final state. It is obvious that the combination of both firtates is required to
improve the sensitivity.

For 2-jet samples, the signal efficiency is slightly abov@?@. No QCD events are selected out
of 5 10. Top pair events are selected with an efficiency below 0.1%hén"lepton+jets” channel
while tau+jets events are almost negligible. On the conttdiepton” (including “ditau”) top pair
events are selected with a higher efficiency ranging fromd @2.5%. Overall, this results in an almost
equal contamination originating from "lepton+jets” andlégton” channels, due to the difference in
branching ratios. As expected, thep Q contamination is greatly reduced by a 2-b tag requiremetit wi
a 0.2% selection efficiency. At the same time, only 1.2% WW\aftldiboson events are selected. +
ftsevents are removed because of the presence of non-b ststerih a final yield depending upon the
mistag rate, for which we take to be equals to 1% in the presmaady/sis. Regarding the three-jet samples,
the signal efficiency is about 1.9%. While the double tag irequent keeps the + tscontamination
relatively low, the signal is swamped in tliebackground with a much lower S/B below 1%.
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Fig. 3.4.70: Eventyield for tha  distribution for
30fb *.

Fig. 3.4.71: Event yield for the ; ,, distribution
for 30 fb *.

Results have been interpreted as a function of the intejtateinosity. In 2-jet events, a discovery
requires about 5o . The use of the 3-jet samples does not bring any significaptda@ment since at
least 60fb 'are needed to reach the same yields. The statistical sétysiti the cross section measure-
ments has also been evaluated from the ratf+ B=S which provides the sensitivity of the signal to
signal and background statistical fluctuations. A staiigtsensitivity of 7% can be achieved by combin-
ing both tb and tb final state analyses with an integrated luminosity off30*. To reduce further the
systematic uncertainties associated to the backgrouimdatst, we can choose to apply further require-
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ments on topological variables. Figlire 3.4.70 displaysdik&ibution of the total transverse energy of
the events while Fid. 3.4.71 shows the recontructed (lépt@op mass after the preselection.

HT window optimization

After the pre-selection stage, the remaining sample isatharized by a low ratio signal over back-
ground of about 10% with dominant backgrounds originatirggrf the top pair anci © Q production.
In order to purify the sample, we apply further requiremepésed on the total transverse eneryy

measured in the event and on the top mass reconstructed ffi@im jet and the leptonic decays of the
W boson.
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Fig. 3.4.72: Optimization for th& + lower bound- Fig. 3.4.73: Optimization for th& - upper bound-
ary: are shown the ratio S/B, statistical significance ary: are shown the ratio S/B, statistical significance
and the sensitivity as function of the threshold and the sensitivity as function of the threshold

In order to optimize the upper and lower bounds appliedign one can use three estimators: the ratio
S/B, which reflects the sample purity as function the threskialues; the statistical significanee: B;
and the sensitivity defined & S+ B + g, which includes the systematic uncertainty in background

estimate, setaty = 125  B. Figs[3.4.7P and Fi§. 3.4.73 show the sensitivity as fonctf theH ;
energy cut for both the lower and upper bounds.

The optimal choice for the window results from a compromisteen a minimal loss in statistical
sensitivity and a maximal improvement in the purity: the éowthreshold is set at 1710ev =c while the
upper bound is set at 3@0ev =c . The signal efficiency is decreased by about 40% for the bkigriee
corresponding loss is about 50% farevents and above 70% farQ @ andw + ftsevents, resulting
in a slight S/B ratio increase.

Top mass window optimization
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The optimization of the lowest and upper bounds has beeronpeedl in the same way as for the
H: quantity. Fig[3.4.74 and Fif._3.4]75 show the sensitivitfuaction of thev (1 b) cut respectively
for the lower and the upper bounds. The choice of a reconstiumass in the120;200]G eV =¢? range
increases the ration S/B by 40% to about 14% at the loss ottalficceptance in signal efficiency. We
also estimate the top purity in our sample by using the MQtiatormation and comparing the true top
momentump;™© and phi £1° with the corresponding reconstructed valyé® and 5. For a match
defined by the two requirements:= g™¢j 20Gev=candj™ ttue4 04 an overall purity
above 60% is measured using the highestregpcriterium. Further studies on this topics are still on

going in order to optimize the performance.

Topological selection: statistical precision

Table [3.4.3P reports the number of selected events afteritheand the top mass criteria have
been applied. The signal efficiency is reduced by 2/3 aftéh loateria have been applied. At the
same time, non-top backgrounds are reduced by 80%. In thpainhackground, the contamination
from "dilepton” events is decreased by 90% while the "lepfjet’ is decreased by 70%. Note that no
significantw + tevents survive the topological selection.

The total number of events expected for an integrated lusitiynef 30 fb . For thetb final
state, about 385 signal events survive with 2,760 backgr@wents, resulting in an improved S/B ratio
of s=B = 13:9%. For thetb final state, 275 signal events are remaining for a total backyl of
2,242, resulting in a S/B ratio of 12.3%. In both cases, thanrhackground is due to the "lepton+jets”
top pair production (about 30% of the total), followed by they single-top (27%). Heavy flavour
W QQ events now constitute less than 20% of the reminaing baadkgkowhich is about the same order
thanw + ftsevents. Other top pair backgrounds (including tau decays)VilZ production appear at
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processes tb final state tb final state

s-channel 385 2 275 1
t-channel 666 30 410 20
W+t channel — —
ttbackground

tt! e bib 750 35 750 35
tt! e be b 395 20 395 20
tt! b; b 105 7 105 7
tt! b; b 20 2 20 2
WH+jets background

WQQ 460 20 290 15
WZ! e ;bb 18 1 12 1
Wi e ;) 350 20 260 15

Table 3.4.32: Number of selected events in the "2b0j” saregfgected for an integrated luminosity of 30 *for both final

states. Uncertainties come from Monte Carlo statisticg onl

a negligible level.

The statistical sensitivity to the cross section measuneimas been re-evaluated after the topolog-
ical selection. It is obvious that the application of anytifier selection criterium resulting in a decrease
of the number of expected signal events may result in a patisstal sensitivity.

Systematic uncertainties

Common experimental systematic uncertainties originatenfthree main sources: the jet energy
scale, the b-tagging efficiency and mistag rate, and the hmglef ISR and FSR effects. These sources
affect the signal as well as the background the backgrouledtsmn efficiencies.

Jet energy scale

Uncertainty in the jet energy scale affects all fet distributions, hence resulting in a bias in the
jet selection efficiency. This also has a significant impacthe jet veto performance that is used in our
analysis as well as in the determination of the missing gnerg and the reconstructed top mass that
are used in the topological selection. In order to quantifghseffect, the energy of each jet has been
shifted up and down in the Monte Carlo by a value correspandinthe jetp uncertainty, and half
of the difference in the selection efficiency was taken asstéesyatic uncertainty. A variation of 3.5%
is measured in the signal efficiency , resulting in a relative error of 1:8% due to the uncertainty
of the jet energy scale. For the background processes, ffeist & shown to have a poor impact on to
the top pair production. On the other hand, the rejection efiglé events, which contain softer jets,
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Fig. 3.4.76: Statistical sensitivity as a function of Fig. 3.4.77: Statistical sensitivity as a function of

the integrated luminosity as only the: require-  the integrated luminosity after the topolofical selec-
ment is applied. tion.

depends significantely from the knowledge of the jet eneogyes A total background variation of 6.8%
is measured, thus resulting in a systematic uncertainty48f3

b-tagging efficiency

Another source of systematics comes from the imperfect kedge of the b-tagging efficiency
and mistag rates. As can be inferred from the selection iestin Section 3 b-tagging performance is
crucial for background rejection. A variation of b-taggiafficiency thus directly results in a variation
of the relative contribution of each sample.

For signal events a:6% change in the selection efficiency is seen for a 1% variatfoie b-tagging
efficiency. This change is similar for most backgrounds,hvat variation of 2.7% for the summed
backgrounds. This results in a relatively stable S/B ratierahe full range of variation of,.

This observation results in a reduced dependence of the-sexgion measurement to the exact
determination of the b-tagging efficiency. In our case, a %%tation in the b-tagging efficiency will
result in a 13.5% change in the number of selected signal aonkigbound events. It is obvious that,
the S/B ratio being stable, this number does not reflect tieertminty in the cross-section. We however
conservatively quote half of this number as our systemass®ciated to the cross-section measurement,
ie: 7.0% (including the MC statistics).

The uncertainty on the mistag rate impacts mainly the rejeadf W+jets events : in our case
a 5% mistag rate results in a 10% variation of the W+jets ewefhis translates to an uncertainty of
3.5% in the total background estimate. The total uncegtajnbted is thus 8.0%. This number however
makes of the b-tagging and mistag rate knowledge one of our swairce of errors, which is expected
from a double-tag based analysis.
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ISR/FSR modelling

Another source of uncertainty is the modelling of the eventl dahe effects of initial and final
gluon radiations. ISR dramatically directly affects thernaultiplicity of the event, while uncertainty in
the FSR modelling affects the determination of the jet ensggle, which may result in a change of the
selection efficiency. For b-jets the effects are partidulargnificant in thew Q Q selection, as seen in
Fig.[3.4.78. We gquantified this effect by switching ON and QISR and the FSR separately, and by
taking 10% of the observed shift in selection efficiency agsaesnatic. This value constitutes a (very)
conservative approach and corresponds to the expecteipreof the strong coupling constant
determination at the LH5].

For the signal events selection, a relative variation o#4i9 seen for the ISR alone while an effect of
6.0% is observed for the FSR. We thus quote an error of 7.9%easum of both effects.

Backgrounds are differently affected by the ISR/FSR maaggll Top pair backgrounds are increased
as the ISR are switched OFF because of the increased poputEt2-jet events. On the other hand,
as the FSR os switched OFF, most of those processes are detluogpared to signal variations. FSR
particularly affects ther Q Q events selection, since switching Off the FSR tend to irsgdae jet
energy and thus the jet selection efficiency. A factor 20%@imfl to affect thei 0 0 selection. The
total effect on the sum of all backgrounds is estimated agtiaglratic sum of both ISR and FSR effects.
An uncertainty of 7.3% for the total background. This numisasiearly an overestimate of this effect.
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Fig. 3.4.78: Impact of ISR and FSR on b-jet multi- Fig. 3.4.79: Impact of ISR and FSR on b-jet multi-
plicity for s- and Wg single-top channels plicity for top pair and WQQ productions

Background estimates
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All of the background estimates rely upon Monte Carlo that ased to compute the selection
efficiencies. Those generators employ LO matrix elementtlier hard parton scattering followed
by parton showering to simulate radiation and fragmentatidVe use in our cases PYTHIA v6.2,
TopRex v4.1 and HERWIG v6.4 for the event generation, andhabized the event yields to the NLO
cross-section. However, even at NLO the theoretical ssuafeuncertainty are significant. As a
consequence, direct measurements from data itself wikgeired.

The sources of theoretical uncertainties come from thecehof the renomalization and factor-
ization scales, the choice of the parton distribution fiomg and the uncertainty in the input parameters
such as the top mass and the b-fragmentation function. Triggesiop cross-section is expected to
decrease with the top mass value: a 4 GeV uncertainty resuda 9% uncertainty in the s-channel
cross-section and 5% in the t-channel. The knowledge of Die - and gluon-PDF for t-channel )
contributes significantely to the errors. Regarding thepaip production, the cross-section including the
NLO+NLL corrections is quoted with an uncertainty of 12%.i§ humber results of a contribution from
the scale uncertainty (about 6% ) and from the PDF where the level is at 10% (MRST vs CTEQ5M)
form . = 175G ev. The difference between the two sets is about 3% but is higgahgitive to the input
value used for (M 7 ).

Regarding the Wbbg bb + x) production, recent computations with MCFM lead to an uncer
tainty of 20% in the NLO cross-sections, this result beintaoted with the use of a LHC-like selection
applied on the final lepton and jets. Regarding W+jet badkgis, a conservative approach has been
chosen and an uncertainty of 20% is quoted as well. Summitigekground contributions (in the frac-
tion of selected events) result in a total theoretical enfdt1%.

Note that the input top mass also has an impact in the sateefficiencies determination, the jet
distributions depending upon the mass of the decayinggtartror a higher top mass value, et dis-
tributions are shifted towards higher values, leading tetéeb pre-selection efficiency for all top events
production: an effect of about 2% is seen in the selectiogieficy ofw andw + tchannels as one
goes from 175 to 18@ ev =c’ . This is considered as negligible in regards to the othercssuof error.

Summary: s-channel cross section measurement in ATLAS

The precision on the cross section has been assessed fortegmatad luminosity of 30fb ‘at
different stages of the analysis. After the simple predmlrcstage, results show a good statistical
sensitivity but higher level of systematic uncertainties:

— = 7% stat 138%exp 11%pckgd theo S%um i

Using both the ; and reconstructed top mass results in a significantly retiiees| of systematics at
the price of a loss in statistical sensitivity:

= 12% stat 12%exp 11%bckgd theo 5% um 1

In all cases, systematic errors are expected to dominatertiss section determination. Experimental
effects are dominated by the ISR/FSR modelling effects meaf the importance of the jet multiplicity
requirement in the selection. The other significant effeches from the knowledge of the b-tag and
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mistag rates, since the double-tag also constitutes aatgriimt in the selection. It is obvious that
the error associated to the ISR/FSR modeling is an overatim and that this uncertainty will be
constrained by comparison of Drell-Yann data and the evenegators. B-tagging should also benefit
from the use of a huge b-enriched control sample. Finalgotétical uncertainties are the same order of
magnitude of the statistical errors. They should be rededfbwe are able to estimate the background
contamination directly from the data. Besides, the ungdstan the parton structure functions should
also be reduced by constraints from the W leptonic asymnme&gsurements.

t-channel cross section measurement

The measurement of the t-channel cross section benefits draignificantely higher statistics
compared to the s-channel analysis. The final topology B silgnificantely different of that of the
s-channel, and leads to a specific selection. The preselysanean be found in RemM].

Event selection

We select t-channel events in the channel where the W boscaysldeptonically. This leads to
requirements on the presence of a high lepton and a high missing transverse energy. To remove
events with two leptons like ! 1"1 and dileptonic top pairs, a veto is performed in any pairs of
leptons with opposite signs and aboved8v =c, just as in the s-channel analysis.
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Fig. 3.4.80: Pseudo-rapidity of the highest jet in two jetreg for signal and backgrounds.

The situation is different from the latter analysis in therdon of reconstructed jets. More than 60%
of t-channel events have two or three jets. Among those ¢ets, points towards the forward region,
beyond the pseudo-rapidity range..j  2:5. This is a distinct feature which is used to discriminate
from the other top quark production sources, as shown infE#&S80. This forward jet must also pass
a highp threshold in order to reduce the contamination from W+@&QQ and QCD, WZ and QCD
events. Figure 3.4.81 displays the momentum of the seldotedrd jet in 2 jet final state events.
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Among the two or three jets, at least one jet must be b taggtioentral pseudo-rapidity region.
The other b jet present in the final state is usually emitt@htds the very forward region, outside the
tracker acceptance and thus out of reach of the b-taggimyitdo in most cases.
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Fig. 3.4.81: Transverse momentum for the forward jet in tatogvents and for signal and backgrounds.

Efficencies and background rejection

A preliminary analysis has been developped in ATLAS. Thed®@n requires the presence of an
isolated highp; lepton above 2% v =c, missing transverse energy aboves2y =c and makes use
of a secondary lepton veto. At least one jet must be b tagg#d aviransverse momentum above
50 Gev=c . The event must contain a forward jet above the pseudoitapid..j 25 with a
transverse momentum above 8@v =c . Selected events are then splitted into two 2 jet and 3 jet fina
states. Like in the s-channel analysis, the selection igegpiinto the two final statesoand toin order

to reduce the contamination from the charge symmetric tapgsaduction. Tablé_3.4.33 reports the
event yields expected in the two final states for an intedrhtminosity of 105 *.

In two-jet final state, signal events are selected with anieffcy of about 1%, leading to a total of
3,000 events in 1@ *. The dominant background comes from the WQQ productionitéetiye central
high P; b jet requirement. The efficiency for those events is welblethe per mill level. Remaining
backgrounds consists in top pair events in both the “dilgptnd “lepton+jets” channels, although the
low multiplicity cut removes most of them. Finally, the cantination from the other (s- and Wt-) single-
top channels represents less than 5% of the selected evritse end, the ratio S/B is above 3 for an
integrated luminosity of 1@ . Figure[3.4.8P displays the event yields for the distribution and an
integrated luminosity of 1@ *.

In three jet final states, the situation is less favorablebse of a higher contamination from high mul-
tiplicity events like top pair production. Two situationseaconsidered depending on the number of
b tagged jet contained in the event.

For events with exactly one b tagged jet and two light jets, signal efficiency is slightly above 1%.
The dominant background comes from the top pair productidooih the “lepton+jets” and the “dilep-
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processes 2 jet final stateofy) 3 jet final state fbq)

t-channel 3;130 40 3;410 40 54 2
s-channel 80 1 40 1 negl.

W+t channel 50 2 120 4 negl.

ttbackground

tt! e bjp 205 10 1;890 35 17 1
tt! e be Db 215 10 560 15 11 1
tT ! b; Db 15 15 30 2 negl.
t ! b; 7o 10 25 60 6 negl.
Z/\W+jets background

WQQ 230 15 60 5 7 2

Wi e ;J 120 8 30 3 negl.

Table 3.4.33: Number of selected events in the "1b1j”, "2l#tjd "1b2j” samples expected for an integrated luminosity o
101 'for thg final state. Uncertainties come from Monte Carlo statistigly

ton” channels. The contamination from those events amdordbout 40% of the selected sample. As
expected, the single-top Wt channel now also constitutegréfisant background, representing 2% of
the total. The third jet requirement removes most of the Waiel WQQ backgrounds. The ratio S/B is
about 1.2. Figure 3.4.82 displays the corresponding eveltts/for thet - distribution and an integrated
luminosity of 101 1.

For events composed with 2 b tagged jets and one light (fahyet, the signal efficiency is decreased to
0.17%. This is due to the fact that the second b jet presenicim avents is expected to point towards the
very forward region, thus being out of the tracker acceparbout 50 events are expected in0 *.

In this case, dominant backgrounds are the top pair evenie rdtio S/B is about 1.5, making this
channel the least significant in terms of statistical pienis

In this preliminary analysis, no use is made of the nor the reconstructed leptonique top mass. We
may consider using those variables to purify the selectatbka This may be the case if a better control
of the systematic uncertainty associated to the backgreshuhates is required.

Summary: t-channel cross section measurement in ATLAS

With a cross-section corresponding to about a third of that the top pair production, the t-
channel processes will be the first single-top productiocessible with the early data at the LHC.
Contrary to the situation at the TeVatron, the main backgdocomes from the top pair production, well
above the W+jets and WQQ events. The statistical precisi@about 4% for an integrated luminosity of
1 *and well below 1% with 3Gb *.

This measurement will however be limited by the systematiore. The dominant uncertainties
comes from the jet energy scale and the ISR/FSR modeling;hndffect directly the selection efficien-
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cies for both signal and backgrounds. The b-tagging sydtemaor is expected to be reduced compared
to the s-channel analysis where two b-tags were required.uhlertainty associated to the background
estimate is again a major source of error and, as in the saehaase, will require the use of data itself.
With a simple selection, the precision on the cross-segti@xpected to be:

— = 10% stat 11:O%exp 6%bckgd theo 5%]1,11‘[1 ifOIL = 30 !

which shows how sensitive the selection is to the experiademtd background estimates effects. Same
remarks as for the s-channel measurement apply.

Wt associate production cross section measurement

Thew + t-channel is the second largest source of single top prasluctDue to the presence of a
second W in the final state, Wt events are topologically simd ttbackground events and are therefore
difficult to separate.

Event selection

As for the s and t-channels, we select + t events by requiring a single high: lepton and a
high missing transverse energy. Such a selection criteémmties that one W boson decays leptonically
and that the second W boson must decay into two jets. Theretoe selected events have exactly
three jets with one of them tagged as a b-jet. This allows jecteart oftt background. In addition,
by requiring a 2-jet invariant mass within a window aroune ¥ mass, it is possible to eliminate
most events that do not contain a second W, i.e. all backgowther thant. Indeed, as shown in
Fig.[3.4.85, a sharp peak in the 2-jet invariant mass digioh is observed for the + tandttevents.
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Efficencies and background rejection

The selection for the preliminary analysis presented hemguires the presence of an isolated
high p; lepton above 2% ev=c and a missing transverse energy aboveG2s =c . In addition, a
secondary lepton veto cut is applied to any lepton above MN/&Gwith a sign oposite to that of the
selected higlp; lepton. The event must contain, among three jets08bove 25 eV =c, one b-tagged
jet with a transverse momentum greater tharc=® =c . An additionnal constraint on the 2-jet invariant
mass (55-85 GeVH) is required.

The efficiencies are reported in Table 3.4.34. The numbegsarits expected for an integrated luminosity
of 30 'and the expected individual signal-to-background ratiesaiso tabulated in Table 3.4]134. The
calculated values include only the electron/positron igoution of the leptonic components.

Thew + tevents are selected with an efficiency of about 4.6%. Top eants are selected with a
global efficiency of around 1.7% (3.3% for the “lepton+jetsiannel, which is the maitt background).
As expected, the other sources of background are greatlyceedby the selection criteria ; we obtain
efficiencies less than 0.05% for W/Z+jets channels and (023%6 for the two other single top production
channels.

The predicted global signal-to-background ratio forthe+ t-channel is 0.1 and the main background
contribution comes from the top pair production in the "@ptjets” channel.

Process Efficiency Nb of events  Individual S/B ratio
W-+t-channel 458 002 12;852 46

s-channel 020 001 62 1 206
t-channel 034 001 2;572 42 5
ttbackground

! e bip 333 001 121;834 331 01
tt! e be b 027 001 794 18 16
! b b 0:07 0:01 206 9 62
! b b 022 001 7;985 121 16
W/Z+jets background

Wbhbb! e kb 0:006  0:001 negl. -
W ! e Jj negl. negl. -
WZ! e b 0:044 0:003 negl. -
Zbb! e"e bb 0:014 0:002 negl. -

Table 3.4.34: Efficiency, number of events expected for tegirated luminosity of 3@ 'and individual signal-to-background

ratio for single top processes and background channelsettiioties come from Monte Carlo statistics only.

The signal-to-background ratio can be slightly improveg @factor of 10%) by applying further cuts
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on the total transverse momentum and on the centrality Maridefined as:

Et Pf i
Ft pF*
As we can clearly see in Fig._3.4186, centrality values aremiarger for thes + tevents than for most
of background events.
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Fig. 3.4.86: Event centrality for signal and backgrounds.

Figs.[3.4.87 and 3.4.88 display the event yields for thd teaasverse momentum and centrality for an
integrated luminosity of 3@ *, respectively.

o A 0 N &,50004D““L
[ c ey 4
[ r o o Wt —> lvjjb
35000 D Wt —> lvjjb 4 3 4
“ L % +ech | - % s+t—channel 1
s+i—channe
o . N 8 tt—> rubrub+rubjp 1
L r posse % tt—> TvbTYb+TUbjjb © 4000 |
e | 255, & 2 £ tt—wblub
€ 4000|- S tt—> wblvb ] £ B b 1
z B t—>wojip z Vol 1
3 Vol S W/Z4jet:
[ S W/zZtjets : jes BB 1
L ’ 3000+ R -
3000+
r 20001
2000
:
1000 10001 s :E:ZE
, S S
L RIS
[ ]
R S
L BRI 0 s
Poo 200 300 400 500 600 700 0

Total transverse momentum (GeV/c)

Centrality
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momentum distribution for 3@ . tion for 30 *.

The performance in terms of statistical sensitivity hasb@éetermined for the three jet final state events
and is shown as a function of the integrated luminosity in[i . A 10% sensisitivity can be achieved
with 1 b ‘by combining both electron and muon channels.
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Summary: Wt channel cross-section measurements

Thew + t channel analysis benefits from the relative high crosseseanf about 70 pb. How-
ever, due to high similarities with top pair events, the sb® is hampered by a high level of
background contamination. This characteristics makedAheross-section very difficult to measure
with the early data at the LHC. The chosen strategy is basdteosplitting of the event selection into
two jet and three jet final states. In both cases, the maingvaakd comes from the top pair production
with a S/B ratio well below 10%, making the prior precise detimation of the top pair production
cross-section mandatory. Combining both electron and nohamnels as well as all two and three jet
final states leads to a statistical precision slightly bef@&for an integrated luminosity of o *. This
translates into a precision of about 2-3% at the end of thduomnosity run.

Single top studies at CMS
Contributed by: Giammanco, Slabospitsky

This Section summarizes the CMS analyses published in th&i¢3iTDR Vol.ll and in Ref.6]
and ]. All results presented here assumecb0! of integrated luminosity, including the detector
uncertainties that will be available at that time (as estémian Ref.[178]).

Signal and background event simulation

Two generators, SingIeTod__L1|79] (based on the CompHEP gacl@]) and TopRex|_L_1136]

were used to generate events for all three single-top ptmiuprocesses. The background processes,
namely,w g W o+ j, andw + 25 were generated with CompHEP, TopReX, MadGr:iEjj[lzs], and
Alpgen] programs as indicated in the Table 3.4.35. Tdnel Iprocess events containing all needed
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information were passed to PYTHIA 6.281] for showerihgdronization and decays of unstable
particles. Thectandw + $tsbackground events were generated with the same PYTHIAorergill
simulations were done with . = 175G ev=c? andM ,, = 4:7 418 G &V =&, proper considerations of
the spin correlations, and the finite -boson and t-quark widths. The list of the signal and baakgado
process cross sections as well as generators used are wjithen Tablé 3.4.35. Both the full simulation
chain (OSCAR and ORCA) and a fast simulation (FAMOS) weraluse

Process BR, pb | generator

t-ch. (v ! ) 18 (NLO) SingleTop (NLO)
t-ch.@ ! *) 81.7 (NLO)| TopReX (NLO)
s-ch.@w ! *) 3.3 (NLO) | TopReX (NLO)
w 2w ! ) 6.7 (NLO) | TopReX (NLO)
w (Aw ! ) 33.3(NLO)| TopReX (NLO)
te(inclusive) 833 (NLO) | PYTHIA (LO)

W oW ! ‘) 100 (LO) TopReX (NLO)
W o+ pts(W ! )| 32.4(LO) | MadGraph (NLO)
W o+ 23w ! ) 987 (LO) CompHEP (NLO)
W+ 25w ! ‘) 2500 (LO) | ALPGEN (LO)
z= (! Y )b 116 (LO) CompHEP (NLO)

Table 3.4.35: Cross section values (including branchitig eand kinematic cuts) and generators for the signal anédraand
processes (here= e; ; ). Different generator-level cuts are applied.

Reconstruction algorithms and triggers

A detailed description of the reconstruction algotithms &iggers used in the single top studies
can be found in Ref8]. A short description is includedobe Muons are reconstructed by using
the standard algorithm combining tracker and muon chanmfermation; isolation criteria are based on
tracker and calorimeter information. The electrons ar@mstructed by combining tracker and ECAL
information. The jets are reconstructed from the hadromilorameter signals by the lIterative Cone
algorithm with the cone size of 0.5; for the calibration btttk Monte Carlo (in the t-channel analysis)
and the + jets (in the tw - and s-channel) methods are used. For b-tagging a probabilitgrelgnm
based on the impact parameter of the tracks is used.

Thetransverse missing energys reconstructed as follows:

X x X . X
P+ Er7 + (BT 7e0) (BT et)

Er = (3.4.28)

whereE "< is the sum of transverse energy of towe]gifbe; (E 5% is the transverse energy of
calibrated (uncalibrated) jets. For the final states with @olated lepton the neutring {) longitudinal

componentp,; , is extracted from the quadratic equation:

d

My =2 E P2 + (Br) Pr; Br B, Py (3.4.29)
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This equation has two solutions:

| O
AP,, M

PZ(:;L;Z) = P2 H Whe]fe A =
T;

2
2‘” +Pr; Br; =E°@° (B )Ps,) (3.4.30)

Among the two solutions of Eq(3.4129) the minimal valueipf. jis used forw -boson momentum
reconstruction.

About 30% of the events have negativevalues due to the finite detector resolution and to the
presence of extra missing energy. In this case for t-chaamealsis the parameter,; in Eq. (3.4.30) is
increased until becomes zero. Using this valueof; , P, is calculated from Eq[({3.4.80). For the
tw and s-channels analyses, only the real part.of is used for further analysis.

Thetransverse mass of ther -boson is defined as

d
M %\] = Z(PT; ET PT; EVT ): (3431)

Thesum of the transverse momentum vectorsof all reconstructed objects
X

~r Pr, o+ Br+ ET jjets (3.4.32)
is found to be very effective for signal/background separat
The “jet charge” (Q ;) is defined as the sum of the charges of the tracks inside theojee,
weighted over the projections of the track momenta alongethaxis.
Thelepton isolation criterion used is to sum the: of all the tracks in a cone of R < 02 around
the lepton track, and to reject the event if this sum is grahgn 5% of the leptor; .

The present study is based on leptonic decay chanael®of ) of thew -boson. The signal is
triggered by the trigger on leptons. The HipF thresholds from the CMS DAQ-TDR are assumed: 19
G ev =29 G eV =¢) for the single muon (electron); with § 2:d1andj.j 24

t-channel cross section measurement

The analysis presented in Reﬁi?G] makes use of muonicydecathe top. The final state in
t-channel includes one isolated muon, missing energy (ine)it one or two jets front-quarks, and
one “forward” hadronic jet. A specific feature of single topeats is production of a light jet in
the forward/backward direction (see Figs. 3.4.90) prawgdan additional possibility for background
suppression. The additionatquark is produced with small transverse momentum, so thidyais
requires only two jets, one of themtagged.
The selection requires:

only one isolated muon with> 19 Gev=candj j< 2:a (HLT selection);

B > 40G &/,

at least two hadronic uncalibrated jets, with 20 G ev =c;

at least one of the selected jets should pass-tiag;

the second (light) jet should be in the forward regign(t. )3> 2:5);
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Fig. 3.4.90: The distributions of pseudorapidity) (of the light jet (left), and ofy ; j(right).

after calibration these two jets must hap&'®
pr®  35Gev=is allowed (jet veto).
The GARCON program2] is used for further optimizationtbe cuts. The signal-over-

background ratio times significance is chosen as an optimoizariterion, obtaining:

35G & and no other hadronic jets with

b-jet: p> 350 Gev=c, j j< 2.5 andtag discriminator- 2:4;

light forward: p> 40:0 Gev=candj j> 2.5;

~jr jeut window: (0.0, 43.5) GeVs0 < M ' < 120 G eV =¢?
reconstructed top mass window10 G eV=tc< M . (bW ) < 210 G eV =¢*.

signal t W oj W 3 W 33
N(events) at 1Gb * 18 10 | 833 16 | 324 10 |97 10| 99 10
isolated muon 0.73 0.14 0.52 0.16 0.81
prg B4 Br 0036 |64 10334 10°|9 10°| 3 10°
veto on3 jet 0021 |58 10%|16 10°|4 10° |11 10°
00< 1 < 435G&7 0.018 |41 10%|12 1034 10°|68 10°%
50< M < 120 0015 |22 10%|96 10%|1 10° |54 10°
110 < M pec (i ) < 210 0.013 |14 10|58 10° 0 41 104
Number of events 2389 1188 195 0 402

in Gev=c

Table 3.4.36: Number of events (t-channel) and cumulafifiei@ncies for each cut used in the analysis of t-channglsitop

production. The symbolg:z  pry Er”"meansiprs > 35GeV=c pr; > 40GeV=c j;jj> 25,Br > 40G&/.
The efficiencies of these cuts and the resulting number aftsvare given in the Table 3.4136.
The resulting signal-to-background ratio and the signifogaare: Ns=Ng = 1:34 and Sgpx =

Ns= Ng + Ny = 37:0. The final distribution of the reconstructed top mass is showFig.[3.4.91.
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Fig. 3.4.91: The distribution on the reconstructed top msssignal only (left) and with background included (riht

sample | selected] N | JES| Ny g N oyst N gat
t-channel| 2389 96 71 96 153 49
tt 1188 59 73 48 105 34
W o 195 33 6 8 35 14
W 57 402 20 0 16 26 20

Table 3.4.37: Number of selected events (t-channel) atid0 with uncertainties due to different sources! .. represents
the theoretical, JES anstagging uncertainties.N ... is expected statistical uncertainty.

The systematic uncertainties (see Sedfioh 3.4) evaluatetDftb * are given in Table-3.4.37. In
summary, the statistical error is 2.7%, the total systerretior excluding the 5% luminosity uncertainty
is 8%, resulting in a total error of 10%.

W tassociated production cross section measurement

Thepp ! tW process contains twa@ -bosons and a-quark in the final state. The final states
considered in Ref.@?] are” * Brband ‘ BE.-4j for the di-leptonic and semi-leptonic modes,
respectively. The dominant background arises franproduction. Other backgrounds are t- and
s-channel single top productiom, bo W + $ts W W + Fts and to a lesser extent QCD multi-jet
background.

Jet quality requirements and extra jet reduction
The most significant difference betweenW events andtt events is the number of jets in the fi-

nal state. However, most of the time there are also additjetedue to the underlying event, pile-up or
calorimeter noise. These “extra jets” were identified andwded from the counting by consideration
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of five jet quality variables (se??]). It was found thae timost discriminating variables arel #*
(the maximum towelE ; in a cone of 0.5) andl ... (the number of associated tracks). A Fisher
discriminant lLl_&b] £) is constructed from the jet quality variables to separat jets from extra jets.
Each jet is classified value into one of three categories: good «  0:5), loose (F j< 0:5) and bad

(F 0:5) jets. This method yields4:3% efficiency on true jets and rejects 9% of extra jets. Only
“good” jets and “loose” jets are used in preselection andhexeconstruction. The jet multiplicity after
the extra jet reduction in semi-leptonic channels revdas the number of good jets peaks at the 2 and
3 jet bins for signal events, and at the 3 and 4 jet binsfdrackgrounds.

Event selection and reconstruction

The kinematic cuts used for this study are presented in and Tablé¢ 3.4.B9. For the
semi-leptonic channel, two nantike jets withm ;5 < 115G ev=c” are used for reconstruction of the
W -boson (that decays hadronically). In events with a 4thHat survives jet veto cuts, it is required
that the invariant mass of the 4th jet with any of the seleotmth-like jets must be outside a window of
My  20Gev=¢. Forthe leptonic decays of the -boson it is required that ' < 120 G ev=c’.

Leptons Jets
j (e)j< 24,3 ( )j< 21 leading jet:§ j< 24, p> 60 G eV=c disc> 0
pre; )> 20GeV=c at most one extra jet

no other lepton withpr > 5G ev =c | No other jets withor > 20 G eV =c
MissingE: Bt > 206G &/

Table 3.4.38: Kinematic cuts used in the di-leptonic chariftee final electron and muon should have the opposite ckarge

Leptons
pre)> 30GeV=cpr( )> 20GeV=c j (e)j< 24,7 ( )j< 21
no other leptorpr > 10 G ev=c
Jets (after removing all bad quality jets)
Elike jet: good quality, dise 2, § j< 25, pr> 35G &V =c
nontrlike jet: good quality,j j< 30, dis 0if § j< 25, @ > 35GeV=c
Jet counting: oné-like jet and 2 none-like jets
Jet veto: no other “good” or “loose” jets witty > 20 G ev=cand;j j< 3
MissingE.: Bt > 40G &/

Table 3.4.39: Kinematic cuts used in the semi-leptonic nkarThe presence of a good fourth jet would veto the wholateve

To find the correct pairing af-jet and reconstructed -boson (coming from top decay) the fol-
lowing variables were used: thg of (b W ) systems; the separation of thget with each of thev
in ( ; ) space; the “charges” of jets (see Seclion 3.4) andosons (see Re?] for details). A
Fisher discriminant based on these variables is used foriglimating leptonic top events from hadronic
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top events. A cut of of 0.56 is optimal in separating thesep2syof events, and 72% of the events are
correctly paired.

To further enhance the signal to background ratio the faligwglobal” cuts are applied:
pof the reconstructedv system: (t+ W )j< 60 G eV =c
Scalar sum of transverse energigsH + < 850G &/.
Reconstructed top quark massio G eV =< m (t) < 230 G eV =7,
pof the reconstructed top quark0 G ev=c < pr (t) < 200G &V =c.

Efficiencies and expected yields

The efficiencies estimated with Monte Carlo samples are extedt to the effective cross sections
by multiplying the production cross sections of each prec@se effective cross sections, as well as the
expected yields with 1@b * of data for all signal and background samples, are shown lieT24.40
and[3.4.4ll. The signal to background ratio is found to be @o84i-leptonic channel and 0.18 for
semi-leptonic channel.

ar dil. | tedil tcoth. | Ww dil. | WW oth. | tch. lept.

Production 6.667| 92.222| 737.778| 11.111| 88.889 81.667
HLT 4.865| 74.090| 346.151 7.674| 27.259 41.409
27 1.944| 25.150| 21.012 2.574 0.226 2.309
Leptonpr 0.675| 7.919 0.703 0.543 0.012 0.098
1 extra jet 0.459| 6.574 0.664 0.416 0.010 0.067
Jetpr, 0.307| 5.234 0.556 0.339 0.004 0.033
1 bjet 0.184| 3.864 0.379 0.017 0.000 0.018

Bt > 20 0.170| 3.640 0.349 0.017 0.000 0.016
2jet 0.150; 2.734 0.221 0.015 0.000 0.012
Final select. 0.057| 0.145 0.000 0.006 0.000 0.000
Expected events 567 | 1450 55 61 10 2(

Table 3.4.40: Summary of cross section times branching taties efficiencies at each stage of the analysis for themtdhic
channel. All values are in picobarns The last row is the etgmenumber of events for 10o *. Multi-jet background has been
estimated separately. When only a limit on the number of &svierstated, this is due to MC statistics.

The ratio method

The ratio methodis developed to reduce systematic uncertainties relatettheéodominanttt back-
ground. We define atrich control region and use ratio of efficiencies to estienidie yield oftcin the
signal region. The kinematics @i andttare similar sod is present in the control region, therefore
the ratio of efficiencies forw is also used. The signal and background vyield is determiyethd
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tw tt tch. | sch. | Wbb | W2j W3j W4j Multi-jet

Total cross section| 60 833 245 10 300 | 7500 | 2166 | 522 | 9:73 10°
HLT 18.9 | 263.9| 395 1.52 34.0 | 1006 300 73 186 10°
Presel. &isolation | 9.05 | 179.4| 12.0 | 0.54 | 2.15 52 35 12 1325

jet&leptoner, |4 56 | 155 | 1.31 | 0.046 | 0.061| 0.60 | 49 | 1.0 423

jet veto
btagging 0.669| 6.13 | 0.476 | 0.013| 0.016 | 0.10 | 0.99 | 0.26 0.85
kinematic cuts 0.223| 0.999 | 0.047 | 0.002 | 0.003 | 0.017 | 0.101 | 0.008 0.105
Signal box cuts 0.170| 0.771 | 0.035| 0.001 | 0.001 | 0.013 | 0.054 | 0.008 0.051
Eventsin 10fb * 1699 | 7709 351 14 10 130 539 80 508

Table 3.4.41: Summary of cross section times branching taties efficiencies at each stage of the analysis for the-semi
leptonic channel. All values are in picobarns. The last rethe expected number of events forfi® .

following equation:

R4 (Ng N2 Nc N¢
g _ R s) c) (3.4.33)
5 . MNc N Ra M5 NJ) (3.4.34)
Ry Ry +Ng:

HereRr , is the ratio of efficiencie®R , = ".(control region)", (signal region) forx = t&;tW ; Ng
(N o) is total number of events in the signal (control) regiarf; (N o) is the estimated number of nan-
background events in the signal (control) region.

For the ratio method to work it is important to find a contrajien with similar kinematics except
with one more jet. It is expected that systematic unceitsnrom PDF, JES and b tagging cancel to
a large extend, while the luminosity uncertainty drops autthe tt background. The lepton selection
and jet quality requirements in the control region is idealtito the signal region. The differences are
outlined below.

Di-leptonic. A second jet is required withy= 20 80 GeV, j j< 24 andktagged (disc
0). No other jets withpor > 20 GeV are allowed. The background region is found to be fille®@By¥®%
di-leptonic tt, 0.4% othertt: decays, 1.6% di-leptonigv , and0:1% for leptonic t channel single top
while WWH+jets yield is negligible.

Semi-leptonic It requires 2 jets withpr > 30 GeV, 2 more jets withpr > 20 GeV, and no bad jets
with pr > 20 GeV. It is required that one of the 2 high-jets is b-tagged (diss 2), and that both low-
prjets be not tagged (disc 0). Theb W pairing is done in the same way, with a 72% correct pairing.
It is found that thett purity in the control region is 93.9%. The nan-events are mainly composed of
WH+jets (2.8%),t7 (2.0%) and t-channel single top (1.2%). The ratio of efficiea are found to be
Ry =0.319 andk . = 3.31.

The ttcross section does not show up in the ratio method. The aff@c8% for t-channel single
top and 3.1% fow +jets. Itis found to be negligible for other backgroundseBlgstematic uncertainties
for both channels are shown in table 3.4.42.

Particular care was dedicated to the estimation of the teffqaleup. A difference of 30% between
normal pileup and no pileup is used as an estimate of theragsieuncertainty.
Dileptonic modeThe analysis is found to be rather sensitive to the pileughaselative shift of the
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“measured” cross section is20:4% for no pileup, and 162% for double pileup, while is the difference
between the check sample and the reference safge(which has purely statistical origin). The value
of 6.1% is used as the systematic uncertainty.

Semi-leptonic mod&he extracted cross section varies-b85% for no pileup and 63% for double
pile-up so a systematic uncertainty of 10.3% is obtaineds iBclearly an overestimation of the effect.

Source Uncertainty = (di-lept.) = (semi-lept.)
Statistical uncertainty — 8.8% 7.5%
Integrated luminosity 5% 5.4% 7.8%
ttcross-section 9% negligible negligible
t-channel cross-section 5% negligible 0.8%
W+jets cross-section 10% not applicable 3.1%
WWH+jets cross-sectior 10% 1% not applicable
Jet energy scale 5%-2.5% 19.7 % 9.4%
b tagging efficiency 4% - 5% 8.7 % 3.6%
PDF 1 +4%/-6.0% 1.6%
Pileup 30% 6.1% 10.3%
MC statistics — 9.9% 15.2%
Total uncertainty 23.9%(syst.) 16.8%(syst.)
9.9%(MC) 15.2%(MC)

Table 3.4.42: Summary of uncertainties of cross sectiorsoreanent.

The results from the ratio method were used in the signifieazdculation. In addition, the un-
certainty on the background expectation, evaluated féemlionic ( s =B = 9% ) and semi-leptonic
( e=B = +36%=4:4%), was taken into account. The resulting significance is dr.2e di-leptonic
channel and 5.1 for the semi-leptonic channel. Combiniegwo channels gives a total significance of
64.

s-channel cross section measurement

The present analysis of the s-channel single top produdtidmased on leptonic channels, i.e. the
top is identified and reconstructed by its semileptonic geaato * bfinal states, with' = e; . For this
study, a fast simulation of the CMS detector with FAMOS wasd)see 7] for details.

The signal events are triggered by the single lepton trigg8ince this production mode suffers
from low statistics, one could envisage the introductioa cbmbined triggee  jet, with threshold 19
G ev =dfor the electron (in order to make the electronic sample neofeerent with the muonic sample)
and 45 G ev =cdfor the jet. This value has been chosen to be the same as #shtid for the -jet in the
already existing: jettrigger.

Preselection

The preselection criteria are as follows:
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The event has to fire at least one of the previously descrifiggets (including the proposed ).
The event must contain one isolated leptorof ) with 19Gev=candj § 2:1( 24)for
muons (electrons) and no other lepton aboves ev =c.
Exactly two uncalibrated jets must hage 30Gev=candj j 2:5 and no other jet has to be
present withor 20 G eV =c.
Both jets should have a positive b-tagging discriminatduea
The event should haw > 30G &7.
The transverse mass of thie-bosonM? should be less thanoo G ev =c*.
Details on the effect of the preselection cuts are given inléll@.4.48. As before, the multi-jet QCD
contribution is neglected.

Cut s-ch. t-ch. tt W b wt@w ! 1)
“HLT” 375 02% 42:5  0:1% 301 0:1% 294 0:1% 46:5  0:1%
Isolation | 3377 02% 390 0:1% 217 041% 282 0:1% 423 041%
B cut 273 02% 319 0:1% 174 0:1% 226 0:1% 344 0:1%
M7 cut 232 02% 263 0:1% 136  0:1% 184 0:1% 292 0:1%
Ny 23 119 0:1% 115 0:1% 119 0:1% 0:88 0:03% 18:5 0:1%
Ny= 23 89 0:1% 82 0:1% 184 0:04% 0:76  0:03% 709 0:05%
btag 3:07 007% 0:72  0:02% 028 0:02% 0:14 0:01% 0:34 0:01%
N oy 1010 10 5880 70 23300 200 1400 35 1150 40

Table 3.4.43: Efficiencies of the preselection cuts, wipeet to the initial number of events. For all process (exoépt)
the finalw decays into charged lepton € e; ; ) and neutrino. “HLT” includes the , leande jtriggers. N., is the
number of events surviving these cuts (the uncertaintie®aly those due to the limited Monte Carlo statistics).

Genetic Algorithm analysis

The following observables have been chosen in order to durtliscriminate between signal and
background after preselection: (i) the jetagging discriminants; (ii) the calibrated jet transweers
momenta; (iii) the mass of the reconstructed top; (v)t;b)] (v) the scalar sum of the transverse
momenta of all the reconstructed objects. The reconstiuoie quark is formed by the reconstructed
and one of the twarjets, chosen according to the value of the “jet charge?, (see Section 314). Since
in top decays th& and the originalo quark have opposite sign of the charge, the jet with“most
opposite” to thev is used for top reconstruction, leading to a probability 8¥&to identify the correct
pairing.

The cuts on these variables are optimized by means of the @%Rmogram@z]. The surviving
events after these cuts are shown in cascade in Table B.¥\. this selection, after an integrated
luminosity of 10fb 'one getsv =Ny  0:13.

Systematic uncertainties

In addition to contributions described before, the follog/isources of systematic uncertainty are
considered:
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Cut s-channel| t-channel tt W kb
b-tag(:)> 0:4, b-tag@,)> 0:1 85% 75% 78% 85%
pr(ji)> 50GeV=cpr(})> 50GeV=c 68% 53% 70% 37%
120< M (1 b)< 220G eV =¢ 52% 34% 46% 26%
25< pr (1L b)< 160G eV=c 48% 32% 43% 26%

r < 20GeV=c 35% 15% 10:6% 12:5%
Hr < 340G eV=c 27% 1047% 5:4% 1141%
number of surviving events 273 4 | 630 14| 1260 60 | ,155 12

Table 3.4.44: Final cuts and their efficiencies, with respethe preselected samples, for the signal and the mairgbawkds.

For s- and t-channel and b samples the finali -boson decays into leptor{ ; ) and neutrino.t samples includes all
W -boson decay modes.

Top mass. The variation ofm. within 2 G ev=¢ around top mass. . = 175G eV =¢? leads
to the relative systematic error on the selection efficierity, = 0.5% for the s-channel single top.

Parton Distribution Functions. To extract the dependence on the PDF uncertainty, two diiter
PDF sets were used: CTEQ61and CTEQM184]. The resultis =0.7%.

Initial/Final State Radiation modeling. The model parameters were varied in the ranges

0cp=0.25 0.1 Ge&v andQ? _, from 0.25 to 44. The extreme values of the efficiencies are

i rad Lo
taken as systematic errorg‘st = 05%.

The estimation of these errors of theoretical origin hasrasgnt been done only for the signal

selection. But we expect them to be significant also for tlekdpeound, in particular ISR/FSR modeling
should be very important for the-rejection.

sample selected JES | b-tag | M «, | PDF | ISR/FSR
S: s-channel| 273 — 3 11 14 7 15
B:t-channel| 630 25 8 28  — — —
B! tt 1260 63 75 50 — — —
B:W b 155 8 7 6 — — —

Table 3.4.45: Number of selected events aftef 0" and systematic uncertainties.

Background normalization (ratio method)

The tt events in Tabld_3.4.45 are, in1% of the cases,tt ! 1" bl b events with a lepton
missed, and in the remain cases 1 kg &events with two jets missedt(! g dog doevents give a
negligible contribution). These two categories of evemés\eery differently affected by the Jet Energy
Scale variation. In general, any variation going in the dimn of more jets gives a better rejection of

thett ! 1I' lg& component with respect to the signal, while the! 1" bl bevents, having two
quarks, are affected almost in the same way as the signal.
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t! “ + X enriched control sample
In this case three jets are required instead of two and omyntlhon channel is used. The selection
efficiency fortt ! “ events is found to be:08% . The ratior .; between the efficiencies in the main
sample and in this control samplers; = 0:0149, whose variations under JES and b-tagging efficiency
systematic shiftsarerR ., = 0:0015(JES) 00003(b tag).

t! “*“ + X enriched control sample
This sample is obtained requiring two leptons with différiggvours with the opposite sign. The selection
efficiency fortt ! 2levents is found to be:822% . The ratior ., between the efficiencies in the main
sample and in this control samplerRs, = 0:0681, whose variations under JES and b-tagging efficiency
systematic shiftsarerR ., = 0:0010(JES) 00004(b tag).

Results

The number of selected signak {) and background Nz ) events and their estimated uncertain-
ties are listed in Table 3.4.45. The cross section is extthas

Nee B RalNa B) Ro®Ne 8)) (3.4.35)
- ; 4,

wherel?’ is the sum of the non-top backgrounds in the main sampleandn ., are the total events se-
lected in the two control regions, aifl andk, are their contamination by non-top backgrounds, single
top and otherzdecays. The statistical error is evaluated to be 18%. Tla $gstematic uncertainty is
31%, where the largest contribution arises form the efféth® JES uncertainty on the: single-lepton
background. The use of “Energy Flow” techniques, includimgcharged tracks information, is expected
to significantly reduce this uncertainty. The total erragluding also theés% luminosity uncertainty and
the statistical error, is 36%.

The contribution from multi-jet backgrounds

A special treatment has been devoted to QCD events with ghis, to the huge cross section.
The currently available samples have very small statistied typically no events remain after the
application of pre-selection cuts. Therefore, in ordergtineate the impact of the QCD-background the
cuts are applied separately, assuming they are uncowelate

For t-channel study these cuts are: (a) one isolated mpon (19 Gev=o); (b)Er > 40 G&/
and only two jets; on@ -jet and one light forward jet. It was found a satisfactorpmession of the
multi-jet events as compared to other background proaess £ =N ,a; = 6924=(89  1¢') = 0:078
(see ]) and the QCD-background was not considered ianléysis of the t- and s-channel single
top production.

More detailed investigation of this problem was donetﬁ@r—channel@?]. The selection cuts
are arranged into cut groups whose efficiencies are estilwath the Monte Carlo samples. The product
of efficiencies is an indicator of the total efficiency.

Three cut groups are used in the di-leptonic channel: lean jet. The same procedure is
applied on signal sample to find the ratio of total efficienoythie product of efficiencies. The ratio is
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used to correct the product of efficiencies found in multigample and the result is 5.6 events. Four
cut groups are used in the semi-leptonic channel: jetsptesptkinematics and finally signal region and
b tagging. The b tagging requirement is taken out from jetaigrto have reasonable statistics for the
efficiency measurement. By comparing the product of effaEswith total efficiency of applying cut
groups in series, the cut groups are found to be anti-céetlahich would result in an over-estimate of
the yield. The result of 508 events is kept to be conserv@].

Systematic uncertainties

The following sources of systematic uncertainty are comrfmmall three channels: (i) th¢heo-

retical errors to the total rates of the signal isy, %, rising to 10% for tw . The uncertainties

in the background events are assumed to be: 5%6@], 17% forw Woj, 7% forw + $ts 5%

for w ], and5% for w o (i) the jet energy scale (JES) uncertainty: using a calibration

method based ont events, the JES uncertainty after 10 fbintegrated luminosity is expected to be
5% ( 2:5%)forjetswithp 20Gev=c(m> 50 G e&V=c). Inthe region between 20 artd G eV =c

a linear dependence is assumed. (@iagging identification uncertainty: of 4% on the overall

selection efficiencies is expected on thiegging efficiencies. (iv) thiiminosity uncertainty, expected

to bess .

Conclusions

The selection strategies developed in CMS for all the thriegles top production modes, and
their effectiveness, are shown taking into account the ebeplestatistics after 10 flo. All analyses

will be systematics dominated. For the s-channel andassociated cases, control samples have been
proposed in order to constrain the dominanbackground.

The resulting si%nal-to-background ratio and the signifieafor the t-channel araf ;=N =
134 and St = Ng= Ng+ Ny = 370, with a statistical error of 2.7%, and a systematic error
excluding the 5% luminosity uncertainty of 8%, resultingaitotal error of 10%.

For 47 -channel we expect to reach the significance of 4.2 (5.1)hedi-lepton (semi-leptonic)
channel, increasing t6:4 after combining the two channels. The total uncertainty i23.9%(syst.)
9.9%(MC) for di-lepton and 16.8%(syst.) 15.2%(MC) for semi-leptonic channels. The total sys-
tematic uncertainty for the s-channel is 31%.

The analyses presented are still ongoing, and major upda¢eoreseen soon. The experience
gained during the effort for the Physics TDR Vol.ll tells it a good control of jets is crucial in single
top physics, due to the need for a jet counting at relatively énergy, where the CMS calorimetry
alone is probably not adequate for precision measuremétergy Flow” algorithms, not yet available
in CMS, are expected to sizably improve the precision, by mlementing the calorimetry with the
informations from the very precise CMS Tracker; muon chammlaed electromagnetic calorimeter may
also give a significant improvement, through muon and edadgbhoton identification and correction
inside jets.

Along this direction of improvement a first step is alreadyngepursued, with the use of tracks
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and vertexes: an observable

__ P (3.4.36)
Er (jet)

is defined for each jet, where the sum runs over all the tratkislé the jet cone, fulfilling the following
requirements:

have at least 5 hits in the Tracker;

p> 2GeV;

compatibility of the track with the primary vertexz. ..  zw Jj< 0:4cm.

A lower cut on this observable (e.g.> 0:2) gives a good rejection of noise even at very [pw (jet),
and thanks to the last requirement (tracks compatible \wehptimary vertex) the dependence on pile-up
is greatly reduced. Very preliminary results show that wita help of this new “jet cleaning” criterion,
ttrejection is greatly improved in all single top analyses.
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3.5 From the Tevatron to the LHC

R. Schwienhorst

Department of Physics Astronomy, Michigan State University, East Lansing, MIZ88JSA

A. Lucotte

Laboratoire de Physique Subatomique & Cosmologie (LPSE a¥enue des Martyrs 38026 GRENOBLE CEDEX

In the transition from the Tevatron to the LHC, several atpetsingle top quark physics change.
At the Tevatron, the main goal is to observe the electroweaklevof top quark production for the
first time. That will be followed by initial measurements. née, the emphasis is on extracting the
signal from the backgrounds, using optimized methods. Bytrest, by the time the LHC analyses
are starting, single top quark production should alreadyeHhzeen discovered, and the focus shifts to
precision measurements, and to using single top eventbsttoprobe the EW sector and to look for
new physics.

Table[3.5.4b shows how the production cross sections chiaogethe Tevatron to the LHC for
the different single top quark production modes. Thehannel cross section increases roughly by a

accelerator s-channelfb) tchannelfh W t(pb

Tevatron @ 0.44 0.99 0.1
LHC (9 6.6 156 34
LHC (9 4.1 91 34

Table 3.5.46: Cross sections (bn) at NLO for single top quark production at the Tevatron arellthiC ,Eb].

factor of ten from the Tevatron to the LHC. Since the backgdsuincrease by a similar amount, it
will be challenging at both colliders to obsergechannel production separately. It should nevertheless
be possible to measure thechannel cross section separately and thus compare-tihannel to the
tchannel. Such a comparison is very sensitive to physicerzkthe SM, as Fid. 3.3.53 shows.

Compared to thes-channel, the increase in production cross section is muafe mramatic for
the =channel. Here, the larger center-of-mass energy meanw/éhare accessing a part of phase space
where the gluon and-quark parton distribution functions are much larger, tésg in an increase of the
production cross section by two orders of magnitude. EvéneaTevatron, the large cross section makes
this channel the main target for the initial observationiofke top. At the LHC, the cross section is so
large that it should be possible to collect large samplesnofies top quark events which can be used to
study the top quark electroweak coupling in detail.

Similar to the=channel, the production cross section for associatedugtmh also increases by
more than two orders of magnitude. While the cross sectidhealTevatron is too small for this process
to be observed, it is sufficiently large at the LHC to not onhserve this mode of single top quark
production but also to study th& bcoupling in detail.

At the Tevatron, comparing thechannel and=channel production cross sections will be a test
of the SM prediction and a good probe for Physics beyond the AiMhe LHC, it will be possible to
compare all three production modes with each other, thusigirmg an even more sensitive probe, in
particular to modifications of thew bcoupling ].
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Summary of commonalities between TeV and LHC

The most important commonality between the Tevatron and_H€ is of course the physics process
and the final state signature, in particular fechannel and-channel single top quark production. Many
of the lessons learned from theoretical studies of singdagtoark production at one collider translate to
the other collider as well. This is in particular true for tbemparisons of single top quark production
at LO and NLO Eﬁﬂ&@ 60] and dedicated stunfiesrrelations in the single top final
state IE4]. Similarly, the improvements in producingudated single top events for a detector
simulation benefit both the Tevatron and LHC analyses.

Experimentally, this results is similar basic event sétectuts, though the Tevatron cuts are kept
somewhat looser in order to maximize the signal acceptahicine LHC, single top events are produced
more copiously, thus allowing for somewhat tighter cutsxtvact the signal.

The backgrounds to this final state signature are also sindlthough they come in different
proportions. At the Tevatron, the most important backgobisfromw +jets production, with a smaller
contribution fromttproduction. At the LHC, the situation is reversed, andthleackground dominates
over thew +jets background. Nevertheless, since both backgrouned ttebe modeled well at both
colliders.

Due to the complexity of the final state, the focus on deteptformance and understanding
is also similar between Tevatron and LHC. Selecting sigmahts with high efficiency requires excel-
lent reconstruction efficiency for electrons, muons, jetssing transverse energy, anguark tagging.
For the =channel signal, it is especially important to reconstijets$ in the forward region with high
efficiency. Separating the signal from the large backgreumrdjuires understanding and good energy
resolution for electrons, muons, jets, and missing trarsgvenergy. The main difference between the
signal and the large background fram+jets production is the presence of a top quark in the finé sta
and reconstructing the top quark mass accurately aidslgieatjecting thew +jets background.

Summary of differences between TeV and LHC

The main difference between Tevatron and LHC single topcbearis the expected number of signal
events. Both the signal cross sections and the expectddritggrated luminosity are smaller at the
Tevatron than at the LHC. Thus he single top searches at thegtrde are statistics limited, and even
the complete projected Run Il dataset will only yield a srsall of tens of single top quark events. By
contrast, the LHC should be able to yield many hundreds dfisitop quark events. This has several
consequences.

Tevatron analyses are employing multi-variate analysirigues to extract the single top quark
signal. These techniques significantly improve the setfitgitio SM single top quark production,
which is important for the initial discovery. They are notwseful for later measurements of top
quark andtw b coupling measurements because they bias kinematic distriits and limit the
sensitivity to possible new physics.

The LHC samples will have much higher event statistics, @afig in the =channel, making it
easier to extract the single top signal in a cut-based aisalys

In order to extract the signal with high significance, it wikk very important to model the back-
grounds accurately at the Tevatron. There will be a sizafaletibn of background events in the
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signal region, and understanding the size and shape of tkgimands limits the sensitivity of the
search.

At the LHC, it should be easier to extract a relatively cleample of single top events. It will also
be easier to find orthogonal samples and sidebands whichecasdal to estimate the background
accurately.

At the Tevatron, the statistical uncertainty will be largargpared to the systematic uncertainty.
Thus, cross section measurements are aimed at maximizngighal acceptance and place less
importance on minimizing systematic uncertainties.

The statistical uncertainty will be small at the LHC, makihgmportant to understand systematic
effects. In particular the uncertainty on the different kiround contributions will be a limiting
factor, together with the jet energy scale uncertainty aitchi- and final-state radiation.

Conclusions

Selecting single top quark events with high efficiency, ey tchannel events with their unique final
state signature, requires jet identification in the forw@etector region. In order to take advantage of the
angular correlations in single top quark events, requiteggons in the pseudorapidity region> 1 is
also important (see Sdc. B.2). These are both areas whefevhaton experience can be applied directly
to the LHC. Moreover, at the LHC, reconstructing jets in thenfard region is not only important for
tchannel single top but also for searches for Higgs bosodymtoon through vector boson fusion. This
is one example where both Tevatron and LHC single top arsagpgierience translates directly to other
searches.

Since the backgrounds to single top quark production ardasirat the Tevatron and the LHC,
experiences about background modeling at the Tevatrorbeitelevant at the LHC.

Most likely, SM single top quark production will have alrgabdeen discovered at the Tevatron
before the LHC analyses begin. Information from the Tevatbout the measured experimental cross
section and basic kinematic properties can thus be useditniop the LHC searches, especially if there
is a hint of new physics from the Tevatron.

Similarly, the accurate top quark mass measurements frenTélratron also help in improving
the signal model for the LHC. The top quark mass will be meadaiccurately in top quark pair events.
This information can be used in the single top searches, inatie modeling of the single top signal,
and in reducing systematic uncertainties in the measureofehe CKM matrix element .. Reducing
the top quark mass uncertainty by 1 GeV will reduce the uagdst on thet=channel cross section at
the Tevatron (LHC) by 1.6% (0.750/Jﬂ52]. Other measuremairtitieh can be done at the Tevatron that
will improve the systematic uncertainty at the LHC are oftpardistribution functions, in particular for
heavy quarks.

The Tevatron single top analyses employ advanced analysiBoats. While such methods are
likely not going to be required to extract the single top gusignal at the LHC, they will be used
extensively in other LHC searches, for example for the SMgdigoson or searches for new physics
beyond the SM. Several of these searches for new physiclvéntap quarks, for example searches for
a charged Higgs boson that arises in supersymmetric mddetg. the Tevatron experience in modeling
of backgrounds and correlations in complex final stateshveilVery relevant. And the Tevatron and LHC
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experiences together in selecting and reconstructing $Mjt@rk events will be useful in searches for
any new physics involving the top quark.
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4 Precise predictions forw boson observables
4.1 Introduction

Contributed by: D. Wackeroth

Electroweak gauge boson production processes are one tietlie most precise probes of the
Standard Model (SM). The electroweak physics program uikglsinglew andz boson production at
hadron colliders has many facets:

The comparison of direct measurements ofitheéboson massy; ) and width (; ) inw pair
production at LEP2 and singte production at the Tevatron, with indirect measurementsfeo
global fit to electroweak precision data measured at LEPI/Sepresents a powerful test of the
SM. Any disagreement could be interpreted as a signal ofiphyseyond the SM. At present,
direct and indirect measurements of;, and  agree within their respective error@SS]:
M, (LEP2/Tevatrony 80392  0:029 GeVH versusm ,; (LEPL/SLD) 80:363  0:032 GeV
and  (LEP2/Tevatrony 2:147  0:060 GeV versus ; (LEP1/SLD)E 2:091  0:003 GeV.
Continued improvements in theory and experiment will fartecrutinize the SM.

The precise measurementsiMf and the top quark mass () provide an indirect measurement
of the SM Higgs boson mass, ; , and a window to physics beyond the SM, as discussed in
Sectior 2.1l and illustrated in Fig. 2.1..1. Future more me&cheasurements ®f,, together with
m  Will considerably improve the present indirect boundron : At the LHC, for instance, with
anticipated experimental precisions afi; = 15MeV and m.= 1GeV,M y can be predicted
with an uncertainty of aboutMy =M y = 18% [@].

The measurement of the mass and width ofzhoson and the totaif andz production cross
sections can be used for detector calibration and as luityno®nitors @], respectively.

Thew charge asymmetry arnd rapidity distributions severely constrain quark Partostfbution
Functions (PDFs).

New, heavy gauge bosons may leave their footprints in faivickward asymmetries; s , and
the distribution of the invariant mass of the lepton pair(11), produced irz. boson production at
highM (11). In FigureIZZlS] the effects ofa’onar5 (M (11)) at the LHC are shown, assum-
ing a number of different models of extended gauge bosomseend compared with simulated
data assuming a specific model. As can be seen, measurerhants @t the LHC will be able to
distinguish between different new physics scenarios plexlj of course, the SM prediction is well
under control.

In order to fully exploit the potential of the Tevatron and CHor electroweak (EW) precision physics,
the predictions have to be of the highest standards as whk. ofmission of EW radiative corrections
in the comparison of predictions with data could result ikefsignals of non-standard physics. For
instance, in Ref.9] it has been shown that the effectsedkanon-resonant corrections on the tail
of the transverse mass distribution of the lepton paif (1 ), produced inpp ! w ! 1 atthe

Tevatron, from which ; can be extracted, are of the same order of magnitude asseffeetto non-SM

values of thew width. Another example is7 z production at the LHC, which is a sensitive probe
of the non-abelian structure of the SM EW sector. As dematesdrin Ref.O], for instance, effects

“The most recent measurement by CDF findsi = 80:413 0:048 GeV (see
http://fcdfwww.fnal.gov/physics/ewk/2007/wmass/).
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Forward backward asymmetry measurement
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Fig. 4.1.92: The forward-backward asymmety; s (M (11)), of singlez ° production inpp !

z%1 I 1 atthe LHC fora
number of models with heavy, non-standard gauge bosonenTatm Ref. @8].

Theory includes: Effects on observable: Experimental precision
final-state QED shiftinM y : Tevatron RUN I:
(approximation) [191] -65 20MeVforw ! e M, P = 59 MeV
-168 20 MeV forw ! TPi= 87 MeV
full EW O ( ) corrections shiftinM y : Tevatron RUN II:
to resonantv  production 10 MeV

M, P = 27 MeV
(pole approximation)_[192, 193]

full EW O ( ) corrections affects distributions at high ¢ and

Tevatron RUN II:

direct , measurement o 2= 25  30MeV
shiftin  : 7 MeV [L89]
multiple final-state shiftinM y : LHC:
photon radiation 2(10) MeV inthee( )case [194] M F'=15 MeV

Table 4.1.47: Impact of EW radiative corrections wn boson observables, in particular, and  extracted from the
M r (1 )distribution, confronted with present and anticipatedezipental accuraci@ 198].

of non-standard weak gauge boson self-couplings can béasimisize and shape to the effects of EW
corrections, and, thus, not including the latter could bstakien as signals of new physics. Consequently,
in recent years a lot of theoretical effort has gone into ionprg the predictions fow andz production
processes in order to match (or better exceed) the antapexperimental accuracy. This not only
requires the calculation of higher-order corrections bsb @heir implementation in Monte Carlo (MC)
integration programs for realistic studies of their effech observables. A list of publicly available MC
programs that include higher-order QED/EW correctionsivery in Table 4.2.48 and a more detailed
description of available calculations and different ajgiees can be found in Sectionl4.3.

The importance of fully understanding and controlling EWdiative corrections to precision
andz boson observables at hadron colliders is illustrated inelddl.4T on the example of a precise
W mass and width measurement. It demonstrates how thedrptamress is driven by improvements
in the experimental precision. For predictions to be und@dgtheoretical control it requires a good
understanding of the residual theoretical uncertainti#serefore, the EW theory working group of
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this workshop addressed the following questions: What ésrésidual theoretical uncertainty of the
best, presently available predictions for boson production at hadron colliders ? Do we need more
theoretical improvements to be able to fully exploit the EWygics potential of the Tevatron and the
LHC ? Our goal is to provide an estimate of the remaining tbecal uncertainties for a number wf
boson observables relevant for:

W mass and width measurements,

luminosity monitoring,

new physics searches at high invariant masses, and
extraction of quark PDFs.

As afirst step, in the spirit of the LEPI/Il CERN yellow booksg perform a tuned numerical comparison
of the following publicly available codes that provide peecpredictions fom observables including
electrowealo ( ) corrections: HORACE, SANC, and WGRAD?2. First results of agd comparison
of w andz production cross sections and kinematic distributions larfiound in Ref.9]. As an
indicator of the intrinsic theoretical uncertainty of pigttbns obtained with these codes due to missing
higher-order corrections, we study the impact of differehbices for the EW input parameter scheme
and of leading higher-order (irreducible) QCD and EW caticets connected to the parameter. We
also discuss the effects of multiple photon radiation usi@RACE. A detailed comparison of available
calculations forz boson production is work in progress.

In the following, we first review the status of predictiong fo and z boson observables at
hadron colliders and summarize the dominant effects oftreleak corrections. We then present the
results of a tuned numerical comparison of the MC program$RACE, SANC, and WGRAD2, and
discuss the effects of multiple photon radiation. After acdission of the impact of small-effects,
non-perturbative dynamics, the Sudakov form factgr. , PDF uncertainties, and heavy quark effects
on the transverse momentum distribution of the vector b@dseh we conclude with an estimate of the
theoretical uncertainties and a recommendation of requhreoretical improvements.

4.2 Theoretical status
Contributed by: D. Wackeroth

Fully differential cross sections for singleé and z boson production at hadron colliders are
known at next-to-next-to-leading order (NNLO) QCE}ZMZ ,|_2_Qb] (and references therein).
Predictions for ther transverse momentum distributios; (W ), an important ingredient in the current
W mass measurement at the Tevatron, include an all-ordemrestion of leading logarithms arising
from soft gluon radiation5]. The complete EW ) corrections '[Opp;ph ! 1 and

and

o! W
pe;ep ! Z; ! 11 have been calculated in Relz[idg‘__hZ 208] \nd. 2@ pectively.
Predictions including multiple final-state photon radiathave been presented in Rﬁ 211].
Most of these higher-order calculations have been impléatein MC programs and a list of some of the
publicly available codes providing precise predictioniforandz boson observable at hadron colliders
can be found in Table4.Z48s andz boson observables are strongly affected by EW corrections.
Their main characteristics can be summarized as follows:

Photon radiation off the final-state charged lepton canidenzbly distort kinematic distributions
and usually makes up the bulk of the effects of EW correctidfar instancely andz boson
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HORACE: Multiple final-state photon radiationth andz production as solution of
QED DGLAP evolution for lepton structure functions [194121
matched with exact EVW® ( ) corrections tav production [208].
http://www.pv.infn.it/ hepcomplex/horace.html

PHOTOS: QED corrections in “any” particle decay, multipleeton radiation,
NLO precision forz decays, full exact phase-space treatment.
http://cern.ch/wasm/goodies.html

RESBOS: QCD corrections to andz production, soft gluon resummation, and
final-state QEDD ( ) corrections [204, 212].
http://www.pa.msu.edu/balazs/ResBos

SANC: EWO ( )corrections tav andz production: automatically generates
Fortran code for one-loop corrections at parton level [ZA].
http://sanc.jinr.riandhttp://pcphsanc.cern.ch

WGRAD2: QEDO ( )and weak one-loop correctionsito production [189].
http://ubpheno.physics.buffalo.edwow/wgrad.html

WINHAC: Multiple final-state photon radiation im production via YFS exponentiatio
of soft photons [210]http://placzek.home.cern.ch/placzek/winhac

ZGRAD2: QEDO ( )and weak one-loop corrections toproduction
with proper treatment of higher-order terms around zheesonance [209].
http://ubhex.physics.buffalo.edubaur/zgrad2.tar.gz

=)

Table 4.2.48: Publicly available MC programs that providecise predictions including QED and/or electroweak aziions
forw and/orz boson production at hadron colliders. A more detailed dpson is provided below.
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masses extracted respectively from the transverse masgnaariant mass distributions of the
final-state lepton pair are shifted ly (100) MeV due to final-state photon radiation. This is
due to the occurrence of mass singular logarithms of the formy (Q *=m ?) that arise when
the photon is emitted collinear to the charged lepton. Ifigahtly inclusive observables these
mass singularities completely cancel (KLN theorem). Buealistic experimental environments,
depending on the experimental setup, large logarithms wasive. The more inclusive treatment
of the photon emitted im * ! &' . decays results in a significant reduction of the final-state
QED effects when lepton identification cuts are applied whsiin the muon case large logarithms
survive. Because of their numerical importance at oneldlo@ higher-order effects of multiple
final-state photon radiation have to be under good theatatantrol as weIIl].

The impact of initial-state photon radiation is negligilsifer proper removal of the initial-state
mass singularities by universal collinear countertermih#oquark PDFs. This mass factorization
introduces a dependence on the QED factorization schenoeniiplete analogy to QCD both the
QED DIS andv s scheme have been introduced in the Iitera , 193jeRty, quark PDFs
became available that also incorporate QED radiative ctames ], which is important for a
consistent treatment of initial-state photon radiatiohadron colliders.

At high energies, i.e. in tails of kinematic distributiorisy instanceM (11) M, andM ¢ (1 )
M , Sudakov-like contributions of the formlog? (Q <M 2)(M vy = My z andQ is atypical en-
ergy of the scattering process) can significantly enhane&ilv one-loop corrections. These cor-
rections originate from remnants of UV singularities aftenormalization and soft and collinear
initial-state and final-state radiation of virtual and readak gauge bosons. In contrast to QED
and QCD the Bloch-Nordsiek theorem is violat216], ixerein fully inclusive observables
these large logarithms are present due to an incompletesitatien between contributions from
real and virtual weak gauge boson radiation. Moreover,itheand z boson masses serve as
physical cut-off parameters and real andz boson radiation processes are usually not included,
since they result in different initial and/or final statesheTEW logarithmic corrections of the
form * og" (»?_i )31 N 2L (L = 1;2:::for 1-loop,2-loop; : ;) to 4-fermion processes are
known up to 2-Ic¥o *LL order and are available in form of compact analytic formke=, e.g.,
Refs. : 9] and references therein).

First studies of effects of combined EW and QCD correcti@], higher-order EW Sudakov-like
logarithms (see, e.g., Reﬁzop and multiple final-statt@ton radiationmﬂlﬂll] suggest that
for the anticipated precision at the LHC these effects nedxtincluded in the data analysis. Moreover,
the model for non-perturbative QCD contributio@Zl],ad;m effects EIZ] and the impact of heavy-
quark masse3] need to be well understood for a detadedrightion of thex: (W ) distribution (see
Sectior[ 4.6 for more details). Several groups are pres&mitking on the combination of EW and QCD
radiative corrections in one MC program, the interface gfhleir-order EW calculations, i.e. multiple
photon radiation from final-state leptons and EW Sudakowalfitigms, with fixedo ( ) calculations,
and the calculation of mixed QED/QCD two-loop correctiofioo. ), which are not yet available.
The ultimate goal is to provide one unified MC program thatudes all relevant QED, EW and QCD
radiative corrections t@ andz boson production that matches the anticipated experirhespabilities

of the Tevatron and LHC for EW precision physics.
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4.3 Description of higher-order calculations and MC prograns
HORACE
Contributed by: C. M. Carloni Calame, G. Montagna, O. Nicrosini, and A. Vicini

HORACE 8] is a Monte Carlo generator for precigimulations of charged-current
and neutral-current Drell-Yan processgs !| W ! l;andpp ! ;z ! 11 (1= e; )athadron
colliders.

In its original version @4@5] HORACE is based on a pureDQ#arton shower approach to
account for final-state-like QED corrections, bothoat ) and at higher orders, in leading logarithmic
approximation. For the calculation of multiple photon ewmtions, the QED parton shower algorithm

developed in Rest?] is used.

The predictions of HORACE for multi-photon effects have he®mpared with those of the
independent generator WINHAC in R@ZS}, finding goodemgnent. As shown in Ref@iﬂZS],
higher-order QED contributions are necessary for a numibgrecision studies at hadron colliders,
particularly in view of high-precision measurements of theboson mass at the Tevatron Run Il and at
the LHC.

Recently HORACE has been improved and, in its present veraicludes: (i) the exacd ( )
electroweak corrections to the charged-current progess! W ! 14, and (i) higher-order QED
contributions in the parton shower approach (initial- amalfistate corrections). In order to avoid dou-
ble counting of leading logarithmic contributions, alrgadcluded in the parton shower, a matching
procedure between fixed order and resummed calculationdesdeveloped. The theoretical and com-
putational details about the matching are too lengthly tdéseribed here and can be found in 208].

Because it is well known that quark mass singularities,ioaing from initial-state photon radi-
ation, can be factorized out of the partonic cross secti@hraabsorbed into a redefinition of the PDFs,
in analogy to gluon emission in QCD, a subtraction to all csd#f initial-state collinear singularities
arising from photon radiation has been developed and imgiéad in HORACE. After subtraction of
guark mass singularities, the QED initial-state radiatioms out to be small with respect to the effects
of final-state radiation.

At the time of writing, exacb ( ) electroweak corrections t production are not accounted for
in HORACE, but their inclusion in association with partorogter effects is foreseen in a future release.
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PHOTOS
Contributed by: P. Golonka and Z. Was

PHOTOS lLZ_Zb@(L_ZjSl] is a universal Monte Carlo event geoesimulating QED final-state
radiative corrections in decays of particles and resormnetaving a form of an independent module,
it cooperates with other event generators in the simulatlmins of many experimental collaborations,
including the ones for the LHC (for details, see referenceaviailable PHOTOS literature). Over 15
years of its history the core of the photon-emission algamithas not changed significantly; however,
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areas of its applicability, numerical stability, and psah have been improved in the span of last few
years. Recent needs of experimental collaborations to #88TP®S for high-precision estimates in
certain channels motivated us to review the performancée@PHOTOS algorithm in certain areas of
interest. Let us review here, in chronological order, thesmimportant papers that cover the versions of
PHOTOS code and related improvements in physical content,

The best documented 2.0 version of PHOT@[ZSO], alloweeigimg configurations with up
to two photons in every elementary decay prdEesB was supposed to be used as a “crude” tool,
certainly not for high-precision studies. In particuldreteffects of interference were treated with rough
approximation or were not included at all.

In 2003, the version 2.07 of PHOTOS was released as a patt GROOLA-PHOTOS-F package
]. In terms of precision, it contained a process-depahdorrection weight fow decays, see
Ref. [233].

In 2004 and 2005, the universal, process-independent driopated) interference weight, bet-
ter control of numerical stability (allowing to use PHOTOS flecays of particles at the LHC energy
scales), and multiple-photon, “exponentiated” emissi@nenntroduced. At the same time, systematic
comparison tests of PHOTOS as a high-precision tool in itedacay channels began. Initially, such
tests were conducted far, w and decay@l . These achievements, including the methoi $ts,
based on MC-TESTE4], are documented_ in [235].

In 2006, we firstly focused our studies on the performance HDPOS at NLO precision and
leptonic z decays. PHOTOS has been extended to include the NLO effAsta result, predictions
of PHOTOS simulations match perfectly those produced bggdars based on the full matrix-element
calculation (differences are not recognizable in sampfes00 min generated eventsb__[i36]. Similar
upgrade of PHOTOS to complete NLO fer decays might also have been straightforward; nevertheless
it would probably not be needed.

The NLO effects of scalar QE[@E?] were also installed fomson decays into pairs of scalars.
This may be of interest not only for the Belle and BaBar comitiesy but for LHCb as well. This
proves the flexibility of PHOTOS design as well: even thoug scalar QED is not the ultimate theory
of photon emission from pions, the separation of the mal®ment and phase-space points to a possi-
ble implementation of shape factors (to be obtained fronearpental data). Note also that PHOTOS
generation covers the complete phase-space for multephminfigurations.

From the technical side, the mainstream version of PHOTOfaimtained as a single, compact
block of FORTRAN77/95 code, which communicates with othemerators by means of HEPEVT event
record. However, a version in C+m38] exists since 1999 jtgepopularity is limited due to ongoing
discussions of the standards for C++ event record. Receriamments are straightforward to include
in the C++ version, if interest is expressed.

*PHOTOS scans the whole tree of the event record and its astapplied for every branching which can be interpreted as
an individual decay (of a final but also intermediate stefnendecay cascade).
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SANC

Contributed by: A. Arbuzov, D. Bardin, S. Bondarenko, P. Christova, L. Kalinovskaya, and
R. Sadykov

In the evaluation of the electroweak (EW) radiative colmw (RC) to the Drell-Yan-like pro-
cesses we exploit the automatized system SA [13]he system provides complete one-loop re-
sults for the EW corrections at the partonic level both fa tleutral and charged-current processes. The
SANC system automatically generates FORTRAN codes forected differential distributions. We
subdivide the EW RC into the virtual ones, the ones due touiton emission, and the ones due to
hard photon emission. An auxiliary parametérseparates the soft and hard photonic contributions. For
the real photon emission integration over the phase spacbecperformed either (semi-)analytically or
by means of a Monte Carlo integrator.

To get the cross section at the hadronic level we convolgg#rtonic cross section with quark
density functions. To avoid double counting of the quark srsiagularities we subtract them (using a
QED DIS-like subtraction scheme) from the density fundioninearization of the subtraction procedure
is done as described in Ref. [207].

In order to have the possibility to impose cuts, we use the ®l@arlo integration routine based
on the Vegas algorith 9]. In this case we perform a 4¢&}-inumerical integration to get the
hard photon contribution to the partonic (hadronic) crasstisn. One-loop virtual EW corrections are
calculated using the. gauge and the on-mass-shell renormalization scheme. Theysad as form
factors standing before different structures of the mattement. The latter is automatically generated
with help of the helicity amplitude method. To get the tot&/Eorrection we sum up the contributions of
the soft and hard photon emission and the ones of the vidagls. The cancellation of the dependence
on the auxiliary parametet in the sum is achieved numerically.

For the case of charged-current Drell-Yan process an egtbua@scription of our approach can
be found in Ref. 7]. Some results of a tuned comparisoih wiher programs were presented in

Ref. ].
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WGRAD2/ZGRAD2
Contributed by: U. Baur and D. Wackeroth

WGRAD?2 ,] and ZGRAD9] are parton-level Monterl@grograms that include
the completeo ( ) electroweak radiative corrections oo ! w ! ‘ x (WGRAD2) and
pp ! ;z ! “*X (“=e; )(ZGRAD2). For the numerical evaluation, the Monte Carl@gé
space slicing method for next-to-leading-order (NLO) aldtions described in Re@@ﬂ] is used.
Final-state charged lepton mass effects are included ifioll@ving approximation. The lepton mass
regularizes the collinear singularity associated withIfstate photon radiation. The associated mass

6SANC is available at http://sanc.jinr.ru and http:/pcats.cern.ch

150



singular logarithms of the fornn (=m 2), wheres is the squared parton center of mass energyrand
is the charged lepton mass, are included in the calculabohthe very small terms o (m ?=8) are
neglected.

As a result of the absorption of the universal initial-statass singularities by redefinerkor-
malized PDFs 4], the cross sections become dependent dpHEDefactorization scale g p .
In order to treat the ( ) initial-state photonic corrections to andz production in hadronic collisions
in a consistent way, the MRST2004QED set of parton distidbufunctions ] should be used, which
currently is the only set of PDFs which includes QED cor@tii Absorbing the collinear singularity
into the PDFs introduces a QED factorization scheme depmedeThe squared matrix elements for
different QED factorization schemes differ by the finitg ) terms which are absorbed into the PDFs
in addition to the singular terms. WGRAD2 and ZGRAD2 can bedusoth in the QED s and DIS
schemes, which are defined analogously to the uﬁfﬁ[@] and DIS [LZ_Ab] schemes used in QCD
calculations.

WGRAD2 and ZGRAD?2 can be used both with sidependent width, or a constant width, as
well as different input parameter schemes. Radiative coars beyond ( ) are partially implemented
in both programs.
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WINHAC
Contributed by: S. Jadach and W. Placzek

WINHAC [@] is a Monte Carlo event generator for Drell-Yaropesses in proton—proton,
proton—antiproton and nucleus—nucleus collisions. ltuiess multiphoton radiation iw -boson decays
within the Yennie—Frautschi—Suura (YFS) exclusive exmbiagion scheme and the ( ) electroweak
radiative corrections for decays. The latter have been provided to us by the SANC gtaygemen-
tation of the totalo ( ) electroweak radiative corrections to the full chargedrenir Drell-Yan process
is under way in the collaboration with the SANC group.

The current version of WINHAC includes a direct interfaceR¥ THIA for the QCD and/or
QED initial-state radiation (ISR) parton shower, prot@mnants treatment and hadronization. One
of the consequences of these effects is non-zero transperagentum of thev -bosons. In addition
to unpolarizedw -boson production, the program provides options for gdimreof transversely and
longitudinally polarizedv -boson in the Born approximation. In the recent version weehaso added
an option for generation of the Born-level neutral-curr@irough z= ) Drell-Yan process. For the
PDFs, WINHAC is interfaced with the PDFLIB package as welnéth its recent successor LHAPDF.
In the latter case WINHAC gives the possibility to computeibkary weights corresponding to PDF
errors provided with some PDF parametrizations; all thesgts are calculated in a single MC run. In
the case of nucleus—nucleus collisions, an option for witcon/off nuclear shadowing effects for PDFs
is provided. Nuclear beams are defined through the inputpeters by setting atomic numbeyscharge
numbersz and energies of two colliding nuclei. This collider optiomsvapplied to studies presented
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in Ref. ]. We also provide a special parton-level varsa the program, called WINDEC, for
generation of multiphoton radiation im decays that can be interfaced with an arbitrary MC generator
of thew -production process.

For QED radiative corrections WINHAC has been compared with Monte Carlo generator
HORACE, both for the parton level processes and for protastep collisions at the LHC. Good agree-
ment of the two programs for several observables has beel ]. The comparisons with PHOTOS
also show good agreement of the two generators for the QEDdfiate radiation (FSRl].

A similar event generator for the -boson production, called ZINHAC, is under development
now. We also work on constrained MC algorithms for the QCD [&iRon shower that could be applied
to Drell-Yan processes, see, e.g., 245].

CALCULATION PRESENTED INREF. [@]
Contributed by: S. Dittmaier and M. Kr amer

Ref. @45] contains a detailed description of the calcatatof theo ( ) corrections to W pro-
duction at hadron colliders and a discussion of resultstHerTevatron and the LHC. In particular, the
full 0 ( ) calculation is compared with a pole approximation for the&anance. The case of Z-boson
production is not considered. For the analysis performeRéi ], the calculation of Re6]
has been extended (i) to include final-state radiation beétypon ) via structure functions and (ii) by
implementing theo ( )-corrected PDF set MRST2004QED. The photon-induced pseses; ! o1 ;
and o°! gl;have been calculated as described in @[246]. The evatuat the g channel has
been technically improved by employing a generalizatiorihef dipole subtraction approa@ﬂ] to
non-collinear-safe observables, as partially describeglaf. @].
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4.4 Results of a tuned comparison dHORACE, SANC and WGRAD?2

Contributed by: A. Arbuzov, D. Bardin, U. Baur, S. Bondarenko, C. M. Carloni Calame, P. Chris-
tova, L. Kalinovskaya, G. Montagna, O. Nicrosini, R. Sadyke, A. Vicini, and D. Wackeroth

Setup for the tuned comparison

For the numerical evaluation of the cross sections at thatmvaE = 196 TeV) and the LHC% s=
14 TeV) we chose the following set of Standard Model input pagtars:

G = 1:16637 10°Gev ?; = 1=137:03599911; . sM 2)= 01176
My, = 911876 G€V ; z = 24924 G &V
My = 8037399 GeV; w = 2:0836Gev
My = 115G€vV;
me= 0:51099892 keV ; m = 0:105658369GeV; m = 1:77699 Ge&V
m, = 0:06983GeV; me=12G&eV; me= 174G&V
mg= 006984 GeV ; mg= 015GeV; mp= 46G&V
Vuaj= 0975; Vusj= 02222
Veaj= 0222; Vesj= 0975
Vo= V= Vwl = Vwi= V=0 (4.4.37)

Thew and Higgs boson masses,; andM y , are related via loop corrections. To determing
we use a parametrization which, fap0 Gev < My < 1 TeV, deviates by at most 0.2 MeV from
the theoretical value including the full two-loop contrilmns ] (using Egs. (6,7,9)). Additional
parametrizations can also be found 251].

We work in the constant width scheme and fix the weak mixindeabgc, = M, 2 5, 52 =

1 ¢&. Thez andw -boson decay widths given above are calculated includin@® @ad electroweak
corrections, and are used in both the LO and NLO evaluatibtiseacross sections. The fermion masses
only enter through loop contributions to the vector bosdhemergies and as regulators of the collinear
singularities which arise in the calculation of the QED cilmttion. The light quark masses are chosen
in such a way, that the value for the hadronic five-flavor dbation to the photon vacuum polarization,

O 2)= 0027572 [252], is recovered, which is derived from low-energye data with the help
of dispersion relations. The finestructure constant)), is used throughout in both the LO and NLO

calculations of ther production cross sections.

In the course of the calculation of observables the Kobayashi-Maskawa-mixing has been ne-
glected, but the final result for each parton level processldeen multiplied with the square of the
corresponding physical matrix element. From a numerical point of view, this procedure does not sig-
nificantly differ from a consideration of the Kobayashi-Maga-matrix in the renormalisation procedure
as it has been pointed out @53].

To compute the hadronic cross section we use the MRST2004@E®@F parton distribution func-
tions ], and take the renormalization scale, and the QED and QCD factorization scaleg,:p
and gcp,tobe 2= 2. = Z., =M. Inthe MRST2004QED structure functions, the factor-
ization of the photonic initial state quark mass singuiesitis done in the QED DIS scheme which we
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Tevatron and LHC
electrons muons
combineeand momentum four vectors, reject events witle > 2 GeV
if R(e; )< 01 for R( ; )< 0
rejectevents witle > 01 E. rejectevents witle > 0:1 E
foro0l< R(e; )< 04 for0dl< R( ; )< 04

Table 4.4.49: Summary of lepton identification requirersent

therefore use in all calculations reported here. It is defimealogously to the usual DI@%] schemes
used in QCD calculations, i.e. by requiring the same expedsr the leading and next-to-leading order
structure functiore', in deep inelastic scattering, which is given by the sum ofdhark distributions.
Sincer , data are an important ingredient in extracting PDFs, thecefif theo ( ) QED corrections on
the PDFs should be reduced in the QED DIS scheme.

The detector acceptance is simulated by imposing the follgwransverse momentunp{) and
pseudo-rapidity () cuts:

pr(‘)> 20G &V ; J (“)j< 25; ‘=e; ; (4.4.38)

br > 20Gev; (4.4.39)

wherep: is the missing transverse momentum originating from thdrireu These cuts approximately
model the acceptance of the CDF |l and D@detectors at tharbevand the ATLAS and CMS detectors
at the LHC. Uncertainties in the energy measurements ottamyed leptons in the detector are simulated
in the calculation by Gaussian smearing of the particle-faomentum vector with standard deviation
which depends on the particle type and the detector. The ricaheesults presented here were calculated
using values based on the D@(upgrade) and ATLAS specifications.

The granularity of the detectors and the size of the elecigmatic showers in the calorimeter
make it difficult to discriminate between electrons and phetwith a small opening angle. In such
cases we recombine the four-momentum vectors of the eteenal photon to an effective electron
four-momentum vector. To simplify the comparison we useghme recombination procedure at the
Tevatron and the LHC. We require that the electron and photomentum four-vectors are combined
into an effective electron momentum four-vector if theipagation in the pseudorapidity — azimuthal
angle plane,

R(e; )= ( (e )+ ( (e )i (4.4.40)

iS R(e; )< 0. For01 < R(e; )< Od4events arerejectedif > 01 E.. HereE (E.) is the
energy of the photon (electron) in the laboratory frame.

Muons are identified by hits in the muon chambers and the repgint that the associated track
is consistent with a minimum ionizing particle. This limitee photon energy for small muon — photon
opening angles. For muons at the Tevatron and the LHC, weresthat the energy of the photon is
E < 2GeVfor R(; )< 0:d,andE < 0:1E GeVfor0:1< R( ; )< 0:4. Wesummarize the
lepton identification requirements in Talble 4.4.49. Forhealsservable we will provide “bare” results,
i.e. without smearing and recombination (only lepton safian cuts are applied) and “calo” results,
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i.e. including smearing and recombination. We will showuitssfor kinematic distributions and total
cross sections, at LO and NLO, and the corresponding relativrections, (3 )= d yLo=d 1o 1,
at both the Tevatron and the LHC. If not stated otherwise, aresicler the following charged current
processespp(pp) ! W* ! I jwith 1= e; .

W boson observables

w - total inclusive cross section af boson production.
The results for ; at LO and EW NLO and the corresponding relative correctiorere provided

in Table[4.4.5D.
7@4? - transverse mass distribution of the lepton lepton-neatgair.
The transverse mass is defined as
q
Mt )= 2pr(“Jpr( )1 cos’); (4.4.412)

wherepr ()is the transverse momentum of the neutrino, ands the angle between the charged
lepton and the neutrino in the transverse plane. The neutramsverse momentum is identified
with the missing transverse momentua, in the event.
The relative corrections for differentM  ranges are shown in Fids. 4.493.4.4.95 for bare cuts
and in Figs[ 4.4.9%.4.4.96 for calo cuts.
;‘E: transverse lepton momentum distribution.
The relative corrections are shown in Fig_4.4.97 for bare cuts and in Eig. 4.4.98 fto cats.

A (y): W charge asymmetry for leptons.
The charge asymmetry of leptonsiin decays3] is defined as

d +:dyl d :dyl .

A - ; 4.4.42
(y1) dy+d =y, ( )
wherey; is the lepton rapidity and
d =d (pepp! 1 X); (4.4.43)

In Fig.[4.4.99 (with bare cuts) and Fig.4.4.100 (with calésguve show the difference 2 (y)
between the NLO EW and LO predictions for the charge asyniasedt the Tevatron and the LHC.

We find numerical agreement within the statistical unceties of the Monte Carlo integration.
In Figs. [4.4.9%,[4.4.96 (upper right figures), we observe scrdpancy between SANC and
WGRAD/HORACE predictions for the!l ; (e ) distributions at the LHC (with calo cuts). This dif-
ference is presently under study. We do not expect that itpeilsist and, thus, do not consider it in the
estimate of the residual theoretical uncertainties ini8eBt. 4. The good numerical agreement is also il-
lustrated in detail in Fig. 4.4.101, where we show the redadiifferences = (HORACE-X)/HORACE,
X=SANC,WGRAD, for them  ( * )andp, distributions at the LHC and the Tevatron (with calo
cuts).
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+

Tevatron,pp! W* ! & .
bare cuts calo cuts
LO [pb] | NLO [pb] [%0] LO [pb] | NLO [ph] [%]
HORACE | 773.509(5)| 791.14(2)| 2.279(3) | 733.012(5)| 762.21(3) | 3.983(4)
SANC 773.510(2)| 791.04(8)| 2.27(1) | 733.024(2)| 762.03(9)| 3.96(1)
WGRAD?2 | 773.516(5)| 791.01(5)| 2.268(7)| 733.004(6)| 762.00(5)| 3.956(6)
Tevatron,pp ! w* ! *
bare cuts calo cuts
LO [pb] | NLO [pb] [%] LO [pb] | NLO [ph] [%]
HORACE | 773.509(5)| 804.18(2)| 3.965(3)| 732.913(6)| 738.16(3)| 0.716(4)
SANC 773.510(2)| 804.07(6)| 3.951(7)| 732.908(2)| 738.01(5)| 0.696(7)
WGRAD2 | 773.516(5)| 804.11(1)| 3.955(2) | 732.917(6)| 738.00(1)| 0.693(2)
LHC, pp! W ! &
bare cuts calo cuts
LO [pb] | NLO [pb] [%] LO [pb] | NLO [ph] [%]
HORACE | 5039.11(4)| 5140.6(1)| 2.014(2) | 4924.17(4)| 5115.5(2)| 3.886(4)
SANC 5039.21(1)| 5139.5(5)| 1.99(1) | 4925.31(1)| 5113.5(4)| 3.821(9)
WGRAD?2 | 5039.16(7)| 5139.6(6)| 1.99(1) | 4924.15(5)| 5114.1(6)| 3.86(1)
LHC, pp! w = ! *
bare cuts calo cuts
LO [pb] | NLO [pb] [%] LO [pb] | NLO [ph] [%]
HORACE | 5039.11(4)| 5230.5(2)| 3.798(4) | 4925.16(5)| 4944.5(2)| 0.393(4)
SANC 5039.21(1)| 5229.4(3)| 3.775(7)| 4925.31(1)| 4942.5(5)| 0.349(9)
WGRAD?2 | 5039.16(7)| 5229.9(1)| 3.786(3) | 4925.30(7)| 4943.0(1)| 0.360(3)

Table 4.4.50: Tuned comparison of LO and EW NLO predictioms f; from HORACE, SANC, and WGRAD?2. The
statistical error of the Monte Carlo integration is giverparentheses.
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Fig. 4.4.93: The relative correctiondue to electroweak ( ) corrections to thet . (1 ) distribution for singlew * produc-
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Tevatron LHC
wrle Juwrr f wrle Juwrr f

bare cuts

NLO [pb] 791.14(2) 804.18(2) 5140.6(1) 5230.5(2)

NLO+ mPR [pb]| 791.50(5) 804.39(4) 5143.4(3) 5232.2(3)
calo cuts

NLO [pb] 762.21(3) 738.16(3) 5115.5(2) 4944.5(2)

NLO+ mPR [pb]| 762.01(6) 739.86(5) 5114.5(4) 4956.5(3)

Table 4.5.51: Comparison of EW NLO predictions without anthvmultiple final-state photon radiation (mPR) for to

+

pospp ! WL e o with bare and calo cuts at the Tevatron and LHC using HORACE.

4.5 Effects of multiple photon radiation
Contributed by: C. M. Carloni Calame, G. Montagna, O. Nicrosini, A. Vicini, and D. Wackeroth

As discussed in Sectidn 4.2, photon radiation off the cldhtgpton(s) in the final state (FSR) can
considerably affect the predictions far andz boson observables. Therefore, the effects of multiple
photon radiation (mPR), which is dominated by final-stat#iation, need to be under good theoretical
control when extracting for instance the mass and width fronw observables at the Tevatron and
LHC. The MC programs HORACE, PHOTOS and WINHAC provide peiddins forw production
processes that include multiple FSR as described in Sé&frin the following discussion of the numer-
ical impact of mPR on the total production cross section { ) and the ; (1 )andg distributions
the results have been obtained with HORACE.

In Table[4.5.511, NLO EW predictions for, are compared with predictions that include in addi-
tion mFSR. While mPR does not considerably affect the totasection, the (1 ;) andp% distribu-
tions can be significantly distorted by mPR, as shown in Eigsl82,4.5.104. When only bare cuts are
applied, mPR enhances the NLO EW corrections tathe(1 )(g ) distribution in the peak region by
up to about 2%(2.5%) in the electron case and about 0.5% imtl@ case. When lepton identification
cuts are applied, the effects of mMPR are strongly reduceldéretectron case but largely survive in the
muon case, as shown in Figs 4.5.103,4.5.105. In @ [2Bd]corresponding, additional shift in
due to mPR when extracted from thie; (1 ) distribution was determined to ke MeV in the muon
case and negligible in the electron case, when assumingtiedtpton identification criteria (similar to
the calo cuts used in this report).
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Fig. 4.5.102: The relative correctiondue to electroweak ( ) corrections ('NLO’) and when in addition including multepl
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Fig. 4.5.104: The relative correctiondue to electroweak ( ) corrections ('NLO’) and when in addition including multepl
final-state photon radiation C(NLO+mPR’) to the distribution for singlew * production with bare cuts at the Tevatron and
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have been obtained with HORACE.
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have been obtained with HORACE.
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Fig. 4.6.106: Transverse momentum distribution=dp: . of the electrons from the decay wf bosons in the Tevatron Run-2
in the resummation calculation.

4.6 High-precision transverse momentum distributions inw boson production
Contributed by: S. Berge, P. M. Nadolsky, and F. I. Olness

In this section we discuss theoretical predictions forriligtions in the transverse momentugn
of thew boson, the transverse momemta. and of the decay charged lepton and neutrino, and the
transverse mass of the decay lepton pait. =  2(prepr pre ® ). Since these distributions
are used to extract theé boson masst ; , the associated theoretical uncertainties must be kemtrund
control.

If the boson’s transverse momentun is much smaller than the boson’s virtuality, the cal-
culation of the transverse momentum distribution mustudel an all-order sum of large logarithms
In" (gr =Q ). The formalism for summation af: logarithms in Drell-Yan-like processes is well estab-
lished at moderate scattering energies ( = S), when no other large logarithms are pres[254].
When formulated in space of the impact parametdconjugate tog; via a two-dimensional Fourier
transform), it is proven to all orders by a factorizationdhsm % 7].

Resummation in thé-space formalis@SQ] (currently implementedNBi_L/NLO
accuracy) is employed in recent measurements adindz observables at the Tevatron. As precision of
the experimental analysis continues to improve, new effeatst be included in the resummation frame-
work to keep up with modern demands. The shapg:ofpectrum may be appreciably altered by only
partly known NNLO corrections, as well as by variations imgraeters of the PDF’s and nonperturbative
resummed function. At the LHGy andz bosons will be produced by the scattering of partons with
small momentum fractionsx(  0:005) and potentially affected by radiative contributions a$sted
with In (1=x) logarithms EIZ]. A large fraction of the bosons will be pooed in heavy-quark scat-
tering. Heavy-quark masses, act as additional hard momentum scales and suppress raysgpion
radiation ataqr . m o in charm and bottom scattering, leading to harderdistributions than in the
dominant process of quark-antiquark scatter[223]hlsn teport, we review recent progress in under-
standing of these factors and quantify their impact on thasueed value of the boson mass. Further

details pertinent to our discussion can be found in R, 228, 27 1].

We concentrate on the: . distribution of the final-state charged lepton, since it rensensitive
totheg of w boson than the ;. distribution and less affected by experimental uncerigsnthanp;
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distribution. To visualize percent-level changeslin=dp: . caused by various effects, we show several
plots of the fractional differenced ™ “?=dp;. = d **f=dp;. 1 of the cross sections obtained under
“reference” (ref) and “modified” rhod theoretical assumptions. Our attention primarily focusa
the cross section near the kinematical (Jacobian) peakat My =2 = 40 GeV (cf. Fig.[4.6.106),
whered =dpr. iS most sensitive to1 ; :\We compare modifications i =dpr . caused by changes in
theoretical assumptions with modifications caused by explariations ofv ; .

4.6.1 Theory overview

In the bspace resummation framework (also called Collins-S&terman, or CSS formalisr@54]),
the differential cross section for production of a bosomt small to moderate; takes the form
d >
_— = — e YT Pl (0;0 ;xa jxp )+ Y ;0 ;Xa iXB ); 4.6.44
30 ?dyd o P (SHOR SN S (G 7Q i%a iXB ) ( )
. - p— .

wherey is the rapidity of the vector boson, ard » Qe Y= g are the Born-level partonic momen-
tum fractions. The all-order sum of2 n™ (¢ =0 ?) arising atar ! 0is contained in a Fourier-Bessel
transform integral of arspace form factol (0;Q ;xa ;xs ). It is this integral that has the most impact
on thew mass measurement. The regular NLO contributioty: ;0 ;xa ;xg ) IS substantial only at
largeqr and won't receive much of our attention.

The form factorf ., (0;0 ;x» ;xz ) factorizes at albas

W (050 i%a %8 ) = % : & e S®RP (ks )Py (x5 ib): (4.6.45)
jk=uudd;:
The Sudakov functiors (b;Q ) andk-dependent parton distributiorss; (x ;b) for finding a quark (anti-
quark) of flavorjin the proton are universal in Drell-Yan-like processes semi-inclusive deep-inelastic
scattering (SIDIS)S]. The coeﬁicientﬁ’ includes process-specific constant factors from the Born
cross sectiony; ¢ ! V. All terms in Eq. [4.6.4b) can be computed in perturbativeDQ@hen the

momentum scale=bis much larger than 1 GeV, i.e., in the dominant regiomaf both colliders.

The contribution of the nonperturbative regioniats 1 GeV ! is also tangible and must be
properly modeled to describe the regigh . 20 GeV. It is constrained through the global analysis of
pr-dependent Drell-Yan and boson datl]. For this purpose, we separate tharpative
(small¥) and nonperturbative (large-terms in® (b;Q ;xa ;xs ) by rewriting Eq. [4.6.4b) as

W (070 ;xa jxp )= W 1p (070 jxa jxp )e Tvr PR, (4.6.46)

where the leading-power (logarithmic i) term % . » is given by a model-dependent continuation of
the perturbative contribution to the regians 1 GeV !, and the nonperturbative exponent’~ = ©2)
absorbs power-suppressed terms proportional to even poofer ]. In global fits, the preferred
Fyp (0;Q ) has approximately quadratic dependenceodine., Fy » (0;0 ) / £). It may be therefore
interpreted as a source of the Gaussian smearing af-fpace form factor (and transverse momentum
distributions) introduced by nonperturbative dynamics.
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Fig. 4.6.107: The “Gaussian smearing” parametgr ) preferred by the low-mass Drell-Yan and Tevatron Run-fbosonp:

data in the model of Re@l}. The derivative of0 ) with respect tain 0 observed in the fit (the slope. of the solid line)
agrees with its independent estimate made in the renornmialysis@l].

4.6.2 Universality of nonperturbative resummed contiitg

The best-fit form ofr » (0;0 ) is correlated with the assumed largéehavior of§ ; - ;which differs
between the available mode@@ZE@ @, 264]. We hecently propose@bl] a simple
revision of the b ansatz” forff ;- (1b;0 ;xa ;x5 )[@@ 9], which leads to several improvements
over previous studies. The new model extends the range whegeb;0 ;x» ;xs ) iS approximated by

a known finite-order perturbative prediction to larger \edwfband, by doing so, improves agreement
with all analyzedp; data from low-mass Drell-Yan pair and Tevatrbrboson production. The best-fit
parametrization of y » (0;0 ) = a(Q ) is found to be in a good agreement with a semi-quantitative
estimate in renormalon analysis and lattice Q@[ZGl] argleduced dependence on the collision
energy S. The “Gaussian smearing” parameter

a@)=a+ah + a3 In (100 x5 x5 )

Q
32GeV
grows practically linearly withnQ (i.e.,a;,  as). The value of the dominant coefficieat from the
fit agrees well with the renormalon analysis estimate, whengses from soft gluon subgraphs and does
not depend on s or flavor of initial-state quarks and hadrons. As a resulihef above improvements,
the revisedo model leads to more confident predictions for the nonpeattive contribution at collider
energies by exposing its soft-gluon origin and univergalit

Uncertainties in theoretical predictions caused by viatet inFy » (b;Q ) can be estimated with
the help of the Hessian matrix method, developed recentyusmtify errors in the global PDF analysis
(see, e.g., Refl__[_i7], and references therein). In thisagatr, the central value of the observakles
computed for the best-fit set. .. = fai;a,;asg of the nonperturbative function parameters. In addi-
tion, X is computed for six “extreme” parameter sets, (i= 1;2;3) corresponding to the maximal
positive and negative displacementsacélong three eigenvectors of the Hessian matrix within the pa
rameter region satisfying? 2. ., 1. The “extreme” parameter sets are listed in TRble4]6.52.
Thel errorinX is estimated by

\4

g x3
N Z
=1
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Fig. 4.6.108: Fractional changesdn=dpr. inW  boson production at the Tevatron and LHC caused by varisitdn
by 15 MeV for the central parametrization afy » (b;Q ) (solid black lines), and by six variations ofFy » (b;Q ) in the
Hessian method for the central valuerof, = 80:423 GeV (dashed and dotted red lines).

Parametrization; Cs= Iy Cs= 2y

Setiparameter|| a1 | a; | a3 an | & | a
a?l) 0.208| 0.198| -0.034 || 0.262| 0.181 | -0.059
a,, 0.192| 0.168| -0.017 || 0.233| 0.135| -0.039
a?z) 0.21 | 0.169| -0.024 || 0.240| 0.182| -0.055
a,, 0.192| 0.199| -0.029 || 0.254| 0.134| -0.044
a;3) 0.208| 0.195]| -0.024 || 0.232| 0.153| -0.057
as, 0.193| 0.174| -0.029 || 0.262| 0.162 | -0.042

Table 4.6.52: Parameters of the six “extreme” $q§(i= 1;2;3) for the nonperturbative functiorsy » (b;Q ) published in

Ref. [221].

174



Variations ind =dpr . for the extreme parametrizations Bf; » (b;Q ) at the Tevatron and LHC
are shown in Fig_4.6.108(a) and Fig. 4.6.108(b). We plotréti® d “@=dpr.)=(d *F=dpre),
where (d **f=dp; . ) is the “reference” cross section evaluated with the centathles offa; ,sgand a
W boson mass afl ; = 80:423 GeV. (d “=dpr.) are the cross sections for the extreme parameter
setsa (i= 1;2;3) and the central1 ; , shown by dashed and dotted lines. The magnitude of these
deviations is comparable to the effect of a variationmof by 15MeV (solid black lines), although
their pr. dependence is not exactly the same as the shift kdpr . caused by the variation of ; .
Figure[4.6.10B indicates that the remaining uncertainties, » (o;Q ) may introduce an error of up to
10-20 MeV (estimated as in Fig. 4.6.108) in the, measurement in the; . channel.

4.6.3 New features at small

The globalp; fits [@Ell] analyze thp; -dependent data from low-mass Drell-Yan pair andoson
production at, 5 & 10 2. Atx . 10 2, where no such data currently exist,andz boson production
may be subject to additional transverse momentum broageais suggested by fits of resummegd
distributions to data from semi-inclusive deep inelastiatiering atx = 10 * 10 2 ,
This broadening may substantially exceed the range of taindes ind =dgr quoted in the previous
subsection.

Using crossing relations, we estimate its magnitud@ irand z boson production based on the
SIDIS results|[222]. The BLNY parametrization f, » (0;0 ) [258] is modified to include an additional
term ( (xa )+ (x5 )17 ;where the function (x) parametrizes the cumulative effect of unaccounted
higher-order contributions to thedependent PDF’s 5 (x ;b) at nearly nonperturbative impact parame-
ters o 1GeV ). SinceP;(x;b) are included in the resummed form factors both in Drell-Yiaa-
processes and SIDIS, the functiornix ) can be constrained using the SIDIS data from HERA. This func-
tion satisfies (x) / 1=xforx =xj,and (x) O0forx x,where the free parametey is chosen
inthe rangel0 * 10 2. Since (x)vanishes at large, this model agrees with the existing Drell-Yan
pr data. Atx < 10 2, the growth of (x)leads to hardes distributions without affecting the inclusive
production rate.

At the Tevatron, the smaklt-broadening may be seen only at large rapidities, such asafdrav
boson production displayed in Fig. 4.6.109. It marginaffgets them , measurement, dominated by
events with small boson rapidities. The most pronounceectffmay be visible in the; . distribution
(cf. Fig.[4.6.110), where variations due to the broadenimgcamparable to the effect of a variation of
My by 20MeV (> 50 MeV) at jz< 1 (F/e3> 1).

At the LHC, the smallx broadening may be observed at all rapidities. Our model simate its
magnitude for boson rapidities less than about 2.5, roughitsesponding to the region covered by the
SIDIS data. Inz boson production (Fig.4.6.111(a)), the distribution witkk) & 0 is clearly shifted
toward higherqg:. Theq; shift is even larger in the production of bosons, cf. Fig. 4.6.111(b), as a
result of the smaller boson mass { < M ;) and less restrictive leptonic cuts. Furthermore, thetshif
is slightly larger inw * boson production than im  boson production because of the flatter rapidity
distribution forw * bosons. The shows: broadening propagates into the leptonic transverse makss an
lepton transverse momentum distributions. Bothrthe. andp? methods for the measurementof;

175



- Z°X - e X (VS =1960 GeV)

0.5 7\ T ‘ L ‘ L ‘ L ‘ L ‘ L ‘ L ‘ L ‘ L ‘ T \7

- —p(x=0 p()#0, ¢=0.013 |

0.4 [ ]

> N X, = 0.005 1
[ L ]
9 03F 1
2 B -
= , ]
& 0.2 - ]
z r :
8 o1t el>2 ]

Pr. > 20 GeV

1\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\
00 25 5 75 10 125 15 175 20 225 25

4, [GeV]

Fig. 4.6.109: Transverse momentum distributionszobosons in the Tevatron Run-2 for events with both decay relest
registered in the forwardy(. > 2; y. > 2)orbackward¢.. < 2;y. < 2)detector regions. The solid (black) curve
is the standard CSS cross section, calculated using the Bidhperturbative functioﬁhS]. The dashed (red) curvéites
the additional term responsible for the broadening in the small-x region.
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Fig. 4.6.111: (a) Transverse momentum distributionsg dbosons at the Large Hadron Collider with (dashed) and withou
(solid) the smallx effects. The events are selected by requirigg < 2:5 andpr. > 25 GeV for both decay electrons.
(b) Same forr  bosons. The decay leptons are required to satigfyj< 2:5, pre > 25GeV, £ > 25 GeV.

are affected in this case, in contrast to the Tevatron, wthera . method is almost not susceptible to
the broadening.

4.6.4 Heavy quark effects

About 20% ;30%, and15% of w *;w ;andz° bosons at the LHC will be produced in scattering
processes involving at least one charm or bottom initialesjuark or antiquark. The tangible rate of
heavy-flavor contributions at the LHC contrasts that at teealron, where onlgs (3%)ofw (z°)
bosons are produced ior b quark scattering. Since the heavy-quark masses supprdsplenparton
radiation at small transverse momenta, they must be impledein the resummation calculation in
order to correctly predicty distributions at the LHC energy. The improved treatment ediy-quark
masses changes the distribution at the LHC by an amount comparable to otheregystic uncertainties
affecting thew boson mass measurem223].

For this purpose, we formulate the CSS resummation formailisa general-mass variable flavor
number (S-ACQOT) factorization schen@él_.JZGS], whichsprees correct ., dependence at low
momentum scales and resums heavy-quark collinear cotitnitzuat large momentum scales. The feasi-
bility of the CSS resummation in the S-ACOT scheme has besnhd@monstrated in R(—:‘EGQ]. Im
boson production in the heavy-scattering channels, th€8&Rscheme predicts harder distributions
than the zero-mass variable flavor number (ZM-VFN) schenesl irs previous studies. The improved
treatment ofn .4 in the S-ACOT scheme modifigs; . distributions forw  bosons at the LHC by an
amount comparable to the effect of1 10 MeV (see Fid.4.6.112). The ..;, dependence is some-
what less pronounced im * and especially. ° production, as a result of smaller heavy-flavor contents
in these processes. It is negligible at the Tevatron.

4.6.5 PDF uncertainties

PDF uncertainties in the ; measurement were estimated in the Tevatron Run-1 by regeie anal-

ysis for select sets of parton densities, which did not ctiverfull span of allowed variations in the PDF
parameters. A more systematical estimate can be realizegying the new techniques for the PDF
error analysis. The choice of the PDF set affegtdistributions directly, by changing the PDF’s in the
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Fig. 4.6.112: The fractional change in the =dp distribution forw  boson production at the LHC due to the improved
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factorized QCD cross section, but also indirectly, by myidi the nonperturbative functiony » (0;Q )

in the resummed form factor. For a chosen fornFagf: ;0 ), the PDF errors can be evaluated within
the Hessian matrix method, by repeating the computatios afistributions for an ensemble of sample
PDF sets.

Variations in the resummeg spectrum fori * production at the LHC are shown in Fig. 4.6.113
for41 CTEQ6.5 PDF set@m] and KN1 nonperturbative fumrc]. Depending on the choice of the
PDF setd =dg: at smallg: changes by up to 4% from its value for the central PDF set (CTEQ65M),
except for very smallky,. The variations in the PDF’s modifigoth the normalization and shape of
d =dgr. Although the changes in the shape are relatively weak at 15 GeV, they may affect the
measurement afl ; in the pr. method. These results do not reflect possible correlatiehsden the
PDF's andry » (b;Q ) in the global fit topr data, introduced by the dependencergfy (b;Q ) on the
normalizations of the lovg Drell-Yan cross sections. The correlation between freeupaters in the
PDF’'s andr y » (0;Q ) will be explored in the future by performing a simultaneolsbgl analysis of the
inclusive cross sections amnd -dependent data.

4.6.6 o spectrum and final-state QED corrections

As discussed in Sections #[2, 4.5, electroweak correctomyell-Yanw andz boson production are
dominated by the QED radiation from the final-state charggdon, which results in some loss of the
charged lepton’s momentum to the surrounding cloud of suft@llinear photons. The final-state QED
(FQED) radiation changes the extracted valug gf by shifting the Jacobian peak in the. distribution

in the negative direction. In contrast, the initial-stagdiation and interference terms mostly change the
overall normalization of the Jacobian peak and have a sneffiect on the determination of ;; . The
combined effect of the ( ) FQED correction and the resummed QCD correction was estiifat the
Run-2 observables by using a new computer prograasBs-A (REsBos with FQED effects)Z].
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Fig. 4.6.113: Variations in the * transverse momentum distributiof, =do , at the LHC for 40 CTEQ6.5 PDF se70]
with respect to the CTEQ6.5M PDF set.

The FQED and resummed QCD corrections to the Born-leveleslafphe Jacobian peak in the: .
distribution were found to be approximately (but not contgl® independent. The reason is that the
m . distribution is almost invariant with respect to the tram®e momentum of bosons, so that the
QCD correction reduces, to the first approximation, to rizsgaof the Born-levelm . distribution by

a constant factor. The relationship between FQED and QCi2ctions is more involved in the leptonic
pr distributions, which depend linearly ap of w bosons. In thgS channel, the combined effect does
not factorize into separate FQED and QCD corrections to thBevel cross section.

4.6.7 Conclusion

We have reviewed recent advances in the understanding wihrasdq; distributions for electroweak
bosons. Thex resummation formalism is realized at the NNLL/NLO level atcaracy and includes
such new ingredients as the dominant NLO electroweak dmriitnns, correct dependence on heavy-
quark mass terms, and an improved model for the nonpertuebacoil atx & 10 2. Other important
aspects ofy resummation, such as the behavior of higher-order radiatontributions ak < 10 ?

and correlations between the PDF’s and nonperturbativentased function must be assessed to ensure
that the systematic uncertainties in theg measurements are under full control. The dynamics of these
factors can be tested by measuring fully differential distiions of lepton pairs in a wide range @fand

y in the Tevatron Run-2.
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4.7 Estimate of theoretical uncertainties due to missing lgiher-order corrections

Contributed by: A. Arbuzov, D. Bardin, U. Baur, S. Bondarenko, C. M. Carloni Calame, P. Chris-
tova, L. Kalinovskaya, G. Montagna, O. Nicrosini, R. Sadyke, A. Vicini, and D. Wackeroth

In order to estimate the residual theoretical uncertasntiee to missing higher-order corrections
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of predictions obtained by electroweak precision toolshsae HORACE, SANC, and WGRAD2, we
study in the following the effects of different choices fhetEW input parameter scheme and of lead-
ing higher-order (irreducible) QCD and EW corrections cected to the parameter. For definiteness
we use WGRAD?2. Similar results can be easily obtained withRATE and SANC as well. In Ta-
ble[4.7.58 and Fid. 4.7.1114 we compare the predictions dited comparison using the setup described
in Sectior 4.4 (labeled as 'NLO at ( *)) with predictions that are obtained as follows:

'NLO at 0 (®)incl. h.o.:
The EW input parameter scheme of the tuned comparison isassddscribed in Sectign 4.4. But
we replace the mass renormalization constantt = Re * (M 7) by

=Re "M 2) (4.7.47)

where V ("V) denote the transverse parts of unrenormalized(renoradjlizector boson self
energies, and include higher-order (irreducible) cofoest connected to the parameter, #©,
by performing the replacement

M
M

2
Mg M

2 2
! z il no (4.7.48)
M 2 MZ M

2
Z
2 2
w

Z

as described in detail in Rem09] (Appendix A).

'NLO ato ( &)incl. h.o.:
In addition to the modifications described above, we chang&W input parameter scheme(()
scheme! G scheme) by replacing

r_
2G M 2

2| =
SINEIS

so that
"pEG M 2 M 2 e
d G%)y=@d 3 2 rd 2 27w el
( )= d nro ( 7) rd o ( 7)] ) Mz2

where r parametrizes the radiative corrections to muon decay (seeRef. ]).

As illustrated in Tablé 4.7.53 and Flg. 4.7.114 for the LHE thlative differences between the different
predictions, =d yio( °)=@d np:) 1and A )= 2 o ( °) A ()ho» are at most about
1.5% for  , and theM ; (1 ), g distributions, and up to about 10" for the charge asymmetry of
leptons inw decay. We find the same relative differences at the Tevat®amce switching to the
scheme changes the shape ofithe (1 ) distribution, a more detail study of how these effects tiates
into a shiftinM ; is warranted. Moreover, other sources of residual thezaktincertainties, for instance
missing higher-order EW Sudakov logarithms and the QEDesdapendence, need to be under control
as well.

4.8 Experimental Uncertainties
Contributed by: C. Hays and D. Wackeroth
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Tevatron, ; [pb] LHC,  [pb]
pp! w1 * ! W*roF
NLO ato ( 3) 738.00(1) 4943.0(1)
NLO ato ( 3)incl. h.o. 745.80(1) 4995.5(1)
NLO ato ( G 2)incl. h.o. 747.62(1) 5006.5(1)
Table 4.7.53: Comparison of predictions foy topp;pp ! W * ! *  with calo cuts at the Tevatron and the LHC. The

higher-order predictions include corrections beyand ) other than mPR, in addition to the complete set of electrévzea )
corrections (see text for more details). For this compaisee use WGRAD2 results for definiteness.

3 T T T T T T T 1 3 T T T T T T T
A %] NLO+h.o. at O(a®) A [%] NLO+h.o. at O(a?)
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1 Sl 1k
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- AA O(a®
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Fig. 4.7.114: Relative differencesbetween NLO and higher-order predictions for ther ( * ), p, anda (y ) distribu-

+

tions for singlew * production with calo cuts at the LHC. The higher-order pe&dns include corrections beyoiad( ) other
than mPR, in addition to the complete set of electroweak ) corrections (see text for more details). For this comparisce

use WGRAD?2 results for definiteness.

181



Thew boson observables studied in this report — the tataboson production cross section
( w ), theM (1 )andg distributions, and ther _boson charge asymmetry for leptons((,)) — have
been measured by the CDF and D@ collaboraﬂoﬁ'shew boson mass is dominantly extracted from
theM ; (1 ) distribution, as described in Section 5. Possible impram®tsin thew boson mass mea-
surement at the LHC by using the transverse momentum distsib of the charged lepton have been
studied in Ref.@l]. In the following we briefly summarizeepent and anticipated experimental un-
certainties in the measurements @f , A (v ), A (v1)andM ; and discuss their implications on further
improvements of theoretical predictions.

4.8.1 Totaw andz boson production cross section

As pointed out earlier, given the large andz boson production rates at the LHC, the tatal and
7 boson production cross sections are expected to be usectectdr calibration and as luminosity
monitors ]. The72 pb ' CDF combinede and result for the totalv boson production cross
section is|[272]:

W) BrWw ! 1 )= 2775 10(stat) 53(sys)pb ;

which corresponds to a relative precision2sf. The96 pb ' D@  result is @]
W ) Brw ! )= 2989 15(stat) 81l (sys) pb :
The 72 pb ' CDF combined=and result for the tota =  production cross section i@?Z]:
(Z= ) Br(z= ! 11)= 2549 33(stat) 46(sys)pb :
The D@148 pb * result is M]:
(z= ) Brz= ! )= 3292 34 (stat) 78 (sys) pb :

These results exclude the Tevatron luminosity uncertahgboute% , of which % is correlated be-
tween experiments. The andz boson measurements have a few systematic uncertainty cen{so
that are different, so combining them should give the mostigte luminosity measurement. The mea-
surements of ; and ; at the LHC are expected to reach a relative precisiop:&# (W ! and
23% (Z ! Yfor L = 1 ! and to be limited again by the luminosity uncertainty of atfi ].

As long as the luminosity uncertainty cannot be drasticatigroved, a theoretical uncertainty 0t5%

due to missing higher order EW corrections (see Sed¢tioh id.ipt worrisome. However, the impact
of these uncertainties on precise electroweak measureraetite LHC based om =7 ratios should be
studied in more detail.

4.8.2 w boson and lepton charge asymmetry

Thew boson charge asymmetri (vi; )) is a sensitive probe of valence quark PDFs. Recent theo-
retical advances include the calculation of the fully diffietial cross section at NNLO QCD to =z
boson productior@ﬂ, which will help to further constrajuark PDFs. In Fid. 4.8.715 we show the

A collection of the most recent EW results can be found at tigFGind D@ physics results websites, www-
cdf.fnal.gov/physics/ewk and www-d0.fnal.gov/Run2RbsAVWW/results/ew.htm

182



> 1 \
= oE CDFIlPreliminary. [Ldt = 343 pp™
o 0.9¢ ' 0.8 T
= F E “F ‘ W Y for 1.0 N
= 0.8 ==%="343p5" data(stat. ¥ syst) ] 06L ————Lepton Asymmetry for 1.0 fb*
F 6 [z I~ Uncertainty of CTEQ6M PD
> 0.7k Prediction of CTEQSL. - > [ Unc"rtaint; of CTEQ6M PDEs i
2 £ [ CTEQ RPDF Uncertainty Ban i =04 .
0.6F = g n h ¥ b
S et ] £ 02N ]
D o0.5¢ = S T e 4515?’{ ]
® C n _07 , Tty ]
5 0.4F < f %:;:;s%‘ N ]
L w L N -
E -0.2 Fe
= 03 g r o]
0.2 : 1 5 o4t -
£ B H ) ) LR
0.1F Z = Y E DF Run Ikiprojected uncertainties rL=1fb =
;;,d" 3 0.64 PRELIMINARY J
N T B PR RN IR SRR IR SR
-0.8
% 05 1 15 2 25 3 A p— T

3
W rapidity(lywl) rapidty
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W boson charge asymmetry as measured by CDF with 343pb ! ,] and a projection to

1 ! ,]. In Tablé_4.8.54 we provide the combined staaétand systematic uncertainties for
three representative rapiditieg; ;v1 = 1;1:8;2:6, of the present D@ measurement of the muon asym-
metry with 230pb * ﬂé] and the projected CDF measurement ofithéoson and lepton asymmetry
with 1 * ,@]. In Ref.@S} the PDF uncertainty in a measurenoé (v, ) at the LHC has
been estimated to b& . As shown in Table4.8.54, the impact of different choiceE?f input schemes
on A (y1) is negligible. We expect to observe similar effectsziny,; ) which, however, needs to be
studied in more detail.

4.8.3 W boson mass

The most precise single boson mass measurement is presently provided by @ [2é8] diso
Section 5), yielding a combined CDF and D@ measureme [28

My = 80429 0:039Ge&V:

A Tevatron precision of about 20 MeV is anticipated withio '. The extraction of ther boson
mass from the1 ; (1 ) distribution is sensitive to effects that distort the shapthe distribution around
the Jacobian peak. In Fig—4.7.114 we observed a distorfitheas : (1 ) andg distributions when
comparing the strictly NLO results af ( (0)°) with the result obtained ab ( (0)G?). Therefore,

a more detailed study is warranted to determine the shift jn due to these effects when using the
M ¢ (1 ) distribution and ratios ofi andz boson distributions. In the latter case, they may largely
cancel, but this has to be determined by a careful study.

4.9 Conclusion

In this report we gave an overview of the state-of-the artre€sion calculations for single production
at the Tevatron and the LHC. We performed a tuned comparisitre donte Carlo programs HORACE,
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Observable W charge asymmetry M

vw iy1= 1;18;26
experimental precision(Sectior{ 4.B)
Tevatron (now) 2% A (y1): 0.0078; 0.0484; - (DQ) 39 MeV
Tevatron( 2 1) - A (yw ): 0.0043; 0.0073; 0.030 (CDR) 20 MeV

A (y,): 0.0056, 0.0078, 0.076 (CDF)
LHC 3.3% - 15 MeV
impact of h.o. corrections and theoretical uncertainties:
Observable W A (y1) Mu ( (e)
mPR (1= ) (Sectiorf4.b) . 02% | - 10(2) MeV
EW input scheme/missing h.0.1.5% .40 10 tbd
(Sect[4.7)
ar broad. (Sectioh 4.6.3) - - 20-50 MeV
heavyqmass (Section 4.6.4) | - - . 10 MeV
nonperturb. (Section 4.6.2) | - - . 17MeV

Table 4.8.54: Present and anticipated experimental uxinégs ofiw boson observables are compared to effects of higher-
order corrections, i.e. beyond ( ), as well as theoretical uncertainties studied in this rep@retails are provided in the
respective sections. Experimental uncertainties pndo not include the 6% luminosity uncertainty.

SANC and WGRAD2, taking into account realistic lepton idfication requirements. As a result of
this comparison we found good numerical agreement of théigirens for the totalv production cross
section, the1 1 (1 ), g distributions and the lepton charge asymmetry. The eftefdtigher-order QED
corrections have been studied as well using HORACE. To estirthe residual theoretical uncertainty
due to missing higher-order corrections and different cagiof the EW input parameter scheme we com-
pared the strictly NLO results with predictions that in aduti include leading QCD and EW two-loop
corrections and predictions that use the scheme instead of the(0) scheme. Moreover, we discussed
important aspects @f: resummation that may affect significantly the systematmedainties in the1
measurement. Some of our results of these studies of halder-corrections and theoretical uncertain-
ties are summarized in Taldle 4.8.54. When comparing withatiteipated experimental uncertainties,
we conclude that further theoretical improvements are eedd fully exploit the potential of the LHC
for performing high-precision studies of the electroweakige bosons. Moreover, more detailed studies
of the residual uncertainties of predictions obtained lith available tools are needed, in particular the
impact of these effects on the mass. For instance, our study does not include PDF unciesicom-
bined QCD and EW effects, QED/QCD scale uncertainties, laaihtpact of higher-order EW Sudakov
logarithms.
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5 Measurement of the W Mass

Contributed by: C. Hays

Them; measurement ip p data uses-channel resonant bosons with leptonic decays. The
transverse momentum of the decapr (pf) can be measured with high precision and thus provides
the bulk of the mass information. Additional informatiomees from the decay transverse momentum
(p;), which is inferred from the measured energy imbalance enebvent. Since the lepton energy is
well measured, the dominant uncertainty@ncomes from measuring the hadrons recoiling against the
producedi boson. Because ttee boson has a similar mass and production mechanism to theson,
events withz bosons can be used to calibrate and model the detector messpmhadronic activity.

The best statistical power for measuring; is obtained by combining: andp, into the trans-
verse mass, defined as:

g9
myp = Zp% pp (I cos( )): (5.0.49)

With precise detector calibration, the lepton momentumkmmeasured to a few parts in 10,000. How-
ever, the hadrons resulting from initial-state radiatioe typically measured to a precision of 1%, de-
grading the resolution of the inferred neutrino momentur.stippress this degradation, the transverse
hadronic momentum (known as the “recoil”) is required to ésslthan 15 or 20 GeV. Alternatively, the
lepton transverse momenturp;() distribution can be used to measure theboson mass, though this
suffers from uncertainties in the theoretical predictidthe w bosonpr, which has not been modelled
from first-principles QCD. In a final analysis, the two fits da@ combined to utilize the strengths of
each.

5.1 CDF Run 2 Measurement
The Run 2 mass measurement proceeds by sequentially calibratindetieetor response to:
1. Muon momentum
2. Electron energy
3. Hadronic recoil energy
The muon momentum calibration uses low-mass quarkoniaydécalimuons; the electron energy

calibration uses the calibrated tracks fremdecay electrons; and the hadronic recoil energy calibmatio
uses the measured recoilin! 1levents.

Track Momentum Calibration

A charged particle’s momentum is measured through its @kslecurvature in the tracker. Since the
momentum is inversely proportional to curvature, the mommenscale is measured as a function of the
mean inverse momentum o muons and fit to a line (Fig. 5.1.716). Improper modellingha muon
energy loss in the tracker can lead to a non-zero slope ofittés since high-momentum muons lose
a smaller fraction of their energy than low-momentum mucoRse amount of material contributing to
ionization energy loss is tuned to make the slope equal tm 2drCDF, the tuning is a 6% correction to
the known material used IQEANT simulation. To speed up event simulation, a material mapdas
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Fig. 5.1.116: The momentum scale correction as a functionedn inverse muon momentum. The correction is determined

by comparing the measured- mass to that of the PDG.

the tracker material is produced and used in place®4NT. The map contains the material properties
necessary for electron and muon simulation: ionizationrggnéoss constants from the Bethe-Bloch
equation; and radiation lengths.

To improve momentum resolution, muon tracks fremandz decays use the transverse beam
position as a point in the track fit. This constraint is notlaggpto J= decays since they can be separated
from the beam line. Instead, decays are used to verify that the beam constraint producbis on the
momentum calibration. The momentum scale is combined with that of the s to reduce the total
uncertainty on the momentum scale. As a cross-check, the iscapplied to thez ! sample and
the extractedz mass is compared to the LEP measurement of 91.187 GeV.

Aside from the material calibration to model muon energysjothe simulation of multiple
Coulomb scattering is necessary to accurately model tr@utasn of low-momentum muons<( 10
GeV). The multiple scattering is simulated to have a Ganssidth of:

— 136M eV’ Xg=p; (5.1.50)

where xq is the fraction of radiation lengths of the detector. Adutithl resolution arises from hard
scatters in the tail of the distribution; about 2% of the wrathave a Gaussian width4 times larger
than that of Equation 5.1.50.

At high momentum, additional resolution can result fromatignments in the drift chamber used
for track measurement (the central outer tracker, or COTgefailed alignment procedure based on cos-
mic rays sets the positions of the wires in the COT. Final awme corrections, determined using electron
calorimeter energy and separating electrons from positrare applied to all tracks. The resulting sim-
ulation of the resolution is tested using the observed wadtthe 7 ! resonance. The known hit
resolutions and the transverse beam spot size complettdynuiee the resolution of beam-constrained
tracks. Any difference between the observed and simulateddth is removed by tuning the beam spot
size in the simulation.
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Fig. 5.1.117: The ratio of calorimeter energy to track motaanfor electrons fronw ! e decays. The simulated calorimeter
energy is scaled to match the data distribution in the peak.

The uncertainties of the momentum scale calibration cowm fihe statistics and systematics of
theg= and samples (my; = 16MeV), and from possible residual misalignments; = 6 MeV).

Calorimeter Energy Calibration

Given the momentum calibration, electron tracks framdecays are used to calibrate the electromag-
netic calorimeter. The simulated calorimeter energy isestauch that the ratio of energy to track mo-
mentum £ =p) matches that of the data near the peak (Eig. 5.1.117). Bfilsration requires a detailed
simulation of processes affecting the shape and positidheopeak. These processes include: electron
bremsstrahlung and photon conversion in the tracker; rele@nd photon energy loss in the solenoid,
which sits inside of the calorimeter; and electron and ph&ioergy leakage into the hadronic section of
the calorimeter, which is not used in the cluster energy mneasent.

The significant amount of material in the silicon tracker m®\the peak to larger =p values,
since radiated photons enter the calorimeter cluster blutceethe track momentum. The material model
is tested by the shape of tle=p distribution at high values, where harder bremsstrahlways. Figure
shows the difference between simulation and dateafch 0.01 bin of =p, measured in terms
of sigma. The events in the regianl9 < E=p < 1:85 are divided into two bins and used to tune the
amount of material contributing to radiation lengths. Tiising can result in a different correction from
theJ= material tuning, since ionization energy loss and radmligmgths scale differently with nuclear
charge ). Thus, to correctly describe both procesagsiori, one would need to know both the amount
andtype of material in the tracker.

The CDF calorimeter has a non-linear response as a functiparticle energy. A non-linearity
correction is taken from the =p distribution fromw ! e andz ! eedecays, separated in binsof
(Fig.[5.1.119). This correction is applied to each simulaectron and photon entering the calorimeter.

The total uncertainty on the calorimeter energy scale sirfsmm uncertainties on the material
tuning ( my = 9 MeV), on the non-linearity correction (n; = 23 MeV), on the statistics of the =p
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Fig. 5.1.118: The signed difference between data and simulation for each bin infthe distribution used to extract a
calorimeter scale for electrons.
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Fig. 5.1.119: The =pdistribution as a function af - for electrons fronw ! e decays. The simulated calorimeter response
is tuned as a function af ; to produce zero slope for the combined andz sample.
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peak ( my = 20 MeV), and on the tracker momentum scalenf; = 17 MeV). This uncertainty is
reduced to a total of 30 MeV by incorporating theboson mass measurement into the calibration.

Hadronic Recoil Measurement and Simulation

The hadronic recoil energy is measured by vectorially sungnail the energy in the calorimeter, exclud-
ing that contributed by the lepton. Removing the lepton aésnoves underlying event energy parallel
to the lepton. The amount of removed energy is estimatedjwsforimeter towers separated irfrom
the lepton, and a correction is applied to the simulation.

The detector response to the hadronic energy is defin@d -asu,, cas=uwue, Whereuy . is the
recoil momentum of ther boson. The response is measured uging 11 events, since leptons are
measured more precisely than the hadronic energy.

The hadronic energy resolution is modelled as having a coepofrom the underlying event
(independent of recoil) and a component from the recoilingrbns. The model parameters are tuned
using the resolution of ! 11along the axis bisecting the leptons. This axis is the leasteptible to
fluctuations in lepton energy. Figurles 5.1.1120 and 5.1.hdWshe response and resolutionzn!
events after tuning the model parameters.

The underlying event resolution component is parametrizédrms ofP E - in the calorimeter,

%nd incorporated by applying the measured calorimetetutiso as a function of E;. The simulated

Er distribution contains the hard interaction pro%ucing theor z plus additional interactions at a
rate that depends on the instantaneous luminosity. The: distribution of the additional interactions
is taken from an inelastic scattering sample. The hardacten distribution is extracted as a decon-
volution of the inelastic scattering E . distribution. Since generic inelastic scafgters have serbfit
0 2 momentum transfer tham andz events, a tunable scale factor is applied to the - of the hard
interaction. This factor is adjusted to produce the bestagent between simulation and data of the
recoil resolution ofz events.

The uncertainties from the recoil simulation arise from lgggton removal (my; = 5 8 MeV),
response (my; = 9 MeV), and resolution (my; = 7MeV).
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6 Measurement of thew Width
Contributed by: J. Zhu

Width of the w boson is a fundamental parameter in the Standard Model. €pe |
tonic partial width for the leptonl can be expressed in terms of the muon decay constant
the w mass and a small<( 0:5%) radiative correction (s ) to the Born-level expression as

W ! 1l)=GM, =6p§ L+ sm ]]. Dividing the partial width by the leptonic branching
ratioBrW ! 1 )= 3+ 61+ My )= + O §> , gives the SM prediction for the full decay
width ; = 2:090 0008 GeV ], where the uncertainty is dominated by the expenital M
precision. Thus a precise measurement of the W width candxbtogest the SM calculation and probe
the physics beyond SM model since additional particles heybe SM would increase the width.

Thew width can be measured indirectly using the ratio of the ! 1 andz ! 11cross
sections. ; can also be obtained directly from a precise determinatibth@w transverse mass
(M 1) lineshape. Figure 6.0.1P2 shows the Monte Carlo simulsitedspectra for different inputr
widths. TheM ; spectrum has a kinematic upper limit at the valueigf , and events withh ¢ > M y
arise due to the combination of the intrinsic width and the detector resolution. In the region
Mt > 100 GeV, thew width component dominates the detector resolution compon&hus, the
transverse mass tail region is sensitive tp, and the width can be directly extracted from a fit to the
region100 < M r < 200 GeV. Using this technique, both CDF and experiments have published
their results using Run | datES 84], preliminary Rurrdsult fromD  has been reported in
], and the combined result from all Tevatron direct nueasientsis ; = 2:078 0:087 GeV@].

Due to the rapid falling of the Jacobian peak, only a smaditfca of thew events is used in the
fitting, and so all previous measurements are limited by tlalable statistics. At the LHC, after all
selection cuts about 60 milliom s are expected in one year of data taking at low luminosityffl 1)
[IE], the fraction of events in the fitting region (100 - 20@\3 is roughly 1% , therefore 0.6 million
W ’s can be used to extract, . If we scale the statistical uncertainty wite N, , the final statistical
uncertainty on the width measurement should be smaller shkteV. ,; measurements from LHC
experiments will all be limited by the systematic uncertgain

Thew width analysis shares most of the issuesvofproduction and decay modelling and the
detector response simulation with tlie mass analysis, the sources of the systematic uncertaiaty ar
therefore similar. Every input parameter in the MC simulatcould alter the transverse mass lineshape
and cause systematic uncertainty gn measurement, these parameters are in most cases detebyined
thez ! 11data. Although the uncertainties on these smearing paeasate considered as systematic
uncertainties for the width measurement, they are realitissical uncertainties which depend on the
number ofz events. At LHC, a large collectedl ! 11sample (6 million z events per channel per
experiment) will definitely help to redue the overall syst&dim uncertainty. The systematic uncertainty
also depends on the fitting region, fitting only the high-eagion will have a smaller systematic error
since the uncertainties from detector resolution and SMkdpacinds will be smaller. With enough
candidates in the tail region at the LHC, using a smallenfittiegion like110 < M ¢ < 200 GeV or
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120 < M ¢ < 200 GeV will reduce the final systematic uncertainty.

The modelling of thew recoil provided the largest uncertaintiy in all previousdéi measure-
ments from Tevatron. The recoil system is mainly composedgaff hadrons from the underlying
event and the contribution from the pile-u. ! 11data is used to measure the detector response
and resolution to the underlying event. For the pile-up dbuation, fortunately, the mean number of
interactions per bunch crossing is about 2 at the low luntiposhich is actually lower than the mean
number of interactions per crossing at the Tevatron Runhls Telatively quiet environment, together
with the large-sizez samples, will reduce the dominant source of systematicrtaingy. Extrapolating
to the LHC data sample, an error of smaller than 15 MeV percblshould be achieved.

At the Tevatron Run I, the absolute lepton scale is known wifitecision of about:1% and the
uncertainty on ; is around 20 MeV. If the lepton scale is knownd®2% at LHC in order to measure
M i with a precision of better than 20 MeV, the uncertainty duéefmion scale on ;; should be less
than 5 MeV.

The leptons from the fitting region tend to have higher transe momenta than leptons near the
Jacobian edge, thus the lepton scale non-linearity playgrafisant role in the width measurement.
The ability to place bounds on the non-linearity using delti data is a limiting source of mass
measurement in Run I1; this is also true for the Run Il widthaswwement. I Run Ib measurement,
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the test beam results were used and the effect on the widthureeaent was found to be negligible. At
the LHC, with the help of test beam results, this uncertaghtyuld be on the order of 5 MeV.

At the Tevatron, the main sources of backgrounds come fronD @@cessesw !
decays andz ! 11 decays where one lepton is mismeasured, no new physicssgexavill con-
tribute to the tail region of1 ; spectrum. At the LHC, this may not be the case, non-SM presess
may have large contributions to the fitting region. It is vdifficult to estimate this uncertainty right now.

For almost all Tevatron measurements, the lepton and reesdlutions are parameterized as
gaussian functions, the effect on the non-gaussian patieotietector resolutions was not carefully
estimated. Atthe LHC, with the extensive studies of thelbestm results and large collectedsamples,
the effect on ; should be less than 5 MeV.

The theoretical uncertainties on the width measurementtlynosme frompr (W ) spectrum
(due to QCD corrections), PDF and radiative correctionsrréily, the estimated uncertainty o
associated with modelling the bosonp: spectrum is of the order of 30 MeV at the Tevatron.288],
the authors show that larger QCD corrections are expectéiedtHC, and hence the uncertainty will
also be larger. On the other hand, as mentioned beforei th®sonp: spectrum can be constrained by
z | 1ldata. With 0.6 millionz events, the uncertainty due to QCD corrections should bated to
10 MeV level. Since the bosas form is constrained fronz events, it is imperative that all effects that
are different forz andw are included in the generator prescription. The uncer&srfrom PDF and
radiative corrections seem under control for all Tevatrazasurements ( 10 MeV for each), but will
need improvements to avoid becoming dominant at the LHCrexpets.

Thew mass will be measured with a precision of about 30 MeV fromUE® and Tevatron
measurements before this measuren@ [288], the undgridiv ; on ; should be less than 5 MeV.
In this high-precision measurement, assumingisi - ; relation may not be enough.

With an integrated luminosity of 10 fid, which should be collected in the first year of LHC’s low
luminosity run and by considering only one lepton decay cleéra total uncertainty of smaller than 30
MeV should be achieved by each LHC experiment.

7 Summary

This report includes detailed descriptions of experimemt@thods used to measure the boson mass,
search for single top production, and precision electréwaaasurements at hadron colliders. In addi-
tion, it includes numerous new theoretical developmentiérareas of single top production and preci-
sion electroweak measurements. The main conclusions ameatized below. Details of the studies are
found in the respective sections of the report and refeenited.

Impressive advances have been made to control the systenmatertainties arising from jet en-
ergy calibration in the measurement of the top quark masswank is in progress to control the sys-
tematic uncertainties arising from b-jets. Tevatron eigrere has shown that the measurement can be
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significantly improved by combining the results from the texperiments, DO and CDF. It is therefore
important to agree on how to classify and apply the uncditarto allow for a more straightforward
combination. A quantitative study of the effects of Colataenections and other final state interactions
is needed to reduce the uncertainties arising from MontéoCgneration.

Tevatron experiments are using elaborated multi-variagdyais techniques to extract the single
top quark signal from the overwhelming + jets backgrounds. Recently, DO announced that it observes
evidence for single top production when it analyzes aboigewhe amount of data compared to the one
used in the analyses described in this report. We expecthii@dingle top samples to have much larger
event statistics, especially in thechannel, which should allow the signal to be extracted gusircut-
based analysis. The advanced analysis techniques degtiedbiee Tevatron for the single top searches
will be particularly useful for Higgs and beyond the Stambtodel searches at the LHC.

Thew mass measurements rely on a detailed calibration of thetdettat will be more difficult
to achieve at the LHC compared to the Tevatron. RecentlyCIDE collaboration completed the most
precise single measurement of themass available to-date, to a stunning precision of 0.06%ewWmng
analysis techniques described in this report. Togetherptecise measurements of the boson mass
and the top quark mass are constraining the mass of the Haggmb
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