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ABSTRACT. The ATLAS SemiConductor Tracker (SCT) is one of the largadsting semiconduc-
tor detectors. It is situated between the Pixel detectorth@dransition Radiation Tracker at one
of the four interaction points of the Large Hadron CollideHC). During 2006-2007 the detector
was lowered into the ATLAS cavern and installed in its finagigion.

For the assembly, integration and commissioning phase,nglete Detector Control System
(DCS) was developed to ensure the safe operation of theeirackhis included control of the
individual powering of the silicon modules, a bi-phase ompkystem and various types of sensors
monitoring the SCT environment and the surrounding tedbeoce. The DCS software architec-
ture, performance and operational experience will be ptegein the view of a validation of the
DCS for the final SCT installation and operation phase.

KEYWORDS. Solid state detectors; Large detector systems for pardict astroparticle physics;
Detector control systems (detector and experiment mangand slow-control systems,
architecture, hardware, algorithms, databases).
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1. Introduction

The ATLAS detector is a multi-purpose detector currentlynbeconstructed at one of the four
interaction points along the 27 km circumference of the LiéCeterator. The detector will study
p-p collisions with 14 TeV centre-of-mass energy at a desigrinosity of 1034 cm2s~ and with

a 25 ns bunch crossing separation time. Three layers ofarackalorimeters and muon chambers
are centered around the interaction point. The centrakdérathe Inner Detector (ID), is situated
inside a 2 T central superconducting solenoid magnet (seeefi. It consists of the Pixel detector
(Pixel) closest to the beam, surrounded by the SemiConduichoker (SCT) detector and the outer
Transition Radiation Tracker (TRT). During the envisag@dy&ars of operation the total particle
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Figure 1. The ATLAS Inner Detector. The SCT can be seen in the middlsisting of 4 cylindrical barrels
and 18 disks, 9 at each end. The thermal enclosures pro&ge8GHh and Pixel environmental conditions.

fluence is expected to be approximately 2 x*4@m~2 1-MeV neutron equivalent at the innermost
layer of the SCTI[IL], resulting in a continuous degradatibthe detectors.

The SCT will provide at least four space points per track ailidhave a pseudorapidity cov-
erage up tg) = 2.5. To achieve this, the detector consists of one centrathavhere 2112 barrel
modules have been mounted to cover the full outer surfacésuotylinders, and one end-cap in
each forward region, where the 1976 end-cap modules haverbeented on 18 disks.

The barrel detector modulef [2] are all identical and mad#oof single-sided p-on-n mi-
crostrip sensors with 80m pitch bonded together and glued back-to-back at 40 mragicstangle
to provide two-dimensional track reconstruction. Eacledids 768 strips of 12 cm total active
length which are read out by 12 ABCD3T} [3] radiation hard &S] mounted on a copper/kapton
hybrid located at the module centre. The end-cap mod[]ldsaj/ four different radial geometries
depending on their position relative to the collision cerand their read-out hybrid is mounted
at the sensor edge. A binary read-out architecture has e, being the most cost-effective
implementation meeting the performance requirements.

Parallel to the detector construction a detector contrstesy (DCS) has been developed. The
DCS must ensure the safe and reliable operation and coiftiteé &CT. The large number of read-
out channels, and the required relatively rapid respomse &f the system are two of the main
challenges faced by the SCT DCS system. Preliminary DCStsesave been presented {1 [5—
. Currently, the SCT DCS is in its final development stad&rabeing extensively tested and
validated during detector assembly, integration and casimiing. A summary of these results,
focusing on the validation of the safe operation and comfthe SCT, is presented in this paper.
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Figure 2. Overview of the global ATLAS DCS structure. Both the SCT ahe ID DCS are managed by
separate Subdetector Control stations (SCS) which eadnot®several independent PVSS projects (see
text).

2. SCT DCS overview

The main goal of the SCT DCS is to control and monitor the supppowering, cooling and other
necessary control signals as well as to protect the detéctor any failure or error conditions.

If any situation occurs where the detector is in danger, t@SBystem should provide a rapid
response, either by software actions (if possible) or byhlare interlocks. The SCT DCS also
needs to provide a safe communication between the subsystédth the ATLAS DCS as well as
with the SCT data acquisition system (DAQ). Both transgidmetween operation states and errors
need to be propagated to the ATLAS DCS and to the SCT DAQ in ambigous way.

Several power lines are needed to operate a single SCT matieldias voltage for sensor
operation and several low voltages for the read-out eleisand the conversion of optical signals
into electrical signals. These voltages are all contrdiigdhe DCS system. The DCS system also
provides slow commands for basic configuration of the SC&alet modules.

Due to the large heat dissipation and to the increasing dardag to the radiation during the
SCT operational lifetime, the modules need to be cooled arfxktin a dry nitrogen atmosphere.
The cooling is provided by a bi-phasefg cooling system([]8] running at -25C which cools the
detector modules to the operating temperature 6fG.7The SCT detectors are surrounded by a
thermal enclosure, which permits cold operation.

The radiation damage of the SCT sensors results in incresesegbr leakage current, type
inversion, increasing depletion voltage and signal degffad due to charge trapping. Itis expected
that for the worst affected detector modules the bias veltaggeds to be raised from the nominal
value of 150 V up to a maximal value of 480 V. The initial powensumption of the front-end
ASICs is expected after irradiation to increase from 5.5 Whimal to 7.5 W maximum([]2]. The
SCT DCS monitors the sensor leakage and electronics csrrent

The ATLAS DCS is based on a custom solution developed for th€ experiments. The sub-
detector hardware is read out by a standard Controller Asgardtk (CAN) fieldbus and a custom
developed Object Linking and Embedding for Process Co@8IC) CANopen servef][9]. A cus-

1CAN in Automation (CiA), http://www.can-cia.de
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Figure 3. The SCT DCS configuration (subset) used during surface. td8ie Power Supply, Cooling,
Environmental and Test Enclosure projects are shown, dsawéheir connection to the hardware.

tom Embedded Local Monitor Board (ELMB) [10] has been depeth to provide an interface
between the subdetector equipment and the read-out systeme whis is needed. A Supervi-
sory Control and Data Acquisition system][11], PVS$ giontrols the data communication, alarm
handling and data display. The core of the software is peavidy the subdetectors individually,
whereas the CERN Joint Controls Project (JCQP) [12] hasldiese several software tools to pro-
vide interfaces to the most common hardware. JCOP alsodas\the top layer solution for the
overall control of ATLAS based on a Finite State Machine (B$M] written in SMI++ which
interacts with the subdetector DCS via state transitiomsegiror messages.

The main aim of the common ATLAS DCS is to make it as homogesesupossible, with
rapid communication, without compromising the functidgtyabf the subdetector DCS. The overall
architecture of the ATLAS DCS, including the SCT DCS and theDICS, for the part which is
relevant to the SCT detector, is shown in figﬂre 2.

3. Hardware and software architecture

The core of the SCT DCS is divided into two subsystems, eantrating and monitoring a part
of the detector system: the Power Supply system controljetidMonitor Power Supply (MoPS)
software project and the environmental monitoring coigmbby theEnvironmental DCS (Envr)
software project, as described below. In addition, seve@E systems common to the ID sub-
systems have been developed by the SCT group and are estetit@operation of this detector,

2http://www.pvss.com
3State Management Interface, http://smi.web.cern.cli/smi



Table 1. The 14 PS parameters per detector module, their typical axdmum values, hardware trips and

limits, programmable firmware trips and the Crate Contrdtips.

Param. Typical Max. Trip/Limit FW trip CCtrip
Vpias 150 V 480 V 480 V setvolts 10V
Ve 35+02V 51V 51V - -
Vad 4.0+ 0.2V 51V 51V - -
Veps 5.1 \? 10V 10.2V - -
Vddps 5.0 V2 10V 10.2V - -
Vves 4.0V 6.6V 9.6\ - -
Vpin 6.0V 10V 13.0\ - -

I pias 0.3uA 5mA 5mA 5 LA 3 uA
lec 900 mA 1300 mA 1500 mA - -
lad 580 mA 1300 mA 1500 mA - -
lves 2 mA 10 mA 10 mA - -
Ipin 0.2 mA 2 mA 2 mA - -
Tlmodule 0°C -29°C - 56°C - >38°C -
T2module 0°C -29°C - 56°C - >38°C -

notably the Cooling System and the Test Enclosure (monijoain early prototype of the Thermal
Enclosure). Figurf] 3 shows a subset of the hardware caedrblf the four SCT and ID DCS sys-
tems. All systems were linked together during the integraphase as distributed PVSS projects
to allow DCS to DCS communication.

3.1 Power supply DCS

The largest part of the SCT DCS system is the Power Supply $#8¢m [I4]. Each detector
module is powered and controlled by two independent flogtimger supplies. The high voltage
supplies provide the 150 - 480 V nominal bias voltage necgssadeplete the sensor. The low
voltage power supplies provide digital and analogue velag the read-out ABCD3TA ASIC][3]
and the ASICs[[15] used for optical links. The PS system atewiges the bias voltage for the p-
i-n diodes and the control voltage which sets the Verticaity Surface-Emitting Laser (VCSEL)
currents [15]. In addition to the power, each module is mfediwith two signal lines to reset the
module and select which of the two clock inputs to be used, $ense wires that remotely probe
the Vyq and Vi voltages. Finally, two current sources on each Low Voltdd8 power channel
supplying the Negative Thermal Coefficient (NTC) (R25 = ID & 5%) thermistors mounted on
the SCT detector module, two for the barrel modules (one ch s&le) and one for the end-cap
modules, which allow the hybrid temperatures to be readeiGéparameters to set limits on the
currents and to tune and control the PS cards are prograramabl

1Applied only for PS channels in OFF state.

2Typical voltage drop in return lines arecdeTt = 0.8V, VygreT = 0.5V .
S\oltage drop on digital return line is included gykeT max = 3V).
4Current limits and do not result in a trip.



To ensure safe operation of each detector module, sevéety} saechanisms are implemented
in the PS system. Each High Voltage (HV) channel has an ates(fardware) over-current and
over-voltage protection that automatically trips the &gk if any of these parameters exceed the
limits. The HV current trip limit is programmable and is uByaset to a value lower than the
hardware protection. The HV firmware constantly monitoes\tbitage on the channel output and
switches off the channel if the voltage exceeds the lastaaey

Each LV channel contains a hardware protection for the gnata digital voltages and cur-
rents at the output of the LV module. If any of the trip coratis occurs and lasts for a time longer
than a predefined trip reaction time, the hardware logiaiinggs the micro-controller to trip the
LV power module. The over-voltage trip reaction time is fitedLO us while the over-current trip
reaction time is a programmable parameter which can be feinvé range of 2 ms up to 510 ms
in steps of 2 ms. The default value is 2 ms. The VCSEL contrithge, the PIN-bias and the cor-
responding currents are limited by the hardware to the gajiven in tabl¢]1. The LV channel also
checks for a limit on the detector module hybrid temperatung makes a trip if the temperature is
too high. The maximum allowed temperature of the hybrid is’83 This upper limit is hard-coded
in the LV channel firmware, but at the same time it is a progravimparameter that can be setto a
lower value. The temperature trip is issued only by the firnewthe hardwired protection against
over heating the module is provided by the interlock systestdbed in sectioh 3.4. An overview
of all read-out and set parameters associated with one mdslfdund in tablg]1.

The PS system has a modular structure. Each PS crate cohfainvscards with four output
channels each and six HV cards with eight output channels. e@he crates are equipped with
a Crate Controller (CC) board built around the ELMB card. T@ is an interface between the
PS boards and the higher levels of the control system. Itlbamdultiplexed commands from the
supervisory DCS application, translates those into sexpgenf single commands and propagates
them to the PS boards using a custom communication protdbd.protocol uses an 8-bit parallel
address/data bus and several control signal lines, phiysiceated on the backplane of the crate.
The communication with the DCS computer is made using a CANraiwork, according to the
CANopen [1§] communication protocol. The CC provides safeechanisms for bias current and
module temperature complementary to the hardware and firentips. There is a programmable
temperature trip, which turns off both LV and HV channels] ansoftware HV over-current trip.
Both are set to lower action levels than the trips implenmeitechannel firmware and are intended
to gently ramp down a channel.

The PS crate is also connected to the hardware interlockraygia a SCT Interlock Card
(SIC), which distributes interlock signals through thek@ane to the LV and HV cards.

The MoPS project provides a graphical user interface foritnong the online parameters and
for sending commands to the hardware. An effort has beempumaking a project architecture
with navigation possibilities that permit access groupecbeading to both the hardware structure
(e.g. crate, channel) and the detector structure (e.gelbadisks, cooling circuits).

As part of the overall ATLAS strategy, the DAQ controls theemgtion of the detectors. This
is natural for the SCT since many parameters in the MoPSgiraje important for the data qual-
ity. This is implemented via a Distributed Information Maeaent (DIM) system[[]7] which
is enabled using the PVSS-DIM toolkit. It provides the DA@® Communication (DDC)[]8]
enabling the DAQ to monitor PVSS parameters and to send comsnt® the MoPS DCS. It is



therefore possible to control and monitor the PS hardwdheredirectly using the DCS or via the
DAQ interface.

Operating the PS system is a non trivial task due to the langeber of PS channels and the
corresponding monitoring and control parameters. In tata PS crate needs to handle approxi-
mately 2500 different variables. Of those, around 1000 arelp read-out values for the modules
that are updated every 15 seconds to ensure fast detectimy afarm state in the system. The rest
of the parameters are mainly used to configure and contré&eards in the three possible states:
OFF, STANDBY and ON (see sectign }4.1).

Due to the size and complexity of the system it is challendmépave a high read-out fre-
guency, required for detector safety, and at the same tirkedp the mean CAN bus occupancy
below 65% [1P]. Sending the configuration parameters (14 @GRes for one PS channel) sig-
nificantly increases the bus occupancy and slows down tleehdatdling in the OPC server and
the MoPS project (sectidn 4.2). Hence, to comply with theesysread-out and setup time as re-
guested by ATLAS DCS, and at the same time to respect the CANbboupancy bounds, three
sets of configuration parameters with associated alarntslifoi each PS channel are stored in the
non-volatile EEPROM memory on the CC board. The EEPROM mgralso stores the mapping
between PS channels and DAQ groups. Using the stored mappeégustom command format al-
lows for the configuration and passing of commands to indaidAQ groups. Each group action
requires only one frame sent over the CAN bus, significamttiucing the CAN bus occupancy.

The configurations are written to the EEPROM by the MoPS ptpfgpically before running
the detector, using the standard CANopen SDO data transfidnandshaking mechanism between
the MoPS and the CC. The EEPROM can be overwritten every tiewe detector settings are
defined, and has an endurance of at least 100 000 write/grelss.c

The PS system needed for the complete SCT detector compBdeS crates connected to 16
CAN bus branches (8 to each of the two underground countiomsd. A pair of CAN buses is
read out by one computer. This granularity ensures a settisfaperformance and a reasonable
number of computers on the network. During integration ef$ICT detector and tests with cosmic
rays, up to 12 crates were read out by one computer. Thisspmnels in total to approximately
27500 parameters, 1/8 of the final system.

3.2 Environmental DCS

Environmental monitoring is required to supervise the mgrconditions for the SCT. Four types
of quantities monitor the detector: the temperature of eirban fiber structure (mechanical tem-
peratures), the temperature of the air inside the detectioime, the temperature of the cooling
pipes (sensors located at the exhaust of the pipe) also asdluefinterlock (sectioph 3.4), and the
relative humidity. The number of sensors of each type is shiowable[P.

The environmental conditions were monitored by two differgystems during reception and
combined tests. The Envr handled the temperature and hyre&fisors located inside the detector
volume while theTest Enclosure project took care of extra sensors placed inside a tempthmary
mal enclosure (the test box) that provided thermal isalatiom outside. The test enclosure was
used initially since the final thermal enclosure was notydadassembly. After installation of the
thermal enclosure, the sensors from the test enclosuregbnwere used to read out the dew point
at the exhaust air line of the detector.



Table 2. The number of environmental sensors and their physicaildision. Numbers in parentheses are
for end-cap (EC) C. The total number for the SCT takes intoawctthat there are two end-caps.

Part Cooling Cooling Mechanical Air Humidity
(Interlock)  (Monitoring)

Barrel 3 36 0 9 32 3
Barrel 4 44 0 9 32 4
Barrel 5 52 0 11 32 4
Barrel 6 60 0 14 32 4
External 0 0 0 8 0
Total Barrel 192 0 43 136 15
Disk 1 16 4 4 9 1
Disk 2 24 6 4 9 1
Disk 3 24 6 4(2) 9 1
Disk 4 24 6 4 9 1
Disk 5 24 0 4 9 1
Disk 6 24 6 4 3 1
Disk 7 16 0 4 3 1
Disk 8 16 0 4 3 1
Disk 9 8 2(0) 4 6(7) 0
Cylinder 0 29(27) 0 0 10
Total EC A 176 59 36 60 18
Total SCT 544 114 113 257 51

The Envr project displays the monitored values for the iifié sensors and calculates alarms
and warnings that are propagated to the MoPS project if theesaare outside a safe range (sec-
tion[4.4). The separate test enclosure project has the sarotidnalities for the sensors inside the
test enclosure, as well as calculating the dew point usiegaimperature and humidity readings.

3.3 ID Cooling DCS

The ID cooling systen(]8] cools the SCT and Pixel detectothegequired operational temperature
for irradiated detectors of 7 °C.

The total final system must remove up to 85 kW of heat from tmedrDetector and have a
stability better thant-2 °C in order to avoid thermal shocks and cycles. To achievétiridetectors
will be cooled using an evaporative fluorocarbon coolingeyswith C3F g running in thin wall
CuN:i (SCT) [2] or Al (Pixel) [28] cooling tubes through thetdetors with good thermal contact to
each module. For initial testing, warm runs-p15 °C have been made. For warm runs, the hybrid
temperature on the SCT modules is°Z7. By comparison, the hybrid will be kept at’C during
cold runs.

The cooling process is controlled by an independent Progpanie Logic Controller (PLC)
which is read out by a PVSS project via ethernet and a Schm&&¢€ server. The monitored
parameters from different parts of the cooling plant atedisn tableB.



Table 3. The number of monitored parameters from different parthiefdooling plant. Four distribution
racks were used during the tests presented here (N=4).dlyazilues are taken during stable warm running.
R/W stands for Read/Write.

Plant Parameters Type Qty Typical
Global PLC status R 1 -
Condensation Buffer Tank Temp. RW 1 a
Condensation Buffer Tank Pressure R/W 1 14 bar

Liquid in storage Tank Weight R 1 >250kg
Mixed and Chilled Water Temp. R 1 ~15°C
Input Liquid Mass Flow R 1 8-9 g/s
Output Liguid Mass Flow R 1 8-9 g/s
Distribution Rack Temperature R/W  Nx1 20
Distribution Rack Pressure R/W Nx1 11-13 bar

3.4 Interlock system

The main purpose of the interlock system is to protect theosildetector modules from overheat-
ing if the cooling is stopped or fails. To achieve a reliabhel @redictable system, the interlock
is built using the two temperature sensors located at theoéacdhalf cooling loop for 24 silicon
detector modules in the barrel or for either 10 or 13 modutethé end-caps depending on the
radial position of the modules. If one of the temperaturessenfails the interlock can still operate
safely.

The system is fully implemented in hardware without micom@ssors or the need for soft-
ware. The main components of the interlock system are theXIEQ)] which converts the analogue
signal from the temperature sensor to a binary signal, thetrid[P2] that associates PS channels
to cooling loops and the SIC that interfaces the interlocktean to the PS system. One channel
from the interlock system, using two temperature sensarsstoff 24 barrel modules (for the
end-caps, this number can be 12 or 16 depending on the moduydping). The interlock logic in
the IMatrix is written in VHDL and programmed into LC5768V@@plex Programmable Logic
Device (CPLD)? If the interlock is triggered by high temperature on the saplloop then the
associated PS channels are switched off in approximatedzdnsl.

The system also offers protection against laser light cgrfriom the optical read-out system.
This is ensured by interlocking the VCSEL power the on-deteopto package for optical read-
out, whenever the back door to the DAQ rack is open. Anoth@omant function of the interlock
system is to integrate general safety measures from the SlDétector Safety System (DS§)|[20].
During macro-assembly, the cooling interlock and a gensmédty interlock (panic button) were
implemented.

4Lattice Semiconductor Corporation, http://www.lattiegs.com



4. DCS control

4.1 Power supply state transitions

The safe operation of the SCT detector requires severahiettiate states when the detector power
is ramped up or down. The intermediate states together htlptogrammable over-current trip
reaction time prevent channels (modules) from tripping ttua too high ramping current. It is
also needed when the LHC refills and it is desirable to turnbibe voltage down (but not off)
to prevent detector damage in case of beam losses.The dbfoiiias voltage is a compromise
between limiting the bias-dependent radiation dampde 428]keeping the interstrip capacitance
stabilised [2].

Each module of the SCT detector has three different pre-etkfiperational states for each HV
and LV. They are OFF, STANDBY and ON and each state is defineanbyperational value for
each parameter and the associated alarm thresholds. Atugtdre module is in a MASKED OFF
state where the module is is unpowered and will not respondrtonands from the CC. Typical ON
operational values are given in table 1 and STANDBderived from these settings with reduced
high and low voltage levels (Vbias = 50 V, Vdd = 3.0 V and Vcc § ¥). The operational values
and firmware programmable alarm limits are uploaded to thefXBEM (sectiorj 4]2) for rapid state
transitions, but it is possible to adjust each parameteruainto tune module performance or to
understand problems.

When the detector is being prepared for a run it is first cotdeaitemperature well below the
operational temperature when powered, under close sgpanvirom the environmental project.
Once a stable condition is obtained, the detector is readyd@ering and for DAQ operation. The
DAQ and DCS systems are dependent on each other as can be saigle.

An important principle during running is that the status ajriing modules should not be
modified. Thus an implementation is in place to be able toyapgguested state transitions only on
channels in a given state. This allows for the easy recovagyonips of modules without interfering
with working modules.

When a temperature interlock is released both the HV and lanieéls of the corresponding
modules return to their OFF state and user action is needemdlén to bring the modules back into
an operational state. For a VCSEL interlock the module nstio the same state as before the
interlock.

4.2 DCS configurations

The configuration of the DCS system consists of the set vdbresach run state with the corre-
sponding alert configuration as well as the mapping of tharpaters to the hardware location and
the detector position.

The operational values have four alert levels giving upmel lawer thresholds for warnings
and alarms of each of the run states: warning low, warning,fagarm low and alarm high. Each
parameter (tabldg 1 aff 2) has its own set of alert threshetaghe Envr project, these thresholds
are input by the user in the software for each type of sensor.the PS project, the operational
values are sent to the CC for fast state transitions, whilerthjority of alert thresholds are handled

5 Definition of this state may change slightly for the final syst

—10 -



Table 4. The DCS states in relation to the DAQ states. When the detantioes at the last DAQ state it is
ready for data collection.

Step DCS states DAQ states
\V4 Project started INITIAL
Modules masked off
0 MASKED OFF Start software
\V4 ! BOOTED
\V4 l Configure SW
\V4 Mask on CONFIGURED
1 OFF 1
\V4 Ramp up power to !
recover tripped channels
2 STANDBY !
Ramp up power 1
recover tripped channels
3 ON Configuration and
probing of modules
\VA l RUNNING

by the MoPS project. An extra level of safety has been implgatkin the CC for some of the
more critical ‘alarm high” alert levels (the hybrid temperature, the bias voltagetaedHV current
limits) so these levels are also stored in the CC for each raddactior{ 4J4). For this reason, one
never expects to observe argldrm high” condition on the module temperature or HV.

The operational values and alerts for the PS DCS are storad fDracle database, using a
schema created with the JCOP framework functignk [12]. Trarpeters are grouped per crate
and per state and form a configuration unit mcfpe’ that is are stored with an associated tag and
a version number. This method allows different configuretito be stored for different conditions
(e.g. for stable beam, cosmics). Online changes to the eoafign parameters can be made via
the DCS interface and uploaded to the Oracle database.

To load a new configuration into the SCT DCS, three basic siepseeded: first the config-
uration is loaded from the Oracle database to the memoryegbtbjects, then the relevant values
are sent to the CC which stores these new values in the EEPRQOdMIick comparison test is
performed on the loaded parameters, to avoid reconfigufimg ¢hange has been made.

The most extensive testing of the configuration storagersehgas made during the end-cap
tests where the configurations for all crates where writtetihé Oracle database from ascii files.
Although only one configuration scheme per crate per stageusad the overall functionality of
the loading and storage method was demonstrated.

Geographical mapping of the hardware is done by adding PAli&Ses to thedatapoints. In
the MoPS project, the datapoint contains the crate-chanfaination and the alias associates a
specific channel to a module position on the detector.
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Table 5. Parameters and their corresponding archive deadband edsfarsthe last part of the end-cap
testing.

Param. Deadband| Param. Deadband
Vbias 0.8V VddRET 70 mV
Ve 30 mvV lves 50 mA
VCCPS 70 mV IpiN 20 [,lA
Vdd 30 mvV T1hodue 0.2C
Vddps 70 mV T2module 0.z2C
Vves 70 mV Tmech 0.z2C
VpeIN 70 mV Tair 0.z2C
Ihias 40 nA T ool 0.z2C
lce 15 mA T ool 0.2C
V ccRET 70 mV T dewpoint 0.2C
ldd 15 mA Humidity 0.2%

4.3 Conditions archiving

The DCS conditions data are stored in an Oracle databasg tl#nPVSS Oracle Relational
DataBase manager. The parameters for archiving can bedatsligl or individually for a single
channel using panels within the projects.

A reduction of the data volume is necessary, to avoid filling tlisk space with values due
to noise fluctuations. Consequently, “deadbands” are fpédor all relevant datapoints and val-
ues are written to the database only when new values are redasutside the deadband. The
deadbands are all specified in absolute values and can be ifotable[b.

The data from all archived datapoints are copied from Ottadlee COOL conditions database,
available to the ATLAS offline data analysis framework (Athg [24]. This is done using the
CondDB program[[35] running on a separate computer. The DiE&fdr a specific module (cur-
rents, voltages, etc) are associated with its unique ofitiastifier in the database. A reduction of
data going from Oracle to COOL is not needed, but time stamgsoainded to the nearest second.
This is about the time resolution which is available from IS, although a better synchroniza-
tion of the distributed systems, and a precise measuremaliitioe delays which are involved may
allow for a better precision if required.

Although for the initial barrel tests the DCS data were slarethe internal PVSS database
and then copied to COOL, by the time of the combined tests (5T RT together) all data was
copied online to the COOL database successfully.

4.4 Systems safety actions

The different DCS systems presented above have the commpogauof protecting the detector
in case of an incident. To serve this purpose, the projectemae of their own alert thresholds
(section[4]2) but also communicate this information acpsefects.

Using the alert thresholds defined in the configurationsDX8& projects compare the online
values of the different parameters and associate an aladitimn (OK, Warning, Alarm) to each of
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Table 6. The DCS alerts and their associated safety action.

Case DCS Action
Trodule > Talarm Switch off LV and HV
Ipias > lalarm Switch off HV
Off state:Vyias > 10 V Switch off HV
Off state: LV output on Switch off LV
CCto HV/LV Send emergency
communication lost message to MoPS
CC to MoPS Reset Communication
communication lost
Teool < Tdewpoint +10°C Pop up messages
Teoo < Tdewpoint +5°C Switch off LV/HV
Teool > 22°C Switch off LV/HV
Tar > 30°C Switch off LV/HV
Trrech > 30°C Switch off LV/HV
Cooling plant failure Switch off LV/HV
Communication loss | Pop up messages, operator|to
between projects reestablish communication
Interlock to ensure safety.

them. The alert is then either acted upon inside the projettansmitted to another project to take
action. In particular, when an alert is triggered in eithex eénvironmental, the cooling or the test
enclosure DCS, the alert information is passed on to the MaBfect. Depending on the cause
and severity of the alert, action will be taken by either tiSerardware, as explained in sectfor] 3.1,
or by the MoPS project. There are three different levels tbadn the PS system. The first to act
is the MoPS project. If the DCS fails to act the CC may inteeven some critical parameters else
the PS hardware may trip. In addition, the interlock willntdhe module power off if the cooling
pipes are overheating and the DSS in some cases may cut tkee {mothie racks if the situation in
the SCT or in ATLAS has become dangerous.

For the Envr project, an alarm high value on any temperatomechanical, air or cooling)
initiates the MoPS project to perform a controlled emergestautdown of all powered modules.
The cooling pipe temperatures are compared to the dew paivided by the test enclosure project,
resulting in the same action as for the temperatures theeselhe same mechanism also prevents
the module power from being ramped on if such an event ocaurtheé cooling project, a global
software interlock prevents the MoPS from turning on the otesl if no cooling is present. All
projects are connected to each other (sediion 3) and thss al@ommunication causes a software
interlock in the MoPS project similar to the cooling softeamterlock.

Table[$ describes the alerts and the automatic safety actibhe alerts have their assigned
priority within the projects, the highest priority correspls to the most dangerous conditions for
the detector. For some parameters in the MoPS project, ther@@es an extra protection, checks
them against the safety limits and performs an automaticepommp down if necessary. Typical
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Table 7. The different test periods of the SCT during macro-assemidyintegration.

Time Test Location
2004 Single barrel test Oxford
2005 EC C assembly test | Liverpool
2005 EC A assembly test | NIKHEF
2005 Barrel reception tests| CERN

U7

Spring 2006 | ID barrel combined tests CERN
Summer 2006 EC reception tests CERN
Fall 2006 ID EC C combined tests CERN

high alerts occur at over-temperature of the hybrid or wierbias current exceeds the safe oper-
ation limit. All other alarm states are currently used pyrfer information and the user must take
an action if considered necessatry.

5. Results and performance

As shown in the previous sections the SCT DCS was extendieslgd during the macro-assembly
and integration of the SCT (tabf¢ 7). Not only has it beenmgseas a tool to examine the de-
tector modules but also important for the operation and safeing of the detector as a whole. A
considerable scale-up of the system has been made in campavith previous test systems. A
large amount of data has been recorded to verify the perfuzenaf the SCT detector as well as
to validate the SCT DCS before starting the detector opmrathderground. This section presents
the results of the SCT DCS software validation, performaragscale up.

A first part of the validation is to show that the DCS can harbéeoperation and control of
the detector over time, for a large number of parameterénglgtable running. A selection of the
collected data is presented, for the qualification of theesys for the monitoring and control of
temperature and humidity, and for the powering of the detedResults for a single module are
shown for clarity in the case all modules show the same behavi

5.1 Temperature

The thermal stability of the detector is essential for it operation. For this reason, the super-
vision and evaluation of all the temperature parametergssential. Figure[] 4 shows the typical
temperature development of a full cooling cycle (runningrwavith C 3F g) as measured by the en-
vironmental cooling pipe temperatures (Envr project) miyithe reception tests at CERN following
the arrival of the innermost barrel.

At cooling start-up (warm running) the temperatures draprfroom temperature t89°C
before stabilising at-12 °C. The temperatures rise tal4 °C when the module power is turned on
and the hybrids start heating. At shutdown the inverse bebiris seen. At around 17h00 a dip
for all sensors is registered corresponding to a changedk-peessure settings of the evaporative
cooling system on all 16 pipes connected to this barrel. Mtidual sensors show an acceptable
level of stability throughout the run. The spread of the terapures remains low(2.5°C).
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Figure 4. Evaporative cooling cycle as measured by the environmeatding pipe temperature sensors on

the innermost barrel during reception test at CERN. Each@gishown by a different color) monitors the
cooling temperature of 24 modules.
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Figure 5. Hybrid temperature fluctuations (black line) and the cqroesling back pressure readings (blue
dashed line) from the cooling plant during ID Barrel Comhifests.

A closer examination of the temperature time-dependenasale a regular pattern where the
temperature oscillates with an amplitude~o0.25 °C, with period of~5 min. These oscillations
are also found when monitoring the hybrid temperatures ored$y the MoPS project as shown in
figure[. They originate from changes in the back-pressutieeatooling due to its own regulation.
The behaviour of the back-pressure regulator is shown isahe&e figure. The module only sees a
back-pressure range of about half of the actual variatientdlatency.

The temperature profile for the different types of tempeeagensors in the SCT barrel can
be seen in figurg] 6 for one cooling cycle. The coldest temperatare measured on the cooling
pipes. The mechanical temperatures &r@ °C higher and has a slower time constant. The air
temperature and the module temperature follow the coolipg pemperature with an offset of
approximately 6C and 13°C respectively. The effect of the DAQ and PS operation, wklubws
as the dips in the central region, are naturally deeper ntbdule temperature than the cooling
pipe temperature.

The temperature uniformity of the detector module$ [26bssithe innermost barrel can be
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Figure 6. A view of all temperatures for a cooling cycle on the SCT: aogbpipe (black line - 4), air (red

line - 2), mechanical (green line - 3) and module hybrid terapees (blue line - 1) are shown for the data
collected during Barrel reception tests.
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Figure 7. Module hybrid temperature distribution for the innermaaitril during reception tests at CERN.
The temperature shown is the mean of the two temperaturersems a module.

seen in figurg]7, where “LMT #" is the azimuthal position anddtMile position", its position along
thez-axis. Each square corresponds to a single SCT module, wheereean of the two thermistor
values on each module has been calculated. Except for on@gdaop (made out of 4 rows)
showing a higher temperature, the modules all have a goadlbuaiformity of about 22C. Three
modules (shown in white) were missing in the run when the deats collected, due to temporary
power problems.

The distributions of hybrid temperatures during cosmic mays are shown in figurld 8. The
uniformity is comparable with previous results. The absobemperature depends on the cooling
temperature settings. The end-cap tests were done at atlemvperature than the barrel test.

5.2 Humidity

The control of environmental humidity is important to avaidndensation and electronic break-
down of both the sensors and electronics. During barréhtgghe humidity was monitored both
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Figure 9. Relative humidity readings from the two Xeritron sensoesl(@nd black lines) inside the detector
volume during reception testing of the innermost barret@éehours.

in the test enclosure by non-radiation hard §$iimidity sensors and by radiation hard Xeritron
humidity sensors mounted on the SCT end flanges. The noati@hard sensors showed that the
test enclosure dried out in a few hours while the Xeritrorseeshowed a much slower trend.

Figure[p shows the humidity trend recorded by the Xeritromidity sensors when the test
enclosure was flushed with dry air. The slow response foetlseasors at low humidity is known
and described in[[27], and is amplified if there is poor aicaiation around the sensor. The
response on increasing humidity, as can be seen from thefgame is very good.

The curves in figurf] 9 also show two dips, which correspontéahanges in temperatures of
the SCT induced by turning the power on or off or by clocking thodules. This sensor tempera-
ture dependence can easily be corrected by using a funaiedion the individual resistances and
total resistance of the Xeritron sensor.

During the end-cap C testing the dew point calculation wadenssing non-radiation-hard

Shttp://www.ist-ag.com/
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Figure 11. When the high voltage (red dashed-dotted line) is ramped @& to 50 VV and 50 V to 150 V the
bias leakage current (black full line) shows significard dsie to charging currents. The current is otherwise
stable during ID barrel combined tests.

Honeywell sensors mounted on the cylinder. Figliré 10 shbesléw point calculation for one
of these sensors over a five day period. The value for the déw jsdow (around—39°C) and
stable, well below the monitored cooling temperature insdi@e region (around TZ) indicating
that there was no risk of condensation. The SCT specifiafimmhumidity are also fulfilled since
the difference is more than the requiretG

5.3 Power

Stable and reliable powering of the detector is equally irgrd and all LV and HV parameters
need to be monitored and controlled to ensure a minimum noofo®ise hits in the detector.

The behaviour of the bias voltage at start-up is shown in &fdr, where the current is stable
at 300 nA except during ramp up when the current peaks at ab8ytA due to charging currents.
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Figure 12. The bias leakage current during one hour of cosmic ray ddtaction for one barrel module.
The width of the distribution is in agreement with the read+@solution.

Figure[1P shows the current for one module during one houpsinics ray data collection,
during which~ 7000 cosmic ray events were recorded. The fluctuations drtenmean value
of 258 nA are approximately in agreement with the read-ostltgion which, summing the con-
tributions from ADC and the noise of electronic elementgoaats to about 100 nA. A detailed
study of the data recorded shows only 37 entries of the 6afimgs from the same module yield
a Alpias > 100 nA. This shows that the bias leakage current remainsitiglbe stable throughout
data taking, subject only to small changes due to variatiomsodule temperature, which can in
turn be influenced by DAQ activity.

The weak dependence on DAQ actions is shown in fifjure 13 wiatherbodule bias and pin
current are plotted together. When the module is not cloegketiconfigured (bjn ~ 40 uA) the
module temperature falls by 1°Z and there is a tendency for the bias current to decreasulglig
during that time.

The stability of the LV parameters, which ensures the operatf the chips and the data read-
out, is extremely good and the DCS control and read-out ped@atisfactorily. Figur¢ 14 shows
the behaviour of the digital and analogue voltage at staffisua single module but this behavior
is typical for all modules. One can clearly see that the medules through the three PS states,
from off to standby and then to on. In addition, the increasthé analogue current {) due to the
module configuration can be seen going frerh50 mA to~1000 mA. The current only reaches
the latter nominal value 0£1000 mA after the DAQ sends a serial bitstream to the modufes.
stable operation, the variations of the currents are of teraf the resolution of the PS read-out.
This is also true for the other LV parameters such asqV, Vpn and their corresponding current
values.

Using the entire DCS one can easily observe the effect ofthaeges in PS states from the
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Figure 14. The behaviour of the LV analogue current (solid line), dibiturrent (dashed line), digital voltage
(dotted line) and analogue voltage (dashed-dotted lingfgat-up during 1D barrel combined tests.

various parameters. As an example figure 15 shows the tetapedevelopment when the module
moves through the states at start-up, going from OFF (1) revties temperature is dominated by
the coolant temperature, to STANDBY (2) and then to ON (3)escdbed in sectioh 4.1. At (4)
the modules have reached the stable operation temperanuolgshysics runs can be started.

5.4 Interlock and trip events in the detector

As described in sectiolﬂm, several hardware, firmware aftd/@ae measures are taken in the

case of over-temperatur

e.
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In particular, the interlockesys as a fast hardware solution, acts
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Figure 16. Module temperature (black dots) and cooling pipe tempesdflue and green dots) showing
the typical behavior at an interlock incident during ID l&icombined tests.

independently whenever a failure is not identified by theepdystems.

Figure[1p shows a series of overheating incidents where tukile temperatures rose quickly
until the safety interlock acted to cut the power off. Thdui@ happened when a capillary feeding
a cooling half loop on the outermost barrel was blocked byridgiresent in the cooling system
as a result of an earlier cooling pump failure. In the abseafdbe heat load produced by the
modules, the loop appeared to be behaving normally. Whemtutkiles were powered, there was
insufficient fluid flow to cool them. This event and other rethincidents shows that the interlock
system acts reliably and fulfils the safety requirements.

The hardware and firmware trips were also thoroughly testeidglcommissioning. Figufe[L7
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shows an example of how the CC reacted correctly when rege&ifake module temperature
readout. The reading of 25€ provoked the CC to ramp down both the high and low voltage of
this card and set it to the OFF state. The temperature tHrefrathe CC is listed in tablf] 1. This
event proves that the CC firmware protection was working iathieg to specification. The cause
for fake module temperature read-out has been fixed in newlrmversions.

5.5 DCS performance

Running 1/8 of the detector together with all the serviceinguthe commissioning and the cosmic
tests was a great opportunity to study the performance fardiit aspects of the DCS, namely the
hardware, software and database issues.analogue

First, the CAN bus performance was evaluated as this is ardietent factor to ensure the
communication with the hardware. For safe operation awagnfthe maximum value for the
ELMB (see sectiofi 3} 1) the occupancy should be less than 60%.

For the PS project this load is reached by 4 crates sendiagsthatiltaneously. When there are
more than 4 CC nodes, the high rate of data transmission adsaffic jam” on the CAN bus. To
prevent this situation, an inhibit time parameter was imq@ated in the CC. This is a counter with
a 100 ms resolution, which inhibits the next read-out trassion for a period of time. Optimal
settings of the inhibit times for nodes connected to one CABlWwere sought and found to be 0
ms delay for crates 0-3, 1000 ms delay for crates 4-8, 2000atay dor crates 9-11. Taking into
account the time needed for sending data from one cra8®@ ms) and inhibit times set in the
system, it was found that for a minimum read-out time of 4 - &gsels a maximum 11 CC nodes
could be connected to the same CAN bus. Due to constrainténvtihte PVSS application the
allowed read-out time was approximately 10 seconds.

The PS hardware performance can be discussed in terms afitichiag on/off speed and the
trip rate. The ramp down speed of one crate is defined by thpirgnspeed chosen by the user
and by the time it takes the CC to send the commands to all thenelis. It takes 6 seconds for
the 48 channels to start ramping. Since the crates are appentlent, this value does not vary with
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Figure 18. CPU consumption of the MoPS project PC during barrel cosmins The plot shows regular
peaks at 100% with a period corresponding to the MoPS reaidied15 seconds) for both PVSS application
and OPC server (top) and for the OPC server in stand alone (bottem).

the number of crates on the bus. For this reason the totalttirsleut down all crates on one bus is
not much more than 6 seconds since the number of messagéewijual to the number of crates,
which gives a maximum of 11 messages. Cosmic ray runs alléevestudies of low level hardware
trips, which typically occurred after long periods of rungithe PS system. Occasional LV and HV
trips not related to the detector conditions were solvetéRS firmware. The intercommunication
between the different DCS projects is defined by the ethesmetd. Since the SCT DCS will be
on a dedicated local network there should be no reason ®tdHie slow or to fail.

On the software side, an issue for the system performance¢hedarge CPU consumption of
the DCS computer. The CPU usage raised rapidly when caitpttie data after a SYNC message.
This effect was mainly related to the PVSS internal arclgivéimd also due to the alert archiving.
The problem of the internal archiving was later solved usheg external Oracle archive for the
end-cap tests while the alerts were simply not used (seevpelio figure[I8 the periodic spikes in
CPU usage related to SYNC are shown for the OPC server (bptachfor PVSS and the OPC
server combined (top).

The use of alerts within the MoPS project was not possiblénduhe macro-assembly phase.
This was due to an internal mechanism of the software whitghmgted to save all alerts to an
archive file. Since the number of alerts active at the same itmthe MoPS project was large, the
archive file size would eventually increase enough to mak&eptbject crash. Later improvements
resolved this problem.

The first attempt to make use of the databases during DCStagreveas made during com-
bined testing. For the configuration database, performaockl be evaluated for a complete DCS
system. When it was used to configure the crates, the timéreeigio save the actual settings (no
alerts) for a system of 11 crates (6700 data points) into igumation was measured to be 43 s,
the time for storing to the Oracle database was 170 s, thettmetrieve a system configuration
from the database was 11 s, and the time required to applyotifegaration to the PS was about
4 s. These times are greatly improved with the use of the foralputers for the experiment and of
the latest releases of the JCOP framework.

The combined tests provided an excellent opportunity teldgvand test more efficient data
handling strategies. The volume of DCS data was also eealu#s explained in sectidn #.3, no
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deadband was used for the barrel tests. This resulted ige éanount of data stored in the COOL
conditions database (18 GB for 3 months of data taking). ik®@end-cap tests, the deadbands were
enabled and the improvement is clearly visible: 2 GB of dateesl for 1.5 month of data taking.
The number of stored parameters changed between the kesitgjrhber of modules under test was
reduced by half for the end-cap tests while the environngratieameters were doubled. The data
removed in the smoothing process are due to noise fluctisitiotie readings from the hardware
and are therefore not useful. The usage of both databas#ef@CS is therefore scalable to the
full SCT detector in ATLAS, given that the smoothing proceslis applied for conditions.

6. Conclusion and outlook

The first large scale test of the DCS for the SCT was made dtinegnacro-assembly and com-
missioning phase prior to installation into the ATLAS detecThe highest priority for the system
was to secure safe operation of the SCT but the assembly anchissioning phase was also an
ideal test bed to study the architecture and performandeedDCS.

The tests show that the architecture of the system meetethérements in speed, config-
urability and scalability. The scale up to a full populatiohone bus has been achieved and the
SCT DCS passed both the operational and the safety requitem&he setting and read-out of
all parameters as well as their display and storage have ssmessful throughout the testing
and commissioning phase. Especially the concept of loasittings and alarm levels from the
database to the memory of the Crate Controller of the largeepsupply system before operation
through state transitions proved to operate well. The mespdme to complete a state transition
was only a few seconds and, because of the distributed ectinie, insensitive to upscaling of the
system. The DCS system was partitioned to give an updatefdi@ seconds for the future full
SCT system with around 100 000 monitoring parameters.

It was also demonstrated that the DCS system provided dagatisy protection for the de-
tector. All safety measures both on the PVSS project levelelkas in the trip limits set in the
Crate Controller and the hardware were tested and proved ¥miking. The functionality of the
independent hardware interlock were proven on severakamts protecting the detector modules
from critical overheating.

All in all, these tests showed that the SCT DCS was fully oj@nal, stable and deemed
sufficiently advanced for the installation and operatiorthef SCT detector in the pit, including a
final scale-up to the full system. Some remaining issueseated to the integration of the SCT
DCS into the ATLAS DCS. Preparation was made towards theemphtation of the Finite State
Machine needed for the ATLAS integration, however the FSMlie SCT will first be available
for the detector commissioning in the pit. With this finalstee designed DCS system will provide
a fast and reliable system for a safe operation of the SCT InAS
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A. Acronyms

Table 8. List of acronyms .

Acronym | Explanation

LHC Large Hadron Collider

SCT Semiconductor Tracker

ID Inner Detector

TRT Transition Radiation Tracker

ABCD3TA | Name of read out circuit

ASIC Application Specific Integated Circuit

DCS Detector Control System

SCS Subdetector Control Station

DAQ Data Acquisition System

CAN Controlled Area Network fieldbus

OPC Object Linking and Embedding for Process Control
ELMB Embedded Local Monitor Board

PVSS Process visualization and control system software
JCOP Joint Controls Project

FSM Finite State Machine

SMI++ State Management Interface

PS Power Supply

MoPS PVSS project for power supply monitoring

Envr PVSS project for environment monitoring

DORIC4A | Name of circuit for receiving clock and commands from optiicek
VDC Name of circuit for data transmission on optical link
NTC Temperature sensor with Negative Thermal Coefficient
Lv Low Voltage

HV High Voltage

VCSEL Vertical-Cavity Surface-Emitting Laser

PIN Positive Intrinsic Negative diode

CcC Crate Contoller

DIM Distributed Information Management

DDC DAQ-DCS Communication

EEPROM | Electrically Erasable Programmable Read-Only Memory
SDO Send Data Object

PLC Programmable Logic Controller

IBOX Interlock board

VHDL VHSIC (Very-High-Speed Integrated Circuits) Hardware &gsgtion Language
CPLD Complex Programmable Logic Device

DSS Detector Safety System

CooL ATLAS Conditions Database

LMT Low Mass Tape

CPU Central Processing Unit

A
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