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Abstract 

Chinese character correction involves two 
major steps: 1) Providing candidate cor-
rections for all or partially identified char-
acters in a sentence, and 2) Scoring all al-
tered sentences and identifying which is 
the best corrected sentence.  In this paper 
a web-based measure is used to score can-
didate sentences, in which there exists one 
continuous error character in a sentence in 
almost all sentences in the Bakeoff corpo-
ra.  The approach of using a web-based 
measure can be applied directly to sen-
tences with multiple error characters, ei-
ther consecutive or not, and is not opti-
mized for one-character error correction of 
Chinese sentences.  The results show that 
the approach achieved a fair precision 
score whereas the recall is low compared 
to results reported in this Bakeoff. 

1 Introduction 

Errors existing in Chinese sentences can be clas-
sified into five categories: 1) Deletion, 2) Inser-
tion, 3) Substitution, 4) Word-Order and 5) Non-
Word errors (C.-H. Liu, Wu, & Harris, 2008; C.-
L. Liu, Lai, Chuang, & Lee, 2010; C.-L. Liu, 
Tien, Lai, Chuang, & Wu, 2009; C.-H. Wu, Liu, 
Harris, & Yu, 2010).  Deletion errors occur when 
there are missing Chinese characters/words in a 
sentence; Insertion errors occur when there are 
grammatically redundant characters/words; Sub-
stitution errors occur when characters/words are 
mis-typed by similar, either visually or phono-
logically, ones; Word-Order errors occur when 
the word order of a sentence does not conform to 
the language, which is a common error type ex-

ists in writings of second-language learners; 
Non-Word errors occur when a Chinese charac-
ter is written incorrectly by hand, e.g., miss of a 
stroke. 

Of the five error types, the Substitution errors 
is addressed in this SIGHAN-7 Chinese Spelling 
Check bakeoff and might be referred to as “Chi-
nese spelling error” to emphasize its resemblance 
to counterparts in spelling-based languages such 
as English.  It should be noted that Non-Word 
errors is also a kind of Chinese spelling errors.  It 
is also a common error type in hand-writings of 
second-language learners.  However, since it on-
ly exists in hand-writings of humans and because 
all characters used in computers are legal ones, it 
is not necessary to address this kind of spelling 
errors when given erroneous texts are of elec-
tronic forms. 

The task addressed in SIGHAN-7 is a restrict-
ed type of Substitution errors, where there exists 
at most one continuous error (mis-spelled) char-
acter in its context within a sentence, with only 
one exception in which there is a two-character 
error (Chen, Wu, Yang, & Ku, 2011; C.-L. Liu et 
al., 2010; S.-H. Wu, Chen, Yang, Ku, & Liu, 
2010).  This allows the system to assume that 
when a character is to be corrected, its adjacent 
characters are correct.  The correction procedure 
is comprised of two consecutive steps: 1) Provid-
ing candidate corrections for each character in 
the sentence, and 2) Scoring the altered correc-
tion sentences and identifying which is the best 
corrected sentence (C.-H. Liu et al., 2008; C.-H. 
Wu et al., 2010).  In this paper, a web-based 
measure is employed in the second step to score 
and identify the best correction sentence (Macias, 
Wong, Thangarajah, & Cavedon, 2012). 

This paper is organized as follows.  Section 2 
describes the system architecture for spelling 
error correction.  Section 3 provides the details 
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of the model using web-based measure to score 
candidate corrections.  In Section 4 the experi-
mental setup and results are detailed.  The last 
section summarized the conclusions and future 
work of this paper. 

2 System Overview 

SIGHAN-7 bakeoff is comprised of two sub-
tasks, 1) Error Detection and 2) Error correction.  
Each of the sub-tasks requires the system to re-
port positions where the errors occur.  The phi-
losophy behind the separation of the two sub-
tasks lies in the belief that it is easier to detect if 
there is an error than to locate that error and pro-
vide correction to it. 

In this paper, we took a different philosophy to 
address spelling error correction problem, in 
which there is no separate error detection method 
to detect if there is an error character or where 
the error is in a sentence.  In this paper there is 
the one error correction method for both sub-
tasks.  In our system, if a character is reported 
erroneous, there is always a correction to that 
character; the correction method itself serves as 
an error detection mechanism. 

 

 

Fig. 1. System overview of the proposed spelling 
error correction using web-based measure. 

The overview of our system is shown in Fig. 1.  
The input of the system is a sentence in which an 
erroneous character might occur.  To recover the 
possible error, each character in the sentence is 
assumed to be an error one, and is given re-
placements (which are possible corrections to a 
character) using visually and phonologically sim-
ilar sets provided by SIGHAN-7 bakeoff.  For a 
character ݏ in a sentence ܵ ൌ ሺݏଵ, ,ଶݏ … ,  of n	ሻݏ
characters, there will be m possible corrections 

ܵ
ଵ, ܵ

ଶ, … , ܵ
 and the best correction sentence መܵ, 

concerning ݏ, can be derived using equation 1. 
 

መܵ ൌ argmax
ୀଵ,…,

ܯܮ ቀܵ݁݃൫ ܵ
൯ቁ (1)

where ܵ݁݃ሺܵሻ is the function returning Chinese 
segmentation results of sentence ܵ , and  
൫ܯܮ ܵ൯ returns the language  model score of a 
segmented sentence ܵ. 

Therefore, sentence correction candidates 
መܵଵ, መܵଶ, … , መܵ  are derived, corresponding to the 
best correction characters, ̂ݏଵ, ,ଶݏ̂ … , ݏ̂ , respec-
tively.  Finally, Equation 2 is used to determine 
which candidate is the best correction, መܵ. 

 
መܵ ൌ argmax

ୀଵ,…,
ܴ൫ መܵ, ൯ (2)ݏ̂

 
where ܴሺܵ,  ሻ returns the relatedness between aݏ
correction sentence ܵ and its corresponding cor-
rection character ݏ  (Macias et al., 2012). The 
description of ܴ is presented in Section 3. 

In the proposed system, if the derived correc-
tion, መܵ, is identical to input sentence, ܵ, it reports 
that there is no error in the sentence.  On the con-
trary, if መܵ  is not identical to ܵ, which indicates 
there is one character difference, the system then 
reports the sentence is detected erroneous along 
with the resulting correction character.  There-
fore there is no independent error detection mod-
ule or procedure in our system; error detection 
itself depends on if the resulting corrections are 
identical to input sentences. 

3 Web-Based Measure 

There are two major directions to improve error 
correction system, 1) Finding correct and concise 
candidate sets for erroneous texts, and 2) Using 
measures such as language model scores to de-
termine which correction sentence is the best 
result (C.-H. Liu et al., 2008; C.-H. Wu et al., 
2010).  In both directions, measures used to 
prune out unlikely candidates and determine the 
best correction are the fundamental technique.  In 
SIGHAN-7 bakeoff, the visually and phonologi-
cally similar characters are provided as correc-
tion candidates.  Therefore the focus of the pro-
posed system lies in the second direction, i.e., to 
provide a measure that will rank correct candi-
dates higher against other candidates. 

To provide information about which of the 
candidates is a better correction, language mod-
els and pointwise mutual information (PMI) are 
commonly used (Chen et al., 2011; C.-L. Liu et 
al., 2010; C.-H. Wu et al., 2010).  Although the 
information is usually trained with a large corpus 
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such as Chinese Gigaword, they are still insuffi-
cient in general-domain applications. 

To overcome this data insufficiency problem, 
web-based measures for estimating distanc-
es/similarities and relatedness have been pro-
posed as alternative metric for several NLP ap-
plications (Cilibrasi & Vitanyi, 2009; Cilibrasi & 
Vitanyi, 2007; Gracia & Mena, 2008; Lovelyn 
Rose & Chandran, 2012).  In this paper, we mod-
ified a web-based definition of semantic related-
ness metric proposed by (Macias et al., 2012).  
Equation 2 is re-written as Equation 3. 

 
መܵ ൌ argmax

ୀଵ,…,
ܴ൫ መܵ, ൯ݏ̂

ൌ argmax
ୀଵ,…,

∑ ܹሺ݇, ሻ∀∈ௌመݏ̂

ห መܵห
 

(3)

 
where ܹ  is the “normalized web relatedness” 
and ݇ is a comprising character in the sentence 
correction candidate መܵ .  ห መܵห indicates the num-
ber of characters in መܵ . The definition of ܹ  is 
provded in Equation 4. 

 
ܹሺ݇, ሻݏ ൌ ݁ି.ൈሺ,௦ሻ (4)

 
where ܦ is the “normalized web distance” and is 
defined in Equation 5. 

 
,ሺ݇ܦ ሻݏ

ൌ
logሺmaxሺ|݇|, ሻሻ|ݏ| െ logሺ|݇ ∩ ሻ|ݏ

logሺ|ܩ|ሻ െ logሺminሺ|݇|, ሻሻ|ݏ|
 

(5)

 
where |ܩ| is the number of Wikipedia Chinese 
pages, which is 3,063,936 as of the time the sys-
tem is implemented. 

It should be noted that Macias-Galindo et al.’s 
original work is used in English texts.  Currently 
we have not administered any preliminary exper-
iment to find better setups of these equations. 

4 Experiments and Discussions 

In the proposed system, Academia Sinica’s CKIP 
Chinese Segmenter is used to derive segmenta-
tion results (Ma & Chen, 2003) and the language 
model (trigrams using Chen and Goodman’s 
modified Kneser-Ney discounting) is trained us-
ing SRILM with Chinese Gigaword (LDC Cata-
log No.: LDC2003T09) (Stolcke, 2002). 

In a brief summary of the results, our system 
did not perform well in the final test of 
SIGHAN-7 bakeoff.  The authors would like to 
defend the proposed method with a major prob-
lem in the runtime of the final test.  In theory, the 

መܵଵ, መܵଶ, … , መܵ as derived in Equation 1 should all 
be estimated using the web-based measure using 
Equation 2.  However, since the number of sen-
tences in the final test is huge (Sub-Tasks 1 and 2 
each has 1,000 paragraphs and each paragraph 
contains about five Chinese sentences), the 
enormous number of queries sent to the search 
engine (Yahoo!) has caused our experiments be-
ing banned for several times.  To solve this prob-
lem, two strategies were used to complete the 
final test, 1) only three of the candidates 
መܵଵ, መܵଶ, … , መܵ  (ranked the highest three using n-
gram) are considered in the final test using web-
based measure, and 2) three computers with dif-
ferent physical IP addresses were setup for the 
experiment.  Therefore, the potential of the pro-
posed method is far from fully exploited.  A 
post-workshop experiment will be administered 
for further analysis of the method. 

Table 1. Comparisons on Error Location Accura-
cy in SIGHAN-7 Sub-Tasks 1 and 2. 

Sub-Task 1 (Detection) Error Location Accuracy
NCKU&YZU-1 0.705 

NTHU-3 0.820 
SinicaCKIP-3 0.771 

SJTU-3 0.809 
NCYU-2 0.652 
NCYU-3 0.748 

Sub-Task 2 (Correction) Location Accuracy 

NCKU&YZU-1 0.117 
NTHU-3 0.454 

SinicaCKIP-3 0.559 
SJTU-3 0.370 

NCYU-2 0.663 
NCYU-3 0.663 

 
The comparisons of the proposed system and 

highly ranked systems in SIGHAN-7 are ex-
cerpted in this section.  The first result that at-
tracts our attention is error location accuracy as 
shown in Table 1.  This is a common measure in 
both Sub-Tasks and is defined as “number of 
sentences error locations are correctly detected” 
over “number of all test sentences”.  The report 
of our system (NCKU&YZU-1) on error location 
accuracy in Sub-Task 1 (Detection) is 0.705, 
whereas it is only 0.117 in Sub-Task 2 (Correc-
tion).  This result puzzled the authors because in 
our system, there is no error detection module.  
Similar results on both Sub-Tasks are expected 
since the same error correction method is used.  
A possible explanation is that the final test cor-
pora of the two Sub-Tasks exhibited substantial 
differences in the composition of correct and er-
roneous sentences or in sentential characteristics.  
The results of other systems reported in both 
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Sub-Tasks seem to support this point of view.  
However, further analysis on the test corpora is 
still needed to clarify this problem. 

Table 2. Comparisons on Error Location 
measures in SIGHAN-7 Sub-Task 1. 

Error Location 
(Detection) 

Accuracy Precision Recall 

NCKU&YZU-1 0.705 0.410 0.137 
NTHU-3 0.820 0.670 0.520 

SinicaCKIP-3 0.771 0.500 0.617 
SJTU-3 0.809 0.710 0.417 

Table 3. Comparisons on Error Detection 
measures in SIGHAN-7 Sub-Task 1. 

Error Detection Accuracy Precision Recall 
NCKU&YZU-1 0.729 0.650 0.217 

NTHU-3 0.861 0.846 0.657 
SinicaCKIP-3 0.842 0.692 0.853 

SJTU-3 0.844 0.909 0.533 
NTOU-1 0.314 0.304 1.000 

 
Tables 2 and 3 show the results on error loca-

tion detection and error detection in Sub-Task 1 
(Detection).  The difference between these two is 
that “error location detection” requires the de-
tected location is correct while “error detection” 
will report correctly detected even the locations 
in sentences is not correct.  Therefore it is ex-
pected that scores of Error Location Detection 
are a little bit higher than those of Error Detec-
tion.  Our system exhibits a relative smaller dif-
ference between these two scores, 2.4%, com-
pared to other systems. 

The major weakness of our system is its low 
recall rate, which might be the result of not ap-
plying an error detection module.  Therefore an 
error detection method using web-based measure 
will be examined in our future work. 

Table 4. Comparisons on False-Alarm Rate and 
Detection Accuracy in SIGHAN-7 Sub-Task 1. 

Error Detection False-Alarm Rate Accuracy 
NCKU&YZU-1 0.050 0.729 

NTHU-3 0.051 0.861 
SinicaCKIP-3 0.163 0.842 

SJTU-3 0.023 0.844 

Table 5. Comparisons on Correction Accuracy 
and Precision in SIGHAN-7 Sub-Task 2. 

Error Correction Accuracy Precision 
NCKU&YZU-1 0.109 0.466 

NTHU-3 0.443 0.700 
SinicaCKIP-3 0.516 0.616 

SJTU-3 0.356 0.705 
NCYU-2 0.625 0.703 
NCYU-3 0.625 0.703 

 

Table 4 shows the error detection accuracy of 
our system is significantly lower although False-
Alarm Rate is relatively small.  The correction 
accuracy and precision are also much lower than 
high-ranked systems in the Bakeoff, as shown in 
Table 5.  Further investigation is required to ex-
amine if more thoroughly exploiting web-based 
measures will provide useful additional infor-
mation for the purpose of Chinese spelling error 
detection and correction. 

5 Conclusions and Future Work 

In this paper, a web-based measure is employed 
in addition to language models as a metric to 
score sentence correction candidates.  The goal 
of this approach is to exploit as much texts (i.e., 
the web) as possible to provide useful infor-
mation for error correction purposes. 

The approach’s major obstacle to participate 
in the Bakeoff’s final test is our limited resources 
to access the results of search engines within two 
days.  This has forced our final participating sys-
tem to only take advantage of web-based meas-
ure in correction candidates’ very last decisions.  
Further experiments administered on more thor-
ough uses of web-based measure are required in 
the applications of Chinese spelling errors detec-
tion and correction. 

The results of our system have confirmed the 
value of using a separate error detection module, 
i.e., detecting if there is an error in a sentence 
regardless where the error situated, such that sen-
tences with no (detected) errors won’t go through 
the error correction module. 

Our direct future work would consist of 1) the 
inclusion of a separate error detection module, 
and 2) the administering of experiments exploit-
ing web-based measure conforming to the meth-
od described in Section 3.  A decomposition ap-
proach of web-based measure is also desirable to 
minimize runtime reliance on search engines. 
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