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Barbora Hladká, Jiřı́ Mı́rovský and Pavel Schlesinger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209

Chinese Term Extraction Using Different Types of Relevance
Yuhang Yang, Tiejun Zhao, Qin Lu, Dequan Zheng and Hao Yu . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213

iChi: a bilingual dictionary generating tool
István Varga and Shoichi Yokoyama . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217

CATiB: The Columbia Arabic Treebank
Nizar Habash and Ryan Roth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221

A Beam-Search Extraction Algorithm for Comparable Data
Christoph Tillmann . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225

Optimizing Word Alignment Combination For Phrase Table Training
Yonggang Deng and Bowen Zhou . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 229

Bridging Morpho-Syntactic Gap between Source and Target Sentences for English-Korean Statistical
Machine Translation

Gumwon Hong, Seung-Wook Lee and Hae-Chang Rim . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 233

Toward Smaller, Faster, and Better Hierarchical Phrase-based SMT
Mei Yang and Jing Zheng . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237

Handling phrase reorderings for machine translation
Yizhao Ni, Craig Saunders, Sandor Szedmak and Mahesan Niranjan . . . . . . . . . . . . . . . . . . . . . . . . 241

Syntax is from Mars while Semantics from Venus! Insights from Spectral Analysis of Distributional
Similarity Networks

Chris Biemann, Monojit Choudhury and Animesh Mukherjee . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 245

Introduction of a new paraphrase generation tool based on Monte-Carlo sampling
Jonathan Chevelu, Thomas Lavergne, Yves Lepage and Thierry Moudenc . . . . . . . . . . . . . . . . . . . 249

Prediction of Thematic Rank for Structured Semantic Role Labeling
Weiwei Sun, Zhifang Sui and Meng Wang . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253

Transfer Learning, Feature Selection and Word Sense Disambiguation
Paramveer S. Dhillon and Lyle H. Ungar . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 257

From Extractive to Abstractive Meeting Summaries: Can It Be Done by Sentence Compression?
Fei Liu and Yang Liu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 261

Automatic Story Segmentation using a Bayesian Decision Framework for Statistical Models of Lexical
Chain Features

Wai-Kit Lo, Wenying Xiong and Helen Meng . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 265

Investigating Pitch Accent Recognition in Non-native Speech
Gina-Anne Levow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269

A Stochastic Finite-State Morphological Parser for Turkish
Haşim Sak, Tunga Güngör and Murat Saraçlar . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 273

Parsing Speech Repair without Specialized Grammar Symbols
Tim Miller, Luan Nguyen and William Schuler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 277

vi



Efficient Inference of CRFs for Large-Scale Natural Language Data
Minwoo Jeong, Chin-Yew Lin and Gary Geunbae Lee . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 281

Iterative Scaling and Coordinate Descent Methods for Maximum Entropy
Fang-Lan Huang, Cho-Jui Hsieh, Kai-Wei Chang and Chih-Jen Lin . . . . . . . . . . . . . . . . . . . . . . . . . 285

Automatic Cost Estimation for Tree Edit Distance Using Particle Swarm Optimization
Yashar Mehdad . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 289

Markov Random Topic Fields
Hal Daume III . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 293

Multi-Document Summarization using Sentence-based Topic Models
Dingding Wang, Shenghuo Zhu, Tao Li and Yihong Gong . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 297

Validating the web-based evaluation of NLG systems
Alexander Koller, Kristina Striegnitz, Donna Byron, Justine Cassell, Robert Dale, Sara Dalzel-Job,

Johanna Moore and Jon Oberlander . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 301

Extending a Surface Realizer to Generate Coherent Discourse
Eva Banik . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 305

The Lie Detector: Explorations in the Automatic Recognition of Deceptive Language
Rada Mihalcea and Carlo Strapparava . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 309

Generalizing Dependency Features for Opinion Mining
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Abstract
Variational EM has become a popular
technique in probabilistic NLP with hid-
den variables. Commonly, for computa-
tional tractability, we make strong inde-
pendence assumptions, such as the mean-
field assumption, in approximating pos-
terior distributions over hidden variables.
We show how a looser restriction on the
approximate posterior, requiring it to be a
mixture, can help inject prior knowledge
to exploit soft constraints during the varia-
tional E-step.

1 Introduction

Learning natural language in an unsupervised way
commonly involves the expectation-maximization
(EM) algorithm to optimize the parameters of a
generative model, often a probabilistic grammar
(Pereira and Schabes, 1992). Later approaches in-
clude variational EM in a Bayesian setting (Beal
and Gharamani, 2003), which has been shown to
obtain even better results for various natural lan-
guage tasks over EM (e.g., Cohen et al., 2008).

Variational EM usually makes the mean-field
assumption, factoring the posterior over hidden
variables into independent distributions. Bishop et
al. (1998) showed how to use a less strict assump-
tion: a mixture of factorized distributions.

In other work, soft or hard constraints on the
posterior during the E-step have been explored
in order to improve performance. For example,
Smith and Eisner (2006) have penalized the ap-
proximate posterior over dependency structures
in a natural language grammar induction task to
avoid long range dependencies between words.
Graça et al. (2007) added linear constraints on ex-
pected values of features of the hidden variables in
an alignment task.

In this paper, we use posterior mixtures to inject
bias or prior knowledge into a Bayesian model.

We show that empirically, injecting prior knowl-
edge improves performance on an unsupervised
Chinese grammar induction task.

2 Variational Mixtures with Constraints

Our EM variant encodes prior knowledge in an ap-
proximate posterior by constraining it to be from
a mixture family of distributions. We will use x to
denote observable random variables, y to denote
hidden structure, and θ to denote the to-be-learned
parameters of the model (coming from a subset of
R` for some `). α will denote the parameters of
a prior over θ. The mean-field assumption in the
Bayesian setting assumes that the posterior has a
factored form:

q(θ,y) = q(θ)q(y) (1)

Traditionally, variational inference with the mean-
field assumption alternates between an E-step
which optimizes q(y) and then an M-step which
optimizes q(θ).1 The mean-field assumption
makes inference feasible, at the expense of op-
timizing a looser lower bound on the likelihood
(Bishop, 2006). The lower bound that the algo-
rithm optimizes is the following:

F (q(θ,y),α) = Eq(θ,y)[log p(x,y,θ | α)]+H(q)
(2)

where H(q) denotes the entropy of distribution q.
We focus on changing the E-step and as a result,
changing the underlying bound, F (q(θ,y),α).
Similarly to Bishop et al. (1998), instead of mak-
ing the strict mean-field assumption, we assume
that the variational model is a mixture. One com-
ponent of the mixture might take the traditional
form, but others will be used to encourage certain

1This optimization can be nested inside another EM al-
gorithm that optimizes α; this is our approach. q(θ) is tra-
ditionally conjugate to the likelihood for computational rea-
sons, but our method is not limited to that kind of prior, as
seen in the experiments.
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tendencies considered a priori to be appropriate.
Denoting the probability simplex of dimension r
4r = {〈λ1, ..., λr〉 ∈ Rr : λi ≥ 0,

∑r
i=1 λi =

1}, we require that:

q(θ,y | λ) =
∑r

i=1 λiqi(y)qi(θ) (3)

for λ ∈ 4r. Qi will denote the family of distri-
butions for the ith mixture component, and Q(4r)
will denote the family implied by the mixture of
Q1, . . . ,Qr where the mixture coefficients λ ∈
4r. λ comprise r additional variational param-
eters, in addition to parameters for each qi(y) and
qi(θ).

When one of the mixture components qi is suf-
ficiently expressive, λ will tend toward a degener-
ate solution. In order to force all mixture compo-
nents to play a role—even at the expense of the
tightness of the variational bound—we will im-
pose hard constraints on λ: λ ∈ 4̃r ⊂ 4r. In
our experiments (§3), 4̃r will be mostly a line seg-
ment corresponding to two mixture coefficients.

The role of the variational EM algorithm is to
optimize the variational bound in Eq. 2 with re-
spect to q(y), q(θ), and λ. Keeping this intention
in mind, we can replace the E-step and M-step in
the original variational EM algorithm with 2r + 1
coordinate ascent steps, for 1 ≤ i ≤ r:

E-step: For each i ∈ {1, ..., r}, optimize the
bound given λ and qi′(y)|i′∈{1,...,r}\{i} and
qi′(θ)|i′∈{1,...,r} by selecting a new distribution
qi(y).

M-step: For each i ∈ {1, ..., r}, optimize the
bound given λ and qi′(θ)|i′∈{1,...,r}\{i} and
qi′(y)|i′∈{1,...,r} by selecting a new distribution
qi(θ).

C-step: Optimize the bound by selecting a new set
of coefficients λ ∈ 4̃r in order to optimize the
bound with respect to the mixture coefficients.

We call the revised algorithm constrained mix-
ture variational EM.

For a distribution r(h), we denote by KL(Qi‖r)
the following:

KL(Qi‖r) = min
q∈Qi

KL(q(h)‖r)) (4)

where KL(·‖·) denotes the Kullback-Leibler di-
vergence.

The next proposition, which is based on a result
in Graça et al. (2007), gives an intuition of how
modifying the variational EM algorithm with Q =
Q(4̃r) affects the solution:

Proposition 1. Constrained mixture variational
EM finds local maxima for a function G(q,α)
such that

log p(x | α)−min
λ∈4̃r

L(λ,α) ≤ G(q,α) ≤ log p(x | α)

(5)

where L(λ,α) =
r∑

i=1

λiKL(Qi‖p(θ,y | x,α)).

We can understand mixture variational EM as
penalizing the likelihood with a term bounded by
a linear function of the λ, minimized over 4̃r. We
will exploit that bound in §2.2 for computational
tractability.

2.1 Simplex Annealing

The variational EM algorithm still identifies only
local maxima. Different proposals have been for
pushing EM toward a global maximum. In many
cases, these methods are based on choosing dif-
ferent initializations for the EM algorithm (e.g.,
repeated random initializations or a single care-
fully designed initializer) such that it eventually
gets closer to a global maximum.

We follow the idea of annealing proposed in
Rose et al. (1990) and Smith and Eisner (2006) for
the λ by gradually loosening hard constraints on λ
as the variational EM algorithm proceeds. We de-
fine a sequence of 4̃r(t) for t = 0, 1, ... such that
4̃r(t) ⊆ 4̃r(t+ 1). First, we have the inequality:

KL(Q(4̃r(t))‖p(θ,y | x,α) (6)

≥ KL(Q(4̃r(t+ 1))‖p(θ,y | x,α))

We say that the annealing schedule is τ -separated
if we have for any α:

KL(Q(4̃r(t))‖p(θ,y | x,α)) (7)

≤ KL(Q(4̃r(t+ 1))‖p(θ,y | x,α))− τ

2(t+1)

τ -separation requires consecutive families
Q(4̃r(t)) and Q(4̃r(t+ 1)) to be similar.

Proposition 1 stated the bound we optimize,
which penalizes the likelihood by subtracting a
positive KL divergence from it. With the τ -
separation condition we can show that even though
we penalize likelihood, the variational EM algo-
rithm will still increase likelihood by a certain
amount. Full details are omitted for space and can
be found in ?).
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Input: initial parameters α(0), observed data x,
annealing schedule 4̃r : N→ 24r

Output: learned parameters α and approximate
posterior q(θ,y)

t← 1;
repeat
E-step: repeat
E-step: forall i ∈ [r] do: q(t+1)

i (y)← argmax
q(y)∈Qi

F ′(
P

j 6=i λjq
(t)
i (θ)q(y) + λiq

(t)
i q(y),α(t))

M-step: forall i ∈ [r] do: q(t+1)
i (θ)← argmax

q(θ)∈Qi

F ′(
P

j 6=i λjq(θ)q
(t)
i (y) + λiq

(t)
i q(y),α(t))

C-step: λ(t+1) ←
argmax
λ∈4̃r(t)

F ′(
Pr

j=1 λjq
(t)
i (θ)q

(t)
i (y),α(t))

until convergence ;
M-step: α(t+1) ←

argmax
α

F ′(
Pr

i=1 λiq
(t+1)
i (θ)q

(t+1)
i (y),α)

t← t+ 1;
until convergence ;
return α(t),

Pr
i=1 λiq

(t)
i (θ)q

(t)
i (y)

Figure 1: The constrained variational mixture EM algorithm.
[n] denotes {1, ..., n}.

2.2 Tractability
We now turn to further alterations of the bound in
Eq. 2 to make it more tractable. The main problem
is the entropy term which is not easy to compute,
because it includes a log term over a mixture of
distributions from Qi. We require the distributions
in Qi to factorize over the hidden structure y, but
this only helps with the first term in Eq. 2.

We note that because the entropy function is
convex, we can get a lower bound on H(q):

H(q) ≥∑r
i=1 λiH(qi) =

∑r
i=1 λiH(qi(θ,y))

Substituting the modified entropy term into
Eq. 2 still yields a lower bound on the likeli-
hood. This change makes the E-step tractable,
because each distribution qi(y) can be computed
separately by optimizing a bound which depends
only on the variational parameters in that distribu-
tion. In fact, the bound on the left hand side in
Proposition 1 becomes the function that we opti-
mize instead of G(q,α).

Without proper constraints, the λ update can be
intractable as well. It requires maximizing a lin-
ear objective (in λ) while constraining the λ to
be from a particular subspace of the probability
simplex, 4̃r(t). To solve this issue, we require
that 4̃r(t) is polyhedral, making it possible to ap-
ply linear programming (Boyd and Vandenberghe,
2004).

The bound we optimize is:2

F ′
(

r∑
i=1

λiqi(θ,y),α

)
(8)

=
r∑

i=1

λi

(
Eqi(θ,y)[log p(θ,y,x |m)] +H(qi(θ,y))

)
with λ ∈ 4̃r(tfinal) and (qi(θ,y)) ∈ Qi. The
algorithm for optimizing this bound is in Fig. 1,
which includes an extra M-step to optimize α (see
extended report).

3 Experiments

We tested our method on the unsupervised learn-
ing problem of dependency grammar induction.
For the generative model, we used the dependency
model with valence as it appears in Klein and Man-
ning (2004). We used the data from the Chi-
nese treebank (Xue et al., 2004). Following stan-
dard practice, sentences were stripped of words
and punctuation, leaving part-of-speech tags for
the unsupervised induction of dependency struc-
ture, and sentences of length more than 10 were
removed from the set. We experimented with
a Dirichlet prior over the parameters and logis-
tic normal priors over the parameters, and found
the latter to still be favorable with our method, as
in Cohen et al. (2008). We therefore report results
with our method only for the logistic normal prior.
We do inference on sections 1–270 and 301–1151
of CTB10 (4,909 sentences) by running the EM al-
gorithm for 20 iterations, for which all algorithms
have their variational bound converge.

To evaluate performance, we report the fraction
of words whose predicted parent matches the gold
standard (attachment accuracy). For parsing, we
use the minimum Bayes risk parse.

Our mixture components Qi are based on simple
linguistic tendencies of Chinese syntax. These ob-
servations include the tendency of dependencies to
(a) emanate from the right of the current position
and (b) connect words which are nearby (in string
distance). We experiment with six mixture com-
ponents: (1) RIGHTATTACH: Each word’s parent
is to the word’s right. The root, therefore, is al-
ways the rightmost word; (2) ALLRIGHT: The
rightmost word is the parent of all positions in the
sentence (there is only one such tree); (3) LEFT-
CHAIN: The tree forms a chain, such that each

2This is a less tight bound than the one in Bishop et al.
(1998), but it is easier to handle computationally.
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LEFTCHAIN 34.9
vanilla EM 38.3
LN, mean-field 48.9
This paper: I II III
RIGHTATTACH 49.1 47.1 49.8
ALLRIGHT 49.4 49.4 48.4
LEFTCHAIN 47.9 46.5 49.9
VERBASROOT 50.5 50.2 49.4
NOUNSEQUENCE 48.9 48.9 49.9
SHORTDEP 49.5 48.4 48.4
RA+VAR+SD 50.5 50.6 50.1

Table 1: Results (attachment accuracy). The baselines are
LEFTCHAIN as a parsing model (attaches each word to the
word on its right), non-Bayesian EM, and mean-field vari-
ational EM without any constraints. These are compared
against the six mixture components mentioned in the text. (I)
corresponds to simplex annealing experiments (λ(0)

1 = 0.85);
(II–III) correspond to fixed values, 0.85 and 0.95, for the
mixture coefficients. With the last row, λ2 to λ4 are always
(1− λ1)/3. Boldface denotes the best result in each row.

word is governed by the word to its right; (4) VER-
BASROOT: Only verbs can attach to the wall node
$; (5) NOUNSEQUENCE: Every sequence of nNN
(nouns) is assumed to be a noun phrase, hence the
first n−1 NNs are attached to the last NN; and (6)
SHORTDEP: Allow only dependencies of length
four or less. This is a strict model reminiscent
of the successful application of structural bias to
grammar induction (Smith and Eisner, 2006).

These components are added to a variational
DMV model without the sum-to-1 constraint on
θ. This complements variational techniques which
state that the optimal solution during the E-step
for the mean-field variational EM algorithm is a
weighted grammar of the same form of p(x,y | θ)
(DMV in our case). Using the mixture compo-
nents this way has the effect of smoothing the esti-
mated grammar event counts during the E-step, in
the direction of some prior expectations.

Let λ1 correspond to the component of the orig-
inal DMV model, and let λ2 correspond to one of
the components from the above list. Variational
techniques show that if we let λ1 obtain the value
1, then the optimal solution will be λ1 = 1 and
λ2 = 0. We therefore restrict λ1 to be smaller than
1. More specifically, we use an annealing process
which starts by limiting λ1 to be ≤ s = 0.85 (and
hence limits λ2 to be ≥ 0.15) and increases s at
each step by 1% until s reaches 0.95. In addition,
we also ran the algorithm with λ1 fixed at 0.85 and
λ1 fixed at 0.95 to check the effectiveness of an-
nealing on the simplex.

Table 1 describes the results of our experi-
ments. In general, using additional mixture com-

ponents has a clear advantage over the mean-field
assumption. The best result with a single mix-
ture is achieved with annealing, and the VERBAS-
ROOT component. A combination of the mix-
tures (RIGHTATTACH) together with VERBAS-
ROOT and SHORTDEP led to an additional im-
provement, implying that proper selection of sev-
eral mixture components together can achieve a
performance gain.

4 Conclusion

We described a variational EM algorithm that uses
a mixture model for the variational model. We
refined the algorithm with an annealing mecha-
nism to avoid local maxima. We demonstrated
the effectiveness of the algorithm on a dependency
grammar induction task. Our results show that
with a good choice of mixture components and
annealing schedule, we achieve improvements for
this task over mean-field variational inference.
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Abstract

Past work on English coordination has fo-
cused on coordination scope disambigua-
tion. In Japanese, detecting whether coor-
dination exists in a sentence is also a prob-
lem, and the state-of-the-art alignment-
based method specialized for scope dis-
ambiguation does not perform well on
Japanese sentences. To take the detection
of coordination into account, this paper in-
troduces a ‘bypass’ to the alignment graph
used by this method, so as to explicitly
represent the non-existence of coordinate
structures in a sentence. We also present
an effective feature decomposition scheme
based on the distance between words in
conjuncts.

1 Introduction

Coordination remains one of the challenging prob-
lems in natural language processing. One key
characteristic of coordination explored in the past
is the structural and semantic symmetry of con-
juncts (Chantree et al., 2005; Hogan, 2007;
Resnik, 1999). Recently, Shimbo and Hara (2007)
proposed to use a large number of features to
model this symmetry, and optimize the feature
weights with perceptron training. These features
are assigned to the arcs of the alignment graph (or
edit graph) originally developed for biological se-
quence alignment.

Coordinate structure analysis involves two re-
lated but different tasks:

1. Detect the presence of coordinate structure in
a sentence (or a phrase).

2. Disambiguate the scope of coordinations in
the sentences/phrases detected in Task 1.

The studies on English coordination listed
above are concerned mainly with scope disam-

biguation, reflecting the fact that detecting the
presence of coordinations in a sentence (Task 1)
is straightforward in English. Indeed, nearly 100%
precision and recall can be achieved in Task 1 sim-
ply by pattern matching with a small number of
coordination markers such as “and,” “or,” and “as
well as”.

In Japanese, on the other hand, detecting coor-
dination is non-trivial. Many of the coordination
markers in Japanese are ambiguous and do not al-
ways indicate the presence of coordinations. Com-
pare sentences (1) and (2) below:

rondon to pari ni itta

(London) (and) (Paris) (to) (went)

(I went to London and Paris)

(1)

kanojo to pari ni itta

(her) (with) (Paris) (to) (went)

(I went to Paris with her)

(2)

These sentences differ only in the first word. Both
contain a particle to, which is one of the most fre-
quent coordination markers in Japanese—but only
the first sentence contains a coordinate structure.
Pattern matching with particle to thus fails to filter
out sentence (2).

Shimbo and Hara’s model allows a sentence
without coordinations to be represented as a nor-
mal path in the alignment graph, and in theory it
can cope with Task 1 (detection). In practice, the
representation is inadequate when a large number
of training sentences do not contain coordinations,
as demonstrated in the experiments of Section 4.

This paper presents simple yet effective modi-
fications to the Shimbo-Hara model to take coor-
dination detection into account, and solve Tasks 1
and 2 simultaneously.
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Figure 1: Alignment graph for “a policeman and
warehouse guard” ((a)), and example paths repre-
senting different coordinate structure ((b)–(d)).

2 Alignment-based coordinate structure
analysis

We first describe Shimbo and Hara’s method upon
which our improvements are made.

2.1 Triangular alignment graph

The basis of their method is a triangular align-
ment graph, illustrated in Figure 1(a). Kurohashi
and Nagao (1994) used a similar data structure in
their rule-based method. Given an input sentence,
the rows and columns of its alignment graph are
associated with the words in the sentence. Un-
like the alignment graph used in biological se-
quence alignment, the graph is triangular because
the same sentence is associated with rows and
columns. Three types of arcs are present in the
graph. A diagonal arc denotes coordination be-
tween the word above the arc and the one on the
right; the horizontal and vertical arcs represent
skipping of respective words.

Coordinate structure in a sentence is repre-
sented by a complete path starting from the top-
left (initial) node and arriving at the bottom-right
(terminal) node in its alignment graph. Each arc
in this path is labeled either Inside or Outside de-
pending on whether its span is part of coordina-
tion or not; i.e., the horizontal and vertical spans
of an Inside segment determine the scope of two

conjuncts. Figure 1(b)–(d) depicts example paths.
Inside and Outside arcs are depicted by solid and
dotted lines, respectively. Figure 1(b) shows a
path for coordination between “policeman” (ver-
tical span of the Inside segment) and “warehouse
guard” (horizontal span). Figure 1(c) is for “po-
liceman” and “warehouse.” Non-existence of co-
ordinations in a sentence is represented by the
Outside-only path along the top and the rightmost
borders of the graph (Figure 1(d)).

With this encoding of coordinations as paths,
coordinate structure analysis can be reduced to
finding the highest scoring path in the graph,
where the score of an arc is given by a measure
of how much two words are likely to be coordi-
nated. The goal is to build a measure that assigns
the highest score to paths denoting the correct co-
ordinate structure. Shimbo and Hara defined this
measure as a linear function of many features as-
sociated to arcs, and used perceptron training to
optimize the weight coefficients for these features
from corpora.

2.2 Features

For the description of features used in our adap-
tation of the Shimbo-Hara model to Japanese, see
(Okuma et al., 2009). In this model, all features
are defined as indicator functions asking whether
one or more attributes (e.g., surface form, part-of-
speech) take specific values at the neighbor of an
arc. One example of a feature assigned to a diag-
onal arc at row i and column j of the alignment
graph is

f =

⎧⎨⎩1 if POS[i] = Noun, POS[ j] = Adjective,
and the label of the arc is Inside,

0 otherwise.

where POS[i] denotes the part-of-speech of the ith
word in a sentence.

3 Improvements

We introduce two modifications to improve the
performance of Shimbo and Hara’s model in
Japanese coordinate structure analysis.

3.1 Bypassed alignment graphs

In their model, a path for a sentence with no coor-
dination is represented as a series of Outside arcs
as we saw in Figure 1(d). However, Outside arcs
also appear in partial paths between two coordina-
tions, as illustrated in Figure 2. Thus, two differ-
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with two coordinations. Notice that Outside (dot-
ted) arcs connect two coordinations

Figure 3: alignment graph with a “bypass”

ent roles are given to Outside arcs in the original
Shimbo-Hara model.

We identify this to be a cause of their model not
performing well for Japanese, and propose to aug-
ment the original alignment graph with a “bypass”
devoted to explicitly indicate that no coordination
exists in a sentence; i.e., we add a special path di-
rectly connecting the initial node and the terminal
node of an alignment graph. See Figure 3 for il-
lustration of a bypass.

In the new model, if the score of the path
through the bypass is higher than that of any paths
in the original alignment graph, the input sentence
is deemed not containing coordinations.

We assign to the bypass two types of features
capturing the characteristics of a whole sentence;
i.e., indicator functions of sentence length, and of
the existence of individual particles in a sentence.
The weight of these features, which eventually de-
termines the score of the bypass, is tuned by per-
ceptron just like the weights of other features.

3.2 Making features dependent on the
distance between conjuncts

Coordinations of different type (e.g., nominal and
verbal) have different relevant features, as well as
different average conjunct length (e.g., nominal
coordinations are shorter).

This observation leads us to our second modi-
fication: to make all features dependent on their

occurring positions in the alignment graph. To be
precise, for each individual feature in the original
model, a new feature is introduced which depends
on whether the Manhattan distance d in the align-
ment graph between the position of the feature oc-
currence and the nearest diagonal exceeds a fixed
threshold1 θ . For instance, if a feature f is an in-
dicator function of condition X , a new feature f ′ is
introduced such that

f ′ =

{
1, if d ≤ θ and condition X holds,

0, otherwise.

Accordingly, different weights are learned and as-
sociated to two features f and f ′. Notice that the
Manhattan distance to the nearest diagonal is equal
to the distance between word pairs to which the
feature is assigned, which in turn is a rough esti-
mate of the length of conjuncts.

This distance-based decomposition of features
allows different feature weights to be learned for
coordinations with conjuncts shorter than or equal
to θ , and those which are longer.

4 Experimental setup

We applied our improved model and Shimbo and
Hara’s original model to the EDR corpus (EDR,
1995). We also ran the Kurohashi-Nagao parser
(KNP) 2.02, a widely-used Japanese dependency
parser to which Kurohashi and Nagao’s (1994)
rule-based coordination analysis method is built
in. For comparison with KNP, we focus on bun-
setsu-level coordinations. A bunsetsu is a chunk
formed by a content word followed by zero or
more non-content words like particles.

4.1 Dataset

The Encyclopedia section of the EDR corpus was
used for evaluation. In this corpus, each sentence
is segmented into words and is accompanied by a
syntactic dependency tree, and a semantic frame
representing semantic relations among words.

A coordination is indicated by a specific relation
of type “and” in the semantic frame. The scope of
conjuncts (where a conjunct may be a word, or a
series of words) can be obtained by combining this
information with that of the syntactic tree. The
detail of this procedure can be found in (Okuma et
al., 2009).

1We use θ = 5 in the experiments of Section 4.
2http://nlp.kuee.kyoto-u.ac.jp/nl-resource/knp-e.html
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Table 1: Accuracy of coordination scopes and end of conjuncts, averaged over five-fold cross validation.
The numbers in brackets are the improvements (in points) relative to the Shimbo-Hara (SH) method.

Scope of coordinations End of conjuncts
Method Precision Recall F1 measure Precision Recall F1 measure
KNP n/a n/a n/a 58.8 65.3 61.9 (−2.6)
Shimbo and Hara’s method (SH; baseline) 53.7 49.8 51.6 (±0.0) 67.0 62.1 64.5 (±0.0)
SH + distance-based feature decomposition 55.3 52.1 53.6 (+2.0) 68.3 64.3 66.2 (+1.7)
SH + distance-based feature decomposition + bypass 55.0 57.6 56.3 (+4.7) 66.8 69.9 68.3 (+3.8)

Of 10,072 sentences in the Encyclopedia sec-
tion, 5,880 sentences contain coordinations. We
excluded 1,791 sentences in which nested coordi-
nations occur, as these cannot be processed with
Shimbo and Hara’s method (with or without our
improvements).

We then applied Japanese morphological ana-
lyzer JUMAN 5.1 to segment each sentence into
words and annotate them with parts-of-speech,
and KNP with option ’-bnst’ to transform the se-
ries of words into a bunsetsu series. With this
processing, each word-level coordination pair is
also translated into a bunsetsu pair, unless the
word-level pair is concatenated into a single bun-
setsu (sub-bunsetsu coordination). Removing sub-
bunsetsu coordinations and obvious annotation er-
rors left us with 3,257 sentences with bunsetsu-
level coordinations. Combined with the 4,192 sen-
tences not containing coordinations, this amounts
to 7,449 sentences used for our evaluation.

4.2 Evaluation metrics

KNP outputs dependency structures in Kyoto Cor-
pus format (Kurohashi et al., 2000) which spec-
ifies the end of coordinating conjuncts (bunsetsu
sequences) but not their beginning.

Hence two evaluation criteria were employed:
(i) correctness of coordination scopes3 (for com-
parison with Shimbo-Hara), and (ii) correctness of
the end of conjuncts (for comparison with KNP).
We report precision, recall and F1 measure, with
the main performance index being F1 measure.

5 Results

Table 1 summarizes the experimental results.
Even Shimbo and Hara’s original method (SH)
outperformed KNP. KNP tends to output too many
coordinations, yielding a high recall but low pre-
cision. By contrast, SH outputs a smaller number

3A coordination scope is deemed correct only if the brack-
eting of constituent conjuncts are all correct.

of coordinations; this yields a high precision but a
low recall.

The distance-based feature decomposition of
Section 3.2 gave +2.0 points improvement over the
original SH in terms of F1 measure in coordination
scope detection. Adding bypasses to alignment
graphs further improved the performance, making
a total of +4.7 points in F1 over SH; recall signifi-
cantly improved, with precision remaining mostly
intact. Finally, the improved model (SH + decom-
position + bypass) achieved an F1 measure +6.4
points higher than that of KNP in terms of end-of-
conjunct identification.
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Abstract

We present a CYK and an Earley-style
algorithm for parsing Range Concatena-
tion Grammar (RCG), using the deduc-
tive parsing framework. The characteris-
tic property of the Earley parser is that we
use a technique of range boundary con-
straint propagation to compute the yields
of non-terminals as late as possible. Ex-
periments show that, compared to previ-
ous approaches, the constraint propagation
helps to considerably decrease the number
of items in the chart.

1 Introduction

RCGs (Boullier, 2000) have recently received a
growing interest in natural language processing
(Søgaard, 2008; Sagot, 2005; Kallmeyer et al.,
2008; Maier and Søgaard, 2008). RCGs gener-
ate exactly the class of languages parsable in de-
terministic polynomial time (Bertsch and Neder-
hof, 2001). They are in particular more pow-
erful than linear context-free rewriting systems
(LCFRS) (Vijay-Shanker et al., 1987). LCFRS is
unable to describe certain natural language phe-
nomena that RCGs actually can deal with. One
example are long-distance scrambling phenom-
ena (Becker et al., 1991; Becker et al., 1992).
Other examples are non-semilinear constructions
such as case stacking in Old Georgian (Michaelis
and Kracht, 1996) and Chinese number names
(Radzinski, 1991). Boullier (1999) shows that
RCGs can describe the permutations occurring
with scrambling and the construction of Chinese
number names.

Parsing algorithms for RCG have been intro-
duced by Boullier (2000), who presents a di-
rectional top-down parsing algorithm using pseu-
docode, and Barthélemy et al. (2001), who add an
oracle to Boullier’s algorithm. The more restricted

class of LCFRS has received more attention con-
cerning parsing (Villemonte de la Clergerie, 2002;
Burden and Ljunglöf, 2005). This article proposes
new CYK and Earley parsers for RCG, formulat-
ing them in the framework of parsing as deduction
(Shieber et al., 1995). The second section intro-
duces necessary definitions. Section 3 presents a
CYK-style algorithm and Section 4 extends this
with an Earley-style prediction.

2 Preliminaries

The rules (clauses) of RCGs1 rewrite predicates
ranging over parts of the input by other predicates.
E.g., a clause S(aXb)→ S(X) signifies that S is
true for a part of the input if this part starts with an
a, ends with a b, and if, furthermore, S is also true
for the part between a and b.

Definition 1. A RCG G = 〈N,T, V, P, S〉 con-
sists of a) a finite set of predicates N with an arity
function dim: N → N \ {0} where S ∈ N is
the start predicate with dim(S) = 1, b) disjoint fi-
nite sets of terminals T and variables V , c) a finite
set P of clauses ψ0 → ψ1 . . . ψm, where m ≥ 0
and each of the ψi, 0 ≤ i ≤ m, is a predicate of
the form Ai(α1, . . . , αdim(Ai)) with Ai ∈ N and
αj ∈ (T ∪ V )∗ for 1 ≤ j ≤ dim(Ai).

Central to RCGs is the notion of ranges on
strings.

Definition 2. For every w = w1 . . . wn with
wi ∈ T (1 ≤ i ≤ n), we define a) Pos(w) =
{0, . . . , n}. b) 〈l, r〉 ∈ Pos(w) × Pos(w) with
l ≤ r is a range in w. Its yield 〈l, r〉(w) is the
substring wl+1 . . . wr. c) For two ranges ρ1 =
〈l1, r1〉, ρ2 = 〈l2, r2〉: if r1 = l2, then ρ1 · ρ2 =
〈l1, r2〉; otherwise ρ1 · ρ2 is undefined. d) A vec-
tor φ = (〈x1, y1〉, . . . , 〈xk, yk〉) is a range vector
of dimension k in w if 〈xi, yi〉 is a range in w for
1 ≤ i ≤ k. φ(i).l (resp. φ(i).r) denotes then the

1In this paper, by RCG, we always mean positive RCG,
see Boullier (2000) for details.
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first (resp. second) component of the ith element
of φ, that is xi (resp. yi).

In order to instantiate a clause of the grammar,
we need to find ranges for all variables in the
clause and for all occurrences of terminals. For
convenience, we assume the variables in a clause
and the occurrences of terminals to be equipped
with distinct subscript indices, starting with 1 and
ordered from left to right (where for variables,
only the first occurrence is relevant for this order).
We introduce a function Υ : P → N that gives the
maximal index in a clause, and we define Υ(c, x)
for a given clause c and x a variable or an occur-
rence of a terminal as the index of x in c.

Definition 3. An instantiation of a c ∈ P with
Υ(c) = j w.r.t. to some string w is given by a
range vector φ of dimension j. Applying φ to
a predicate A(~α) in c maps all occurrences of
x ∈ (T ∪ V ) with Υ(c, x) = i in ~α to φ(i). If
the result is defined (i.e., the images of adjacent
variables can be concatenated), it is called an in-
stantiated predicate and the result of applying φ to
all predicates in c, if defined, is called an instanti-
ated clause.

We also introduce range constraint vectors, vec-
tors of pairs of range boundary variables together
with a set of constraints on these variables.

Definition 4. Let Vr = {r1, r2, . . . } be a set
of range boundary variables. A range constraint
vector of dimension k is a pair 〈~ρ, C〉 where a)
~ρ ∈ (V 2

r )k; we define Vr(~ρ) as the set of range
boundary variables occurring in ~ρ. b) C is a set
of constraints cr that have one of the following
forms: r1 = r2, k = r1, r1 + k = r2,
k ≤ r1, r1 ≤ k, r1 ≤ r2 or r1 + k ≤ r2
for r1, r2 ∈ Vr(~ρ) and k ∈ N.

We say that a range vector φ satisfies a range
constraint vector 〈ρ, C〉 iff φ and ρ are of the same
dimension k and there is a function f : Vr → N
that maps ρ(i).l to φ(i).l and ρ(i).r to φ(i).r for
all 1 ≤ i ≤ k such that all constraints in C are sat-
isfied. Furthermore, we say that a range constraint
vector 〈ρ, C〉 is satisfiable iff there exists a range
vector φ that satisfies it.

Definition 5. For every clause c, we define its
range constraint vector 〈ρ, C〉 w.r.t. aw with |w| =
n as follows: a) ρ has dimension Υ(c) and all
range boundary variables in ρ are pairwise differ-
ent. b) For all 〈r1, r2〉 ∈ ρ: 0 ≤ r1, r1 ≤ r2,
r2 ≤ n ∈ C. For all occurrences x of terminals

in cwith i = Υ(c, x): ρ(i).l+1 = ρ(i).r ∈ C. For
all x, y that are variables or occurrences of termi-
nals in c such that xy is a substring of one of the
arguments in c: ρ(Υ(c, x)).r = ρ(Υ(c, y)).l ∈ C.
These are all constraints in C.

The range constraint vector of a clause c cap-
tures all information about boundaries forming a
range, ranges containing only a single terminal,
and adjacent variables/terminal occurrences in c.

An RCG derivation consists of rewriting in-
stantiated predicates applying instantiated clauses,
i.e. in every derivation step Γ1 ⇒w Γ2, we re-
place the lefthand side of an instantiated clause
with its righthand side (w.r.t. a word w). The lan-
guage of an RCG G is the set of strings that can
be reduced to the empty word: L(G) = {w |
S(〈0, |w|〉) +⇒G,w ε}.

The expressive power of RCG lies beyond mild
context-sensitivity. As an example, consider the
RCG from Fig. 3 that generates a language that is
not semilinear.

For simplicity, we assume in the following with-
out loss of generality that empty arguments (ε)
occur only in clauses whose righthand sides are
empty.2

3 Directional Bottom-Up Chart Parsing

In our directional CYK algorithm, we move a dot
through the righthand side of a clause. We there-
fore have passive items [A, φ] where A is a pred-
icate and φ a range vector of dimension dim(A)
and active items. In the latter, while traversing
the righthand side of the clause, we keep a record
of the left and right boundaries already found
for variables and terminal occurrences. This is
achieved by subsequently enriching the range con-
straint vector of the clause. Active items have the
form [A(~x)→ Φ •Ψ, 〈ρ, C〉] with A(~x)→ ΦΨ a
clause, ΦΨ 6= ε, Υ(A(~x → ΦΨ)) = j and 〈ρ, C〉
a range constraint vector of dimension j. We re-
quire that 〈ρ, C〉 be satisfiable.3

2Any RCG can be easily transformed into an RCG satis-
fying this condition: Introduce a new unary predicate Eps
with a clause Eps(ε) → ε. Then, for every clause c with
righthand side not ε, replace every argument ε that occurs in
c with a new variable X (each time a distinct one) and add
the predicate Eps(X) to the righthand side of c.

3Items that are distinguished from each other only by a bi-
jection of the range variables are considered equivalent. I.e.,
if the application of a rule yields a new item such that an
equivalent one has already been generated, this new one is
not added to the set of partial results.
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Scan:
[A, φ]

A(~x)→ ε ∈ P with instantiation ψ
such that ψ(A(~x)) = A(φ)

Initialize:
[A(~x)→ •Φ, 〈ρ,C〉]

A(~x)→ Φ ∈ P with
range constraint vector
〈ρ,C〉,Φ 6= ε

Complete:
[B,φB ],

[A(~x)→ Φ •B(x1...y1, ..., xk...yk)Ψ, 〈ρ,C〉]
[A(~x)→ ΦB(x1...y1, ..., xk...yk) •Ψ, 〈ρ,C′〉]

where C′ = C ∪ {φB(j).l = ρ(Υ(xj)).l, φB(j).r =
ρ(Υ(yj)).r | 1 ≤ j ≤ k}.

Convert: [A(~x)→ Ψ•, 〈ρ,C〉]
[A, φ]

A(~x)→ Ψ ∈ P with
an instantiation ψ that
satisfies 〈ρ,C〉,
ψ(A(~x)) = A(φ)

Goal: [S, (〈0, n〉)]

Figure 1: CYK deduction rules

The deduction rules are shown in Fig. 1. The
first rule scans the yields of terminating clauses.
Initialize introduces clauses with the dot on the
left of the righthand side. Complete moves the dot
over a predicate provided a corresponding passive
item has been found. Convert turns an active item
with the dot at the end into a passive item.

4 The Earley Algorithm

We now add top-down prediction to our algorithm.
Active items are as above. Passive items have
an additional flag p or c depending on whether
the item is predicted or completed, i.e., they ei-
ther have the form [A, 〈ρ, C〉, p] where 〈ρ, C〉 is a
range constraint vector of dimension dim(A), or
the form [A, φ, c] where φ is a range vector of di-
mension dim(A).

Initialize:
[S, 〈(〈r1, r2〉), {0 = r1, n = r2}〉, p]

Predict-rule:
[A, 〈ρ,C〉, p]

[A(x1 . . . y1, . . . , xk . . . yk)→ •Ψ, 〈ρ′, C′〉]
where 〈ρ′, C′〉 is obtained from the range constraint vector
of the clause A(x1 . . . y1, . . . , xk . . . yk) → Ψ by taking all
constraints from C, mapping all ρ(i).l to ρ′(Υ(xi)).l and
all ρ(i).r to ρ′(Υ(yi)).r, and then adding the resulting con-
straints to the range constraint vector of the clause.
Predict-pred:
[A(...)→ Φ •B(x1...y1, ..., xk...yk)Ψ, 〈ρ,C〉]

[B, 〈ρ′, C′〉, p]
where ρ′(i).l = ρ(Υ(xi)).l, ρ′(i).r = ρ(Υ(yi)).r for all
1 ≤ i ≤ k and C′ = {c | c ∈ C, c contains only range
variables from ρ′}.

Scan:
[A, 〈ρ,C〉, p]

[A, φ, c]

A(~x)→ ε ∈ P with an
instantiation ψ satisfying 〈ρ,C〉
such that ψ(A(~x)) = A(φ)

Figure 2: Earley deduction rules

The deduction rules are listed in Fig. 2. The

axiom is the prediction of an S ranging over the
entire input (initialize). We have two predict op-
erations: Predict-rule predicts active items with
the dot on the left of the righthand side, for a
given predicted passive item. Predict-pred pre-
dicts a passive item for the predicate following the
dot in an active item. Scan is applied whenever a
predicted predicate can be derived by an ε-clause.
The rules complete and convert are the ones from
the CYK algorithm except that we add flags c to
the passive items occurring in these rules. The
goal is again [S, (〈0, n〉), c].

To understand how this algorithm works, con-
sider the example in Fig. 3. The crucial property of
this algorithm, in contrast to previous approaches,
is the dynamic updating of a set of constraints on
range boundaries. We can leave range boundaries
unspecified and compute their values in a more in-
cremental fashion instead of guessing all ranges of
a clause at once at prediction.4

For evaluation, we have implemented a direc-
tional top-down algorithm where range bound-
aries are guessed at prediction (this is essentially
the algorithm described in Boullier (2000)), and
the new Earley-style algorithm. The algorithms
were tested on different words of the language
L = {a2n |n ≤ 0}. Table 1 shows the number
of generated items.

Word Earley TD
a2 15 21
a4 30 55
a8 55 164
a9 59 199

Word Earley TD
a16 100 539
a30 155 1666
a32 185 1894
a64 350 6969

Table 1: Items generated by both algorithms

Clearly, range boundary constraint propagation
increases the amount of information transported
in single items and thereby decreases considerably
the number of generated items.

5 Conclusion and future work

We have presented a new CYK and Earley pars-
ing algorithms for the full class of RCG. The cru-
cial difference between previously proposed top-
down RCG parsers and the new Earley-style algo-
rithm is that while the former compute all clause
instantiations during predict operations, the latter

4Of course, the use of constraints makes comparisons be-
tween items more complex and more expensive which means
that for an efficient implementation, an integer-based repre-
sentation of the constraints and adequate techniques for con-
straint solving are required.
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Grammar for {a2n |n > 0}: S(XY )→ S(X)eq(X,Y ), S(a1)→ ε, eq(a1X, a2Y )→ eq(X,Y ), eq(a1, a2)→ ε
Parsing trace for w = aa:

Item Rule
1 [S, 〈(〈r1, r2〉), {0 = r1, r1 ≤ r2, 2 = r2}〉, p] initialize
2 [S(XY )→ •S(X)eq(X,Y ), {X.l ≤ X.r,X.r = Y.l, Y.l ≤ Y.r, 0 = X.l, 2 = Y.r}] predict-rule from 1
3 [S, 〈(〈r1, r2〉), {0 = r1, r1 ≤ r2}〉, p] predict-pred from 2
4 [S, (〈0, 1〉), c] scan from 3
5 [S(XY )→ •S(X)eq(X,Y ), {X.l ≤ X.r,X.r = Y.l, Y.l ≤ Y.r, 0 = X.l, }] predict-rule from 3
6 [S(XY )→ S(X) • eq(X,Y ), {. . . , 0 = X.l, 2 = Y.r, 1 = X.r}] complete 2 with 4
7 [S(XY )→ S(X) • eq(X,Y ), {X.l ≤ X.r,X.r = Y.l, Y.l ≤ Y.r, 0 = X.l, 1 = X.r}] complete 5 with 4
8 [eq, 〈(〈r1, r2〉, 〈r3, r4〉), {r1 ≤ r2, r2 = r3, r3 ≤ r4, 0 = r1, 2 = r4, 1 = r2}〉] predict-pred from 6
9 [eq(a1X, a2Y )→ •eq(X,Y ), {a1.l + 1 = a1.r, a1.r = X.l,X.l ≤ X.r,

a2.l + 1 = a2.r, a2.r = Y.l, Y.l ≤ Y.r,X.r = a2.l, 0 = a1.l, 1 = X.r, 2 = Y.r}] predict-rule from 8
. . .

10 [eq, (〈0, 1〉, 〈1, 2〉), c] scan 8
11 [S(XY )→ S(X)eq(X,Y )•, {. . . , 0 = X.l, 2 = Y.r, 1 = X.r, 1 = Y.l}] complete 6 with 10
12 [S, (〈0, 2〉), c] convert 11

Figure 3: Trace of a sample Earley parse

avoids this using a technique of dynamic updating
of a set of constraints on range boundaries. Exper-
iments show that this significantly decreases the
number of generated items, which confirms that
range boundary constraint propagation is a viable
method for a lazy computation of ranges.

The Earley parser could be improved by allow-
ing to process the predicates of the righthand sides
of clauses in any order, not necessarily from left
to right. This way, one could process predicates
whose range boundaries are better known first. We
plan to include this strategy in future work.
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Abstract

Discourse connectives are words or
phrases such as once, since, and on
the contrary that explicitly signal the
presence of a discourse relation. There
are two types of ambiguity that need to
be resolved during discourse processing.
First, a word can be ambiguous between
discourse or non-discourse usage. For
example, once can be either a temporal
discourse connective or a simply a word
meaning “formerly”. Secondly, some
connectives are ambiguous in terms of the
relation they mark. For example since
can serve as either a temporal or causal
connective. We demonstrate that syntactic
features improve performance in both
disambiguation tasks. We report state-of-
the-art results for identifying discourse
vs. non-discourse usage and human-level
performance on sense disambiguation.

1 Introduction

Discourse connectives are often used to explicitly
mark the presence of a discourse relation between
two textual units. Some connectives are largely
unambiguous, such as although and additionally,
which are almost always used as discourse con-
nectives and the relations they signal are unam-
biguously identified as comparison and expansion,
respectively. However, not all words and phrases
that can serve as discourse connectives have these
desirable properties.

Some linguistic expressions are ambiguous be-
tween DISCOURSE AND NON-DISCOURSE US-
AGE. Consider for example the following sen-
tences containing and and once.

∗This work was partially supported by NSF grants IIS-
0803159, IIS-0705671 and IGERT 0504487.

(1a) Selling picked up as previous buyers bailed out of their
positions and aggressive short sellers– anticipating fur-
ther declines–moved in.

(1b) My favorite colors are blue and green.

(2a) The asbestos fiber, crocidolite, is unusually resilient
once it enters the lungs, with even brief exposures to
it causing symptoms that show up decades later, re-
searchers said.

(2b) A form of asbestos once used to make Kent cigarette
filters has caused a high percentage of cancer deaths
among a group of workers exposed to it more than 30
years ago, researchers reported.

In sentence (1a), and is a discourse connec-
tive between the two clauses linked by an elabo-
ration/expansion relation; in sentence (1b), the oc-
currence of and is non-discourse. Similarly in sen-
tence (2a), once is a discourse connective marking
the temporal relation between the clauses “The as-
bestos fiber, crocidolite is unusually resilient” and
“it enters the lungs”. In contrast, in sentence (2b),
once occurs with a non-discourse sense, meaning
“formerly” and modifying “used”.

The only comprehensive study of discourse vs.
non-discourse usage in written text1 was done in
the context of developing a complete discourse
parser for unrestricted text using surface features
(Marcu, 2000). Based on the findings from a
corpus study, Marcu’s parser “ignored both cue
phrases that had a sentential role in a majority of
the instances in the corpus and those that were
too ambiguous to be explored in the context of a
surface-based approach”.

The other ambiguity that arises during dis-
course processing involves DISCOURSE RELA-
TION SENSE. The discourse connective since for

1The discourse vs. non-discourse usage ambiguity is even
more problematic in spoken dialogues because there the num-
ber of potential discourse markers is greater than that in writ-
ten text, including common words such as now, well and
okay. Prosodic and acoustic features are the most powerful
indicators of discourse vs. non-discourse usage in that genre
(Hirschberg and Litman, 1993; Gravano et al., 2007)
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instance can signal either a temporal or a causal
relation as shown in the following examples from
Miltsakaki et al. (2005):

(3a) There have been more than 100 mergers and acquisi-
tions within the European paper industry since the most
recent wave of friendly takeovers was completed in the
U.S. in 1986.

(3b) It was a far safer deal for lenders since NWA had a
healthier cash flow and more collateral on hand.

Most prior work on relation sense identifica-
tion reports results obtained on data consisting of
both explicit and implicit relations (Wellner et al.,
2006; Soricut and Marcu, 2003). Implicit relations
are those inferred by the reader in the absence of
a discourse connective and so are hard to identify
automatically. Explicit relations are much easier
(Pitler et al., 2008).

In this paper, we explore the predictive power of
syntactic features for both the discourse vs. non-
discourse usage (Section 3) and discourse relation
sense (Section 4) prediction tasks for explicit con-
nectives in written text. For both tasks we report
high classification accuracies close to 95%.

2 Corpus and features

2.1 Penn Discourse Treebank
In our work we use the Penn Discourse Treebank
(PDTB) (Prasad et al., 2008), the largest public
resource containing discourse annotations. The
corpus contains annotations of 18,459 instances
of 100 explicit discourse connectives. Each dis-
course connective is assigned a sense from a three-
level hierarchy of senses. In our experiments
we consider only the top level categories: Ex-
pansion (one clause is elaborating information in
the other), Comparison (information in the two
clauses is compared or contrasted), Contingency
(one clause expresses the cause of the other), and
Temporal (information in two clauses are related
because of their timing). These top-level discourse
relation senses are general enough to be annotated
with high inter-annotator agreement and are com-
mon to most theories of discourse.

2.2 Syntactic features
Syntactic features have been extensively used
for tasks such as argument identification: di-
viding sentences into elementary discourse units
among which discourse relations hold (Soricut
and Marcu, 2003; Wellner and Pustejovsky, 2007;
Fisher and Roark, 2007; Elwell and Baldridge,

2008). Syntax has not been used for discourse vs.
non-discourse disambiguation, but it is clear from
the examples above that discourse connectives ap-
pear in specific syntactic contexts.

The syntactic features we used were extracted
from the gold standard Penn Treebank (Marcus et
al., 1994) parses of the PDTB articles:

Self Category The highest node in the tree
which dominates the words in the connective but
nothing else. For single word connectives, this
might correspond to the POS tag of the word, how-
ever for multi-word connectives it will not. For
example, the cue phrase in addition is parsed as
(PP (IN In) (NP (NN addition) )). While the POS
tags of “in” and “addition” are preposition and
noun, respectively, together the Self Category of
the phrase is prepositional phrase.

Parent Category The category of the immedi-
ate parent of the Self Category. This feature is
especially helpful for disambiguating cases simi-
lar to example (1b) above in which the parent of
and would be an NP (the noun phrase “blue and
green”), which will rarely be the case when and
has a discourse function.

Left Sibling Category The syntactic category
of the sibling immediately to the left of the Self
Category. If the left sibling does not exist, this fea-
tures takes the value “NONE”. Note that having no
left sibling implies that the connective is the first
substring inside its Parent Category. In example
(1a), this feature would be “NONE”, while in ex-
ample (1b), the left sibling of and is “NP”.

Right Sibling Category The syntactic category
of the sibling immediately to the right of the Self
Category. English is a right-branching language,
and so dependents tend to occur after their heads.
Thus, the right sibling is particularly important as
it is often the dependent of the potential discourse
connective under investigation. If the connective
string has a discourse function, then this depen-
dent will often be a clause (SBAR). For example,
the discourse usage in “After I went to the store,
I went home” can be distinguished from the non-
discourse usage in “After May, I will go on vaca-
tion” based on the categories of their right siblings.

Just knowing the syntactic category of the right
sibling is sometimes not enough; experiments on
the development set showed improvements by in-
cluding more features about the right sibling.

Consider the example below:
(4) NASA won’t attempt a rescue; instead, it will try to pre-

dict whether any of the rubble will smash to the ground
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and where.

The syntactic category of “where” is SBAR, so the
set of features above could not distinguish the sin-
gle word “where” from a full embedded clause
like “I went to the store”. In order to address
this deficiency, we include two additional features
about the contents of the right sibling, Right Sib-
ling Contains a VP and Right Sibling Contains
a Trace.

3 Discourse vs. non-discourse usage

Of the 100 connectives annotated in the PDTB,
only 11 appear as a discourse connective more
than 90% of the time: although, in turn, af-
terward, consequently, additionally, alternatively,
whereas, on the contrary, if and when, lest, and on
the one hand...on the other hand. There is quite
a range among the most frequent connectives: al-
though appears as a discourse connective 91.4% of
the time, while or only serves a discourse function
2.8% of the times it appears.

For training and testing, we used explicit dis-
course connectives annotated in the PDTB as pos-
itive examples and occurrences of the same strings
in the PDTB texts that were not annotated as ex-
plicit connectives as negative examples.

Sections 0 and 1 of the PDTB were used for de-
velopment of the features described in the previous
section. Here we report results using a maximum
entropy classifier2 using ten-fold cross-validation
over sections 2-22.

The results are shown in Table 3. Using the
string of the connective as the only feature sets
a reasonably high baseline, with an f-score of
75.33% and an accuracy of 85.86%. Interest-
ingly, using only the syntactic features, ignoring
the identity of the connective, is even better, re-
sulting in an f-score of 88.19% and accuracy of
92.25%. Using both the connective and syntactic
features is better than either individually, with an
f-score of 92.28% and accuracy of 95.04%.

We also experimented with combinations of
features. It is possible that different con-
nectives have different syntactic contexts for
discourse usage. Including pair-wise interac-
tion features between the connective and each
syntactic feature (features like connective=also-
RightSibling=SBAR) raised the f-score about
1.5%, to 93.63%. Adding interaction terms be-
tween pairs of syntactic features raises the f-score

2http://mallet.cs.umass.edu

Features Accuracy f-score
(1) Connective Only 85.86 75.33
(2) Syntax Only 92.25 88.19
(3) Connective+Syntax 95.04 92.28
(3)+Conn-Syn Interaction 95.99 93.63
(3)+Conn-Syn+Syn-Syn Interaction 96.26 94.19

Table 1: Discourse versus Non-discourse Usage

slightly more, to 94.19%. These results amount
to a 10% absolute improvement over those ob-
tained by Marcu (2000) in his corpus-based ap-
proach which achieves an f-score of 84.9%3 for
identifying discourse connectives in text. While
bearing in mind that the evaluations were done on
different corpora and so are not directly compara-
ble, as well as that our results would likely drop
slightly if an automatic parser was used instead of
the gold-standard parses, syntactic features prove
highly beneficial for discourse vs. non-discourse
usage prediction, as expected.

4 Sense classification

While most connectives almost always occur with
just one of the senses (for example, because is al-
most always a Contingency), a few are quite am-
biguous. For example since is often a Temporal
relation, but also often indicates Contingency.

After developing syntactic features for the dis-
course versus non-discourse usage task, we inves-
tigated whether these same features would be use-
ful for sense disambiguation.
Experiments and results We do classification be-
tween the four senses for each explicit relation
and report results on ten-fold cross-validation over
sections 2-22 of the PDTB using a Naive Bayes
classifier4.

Annotators were allowed to provide two senses
for a given connective; in these cases, we consider
either sense to be correct5. Contingency and Tem-
poral are the senses most often annotated together.
The connectives most often doubly annotated in
the PDTB are when (205/989), and (183/2999),
and as (180/743).

Results are shown in Table 4. The sense clas-
sification accuracy using just the connective is al-
ready quite high, 93.67%. Incorporating the syn-
tactic features raises performance to 94.15% accu-

3From the reported precision of 89.5% and recall of
80.8%

4We also ran a MaxEnt classifier and achieved quite sim-
ilar but slightly lower results.

5Counting only the first sense as correct leads to about 1%
lower accuracy.
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Features Accuracy
Connective Only 93.67
Connective+Syntax+Conn-Syn 94.15
Interannotator agreement 94
on sense class (Prasad et al., 2008)

Table 2: Four-way sense classification of explicits

racy. While the improvement is not huge, note that
we seem to be approaching a performance ceiling.
The human inter-annotator agreement on the top
level sense class was also 94%, suggesting further
improvements may not be possible. We provide
some examples to give a sense of the type of er-
rors that still occur.
Error Analysis While Temporal relations are the
least frequent of the four senses, making up only
19% of the explicit relations, more than half of
the errors involve the Temporal class. By far
the most commonly confused pairing was Contin-
gency relations being classified as Temporal rela-
tions, making up 29% of our errors.

A random example of each of the most common
types of errors is given below.

(5) Builders get away with using sand and financiers junk
[when] society decides it’s okay, necessary even, to
look the other way. Predicted: Temporal Correct:
Contingency

(6) You get a rain at the wrong time [and] the crop is ruined.
Predicted: Expansion Correct: Contingency

(7) In the nine months, imports rose 20% to 155.039 trillion
lire [and] exports grew 18% to 140.106 trillion lire.
Predicted: Expansion Correct: Comparison

(8) [The biotechnology concern said] Spanish authorities
must still clear the price for the treatment [but] that
it expects to receive such approval by year end. Pre-
dicted: Comparison Correct: Expansion

Examples (6) and (7) show the relatively rare
scenario when and does not signal expansion, and
Example (8) shows but indicating a sense besides
comparison. In these cases where the connective
itself is not helpful in classifying the sense of the
relation, it may be useful to incorporate features
that were developed for classifying implicit rela-
tions (Sporleder and Lascarides, 2008).

5 Conclusion

We have shown that using a few syntactic features
leads to state-of-the-art accuracy for discourse vs.
non-discourse usage classification. Including syn-
tactic features also helps sense class identification,
and we have already attained results at the level of
human annotator agreement. These results taken

together show that explicit discourse connectives
can be identified automatically with high accuracy.
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Abstract 

This paper proposes a novel user intention si-

mulation method which is a data-driven ap-

proach but able to integrate diverse user dis-

course knowledge together to simulate various 

type of users. In Markov logic framework, lo-

gistic regression based data-driven user inten-

tion modeling is introduced, and human dialog 

knowledge are designed into two layers such 

as domain and discourse knowledge, then it is 

integrated with the data-driven model in gen-

eration time. Cooperative, corrective and self-

directing discourse knowledge are designed 

and integrated to mimic such type of users. 

Experiments were carried out to investigate 

the patterns of simulated users, and it turned 

out that our approach was successful to gener-

ate user intention patterns which are not only 

unseen in the training corpus and but also per-

sonalized in the designed direction.  

1 Introduction 

User simulation techniques are widely used for learn-

ing optimal dialog strategies in a statistical dialog 

management framework and for automated evaluation 

of spoken dialog systems. User simulation can be 

layered into the user intention level and user surface 

(utterance) level. This paper proposes a novel inten-

tion level user simulation technique.  

In recent years, a data-driven user intention model-

ing is widely used since it is domain- and language 

independent. However, the problem of data-driven 

user intention simulation is the limitation of user pat-

terns. Usually, the response patterns from data-driven 

simulated user tend to be limited to the training data. 

Therefore, it is not easy to simulate unseen user inten-

tion patterns, which is quite important to evaluate or 

learn optimal dialog policies. Another problem is poor 

user type controllability in a data-driven method. 

Sometimes, developers need to switch testers between 

various type of users such as cooperative, uncoopera-

tive or novice user and so on to expose their dialog 

system to various users. 

For this, we introduce a novel data-driven user in-

tention simulation method which is powered by hu-

man dialog knowledge in Markov logic formulation 

(Richardson and Domingos, 2006) to add diversity 

and controllability to data-driven intention simulation. 

2 Related work 

Data-driven intention modeling approach uses statis-

tical methods to generate the user intention given dis-

course information (history). The advantage of this 

approach lies in its simplicity and in that it is domain- 

and language independency. N-gram based approach-

es (Eckert et al., 1997, Levin et al., 2000) and other 

approaches (Scheffler and Young, 2001, Pietquin and 

Dutoit, 2006, Schatzmann et al., 2007) are  introduced. 

There has been some work on combining rules with 

statistical models especially for system side dialog 

management (Heeman, 2007, Henderson et al., 2008). 

However, little prior research has tried to use both 

knowledge and data-driven methods together in a sin-

gle framework especially for user intention simulation.  

In this research, we introduce a novel data-driven 

user intention modeling technique which can be di-

versified or personalized by integrating human dis-

course knowledge which is represented in first-order 

logic in a single framework. In the framework, di-

verse type of user knowledge can be easily designed 

and selectively integrated into data-driven user inten-

tion simulation. 

3 Overall architecture  
The overall architecture of our user simulator is 

shown in Fig. 1. The user intention simulator accepts 

the discourse circumstances with system intention as 

input and generates the next user intention. The user 

utterance simulator constructs a corresponding user 

sentence to express the given user intention. The si-

mulated user sentence is fed to the automatic speech 

recognition (ASR) channel simulator, which then adds 

noises to the utterance. The noisy utterance is passed 

to a dialog system which consists of spoken language 

understanding (SLU) and dialog management (DM) 

modules. In this research, the user utterance simulator 

and ASR channel simulator are developed using the 

method of  (Jung et al., 2009). 
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4 Markov logic 
Markov logic is a probabilistic extension of finite 

first-order logic (Richardson and Domingos, 2006). A 

Markov Logic Network (MLN) combines first-order 

logic and probabilistic graphical models in a single 

representation.  

An MLN can be viewed as a template for construct-

ing Markov networks. From the above definition, the 

probability distribution over possible worlds x speci-

fied by the ground Markov network is given by  

 
 

 
where F is the number  of formulas in the MLN and 

ni(x) is the number of true groundings of Fi in x. As 

formula weights increase, an MLN increasingly re-

sembles a purely logical KB, becoming equivalent to 

one in the limit of all infinite weights. General algo-

rithms for inference and learning in Markov logic are 

discussed in (Richardson and Domingos, 2006). 

Since Markov logic is a first-order knowledge base 

with a weight attached to each formula, it provides a 

theoretically fine framework integrating a statistically 

learned model with logically designed and inducted 

human knowledge. So the framework can be used for 

building up a hybrid user modeling with the advan-

tages of knowledge-based and data-driven models.  

5 User intention modeling in Markov 

logic 
The task of user intention simulation is to generate 

subsequent user intentions given current discourse 

circumstances. Therefore, user intention simulation 

can be formulated in the probabilistic form 

P(userIntention | context).  

In this research, we define the user intention state 

userIntention = [dialog_act, main_goal, compo-

nent_slot], where dialog_act is a domain-independent 

label of an utterance at the level of illocutionary force 

(e.g. statement, request, wh_question) and main_goal 

is the domain-specific user goal of an utterance (e.g. 

give_something, tell_purpose). Component slots 

represent domain-specific named-entities in the utter-

ance. For example, in the user intention state for the 

utterance “I want to go to city hall” (Fig. 2), the com-

bination of each slot of semantic frame represents the 

user intention symbol. In this example, the state sym-

bol is „request+search_loc+[loc_name]‟. Dialogs on 

car navigation deal with support for the information 

and selection of the desired destination. 

The first-order language-based predicates which 

are related with discourse context information and 

with generating the next user intention are as follows: 

 
For example, after the following fragment of dialog 

for the car navigation domain,  

 
the discourse context which is passed to the user si-

mulator is illustrated in Fig. 3. 

Notice that the context information is composed of 

semantic frame (SF), discourse history (DH) and pre-

vious system intention (SI). „isFilledComponent‟ 

predicate indicates which component slots are filled 

during the discourse.  „updatedEntity‟ predicate is 

true if the corresponding named entity is newly up-

dated. „hasSystemAct‟ and „hasSystemActAttr‟ 

predicate represent previous system intention and 

mentioned attributes.  

 

 

SF 

hasIntention(“ct_01”, “request+search_loc+loc_name”) 

hasDialogAct(“ct_01”,”wh_question”) 

hasMainGoal(“ct_01”, “search_loc”) 

hasEntity(“ct_01”, “loc_keyword”) 

DH 

isFilledComponent(“ct_01”, “loc_keyword) 

!isFilledComponent(“ct_01”, “loc_address) 

!isFilledComponent(“ct_01”, “loc_name”) 

!isFilledComponent(“ct_01”, “route_type”) 

updatedEntity(“ct_01”, “loc_keyword”) 

SI 

hasNumDBResult(“ct_01”, “many”) 

hasSystemAct(“ct_01”, “inform”) 

hasSystemActAttr(“ct_01”, “address,name”) 

Fig. 3 Example of discourse context in car navigation domain. 

SF=Semantic Frame, DH=Discourse History, SI=System Inten-

tion. 

raw user utterance I want to go to city hall. 

dialog_act request 

main_goal search_loc 

component.[loc_name] cityhall 

Fig. 2 Semantic frame for user intention simulation on 

car navigation domain. 

 
Fig. 1 Overall architecture of dialog simulation  

User(01) : Where are Chinese restaurants? 
// dialog_act=wh_question 
// main_goal=search_loc 

// named_entity[loc_keyword]=Chinese_restaurant 

Sys(01) : There are Buchunsung and Idongbanjum in 
Daeidong. 

// system_act=inform 

// target_action_attribute=name,address 

 User intention simulation related  predicates 

 GenerateUserIntention(context,userIntention) 

 Discourse context related predicates 

 hasIntention(context, userIntention) 

 hasDialogAct(context, dialogAct) 

 hasMainGoal(context, mainGoal) 

 hasEntity(context, entity) 

 isFilledComponent(context,entity) 

 updatedEntity(contetx, entity) 

 hasNumDBResult(context, numDBResult) 

 hasSystemAct(context, systemAct) 

 hasSystemActAttr(context, sytemActAttr) 

  isSubTask(context, subTask) 

 

1

1
( ) exp( ( ))

F

i i

i

P X x w n x
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5.1 Data-driven user intention modeling in 

Markov logic 

The formulas are defined between the predicates 

which are related with discourse context information 

and corresponding user intention. The formulas for 

user intention modeling based on logistic regression 

are as follows: 
∀ct, pui, ui hasIntention(ct, pui)1   

=>  GenerateUserIntention(ct, ui) 

∀ct, da, ui hasDialogAct(ct, da) => GenerateUserIntention(ct,ui) 

∀ct, mg, ui hasMainGoal(ct, mg) => GenerateUserIntention(ct,ui) 

∀ct, en, ui hasEntity(ct, en) =>GenerateUserIntention(ct,ui) 

∀ct, en, ui isFilledComponent(ct,en) 

=> GenerateUserIntention(ct,ui)  
∀ct, en, ui updatedEntity(ct, en) => GenerateUserIntention(ct,ui) 

∀ct, dbr, ui hasNumDBResult(ct, dbr)  

=> GenerateUserIntention(ct, ui) 

∀ct, sa, ui hasSystemAct(ct, sa) =>GenerateUserIntention(ct, ui) 

∀ct, attr, ui hasSystemActAttr(ct, attr) 

       =>  GenerateUserIntention(ct, ui) 

The weights of each formula are estimated from 

the data which contains the evidence (context) and 

corresponding user intention of next turn (userInten-

tion). 

5.2 User knowledge 
In this research, the user knowledge, which is used for 

deciding user intention given discourse context, is 

layered into two levels: domain knowledge and dis-

course knowledge. Domain- specific and –dependent 

knowledge is described in domain knowledge. Dis-

course knowledge is more general and abstracted 

knowledge. It uses the domain knowledge as base 

knowledge. The subtask which is one of domain 

knowledge are defined as follows 

 
„isSubTask‟ implies which subtask corresponds 

to the current context. „subTaskHasIntention‟ 
describes which subtask has which user intention. 

„moveTo‟ predicate implies the connection from sub-

task to subtask node. 

Cooperative, corrective and self-directing discourse 

knowledge is represented in Markov logic to mimic 

following users.  
 Cooperative User: A user who is cooperative with a 

system by answering what the system asked.  

 Corrective User: A user who try to correct the mis-

behavior of system by jumping to or repeating spe-

cific subtask. 

 Self-directing User: A user who tries to say what 

he/she want to without considering system‟s sugges-

tion.  

Examples of discourse knowledge description for 

three types of user are shown in Fig. 4. 

                                                 
1 ct: context, ui: user intention, pui: previous user intention, da: 

dialog act, mg: main goal, en: entity, dbr:DB result, sa: system 
action, attr: target attribute of system action 

Both the formulas from data-driven model and 

formulas from discourse knowledge are used for con-

structing MLN in generation time. 

In inference, the discourse context related predi-

cates are given to MLN as true, then probabilities of 

predicate ‘GenerateUserIntention’ over candi-

date user intention are calculated. One of example 

evidence predicates was shown in Fig. 3. All of the 

predicates of Fig. 3 are given to MLN as true. From 

the network, the probability of P(userIntention | con-

text) is calculated. 

 

 
6 Experiments 
137 dialog examples from a real user and a dialog 

system in the car navigation domain were used to 

train the data-driven user intention simulator. The 

SLU and DM are built in the same way of (Jung et al., 

2009). After the training, simulations collected 1000 

dialog samples at each word error rate (WER) setting 

(WER=0 to 40%). The simulator model can be varied 

according to the combination of knowledge. We can 

generate eight different simulated users from A to H 

as Fig. 5. 

The overall trend of simulated dialogs are ex-

amined by defining an average score function similar 

to the reward score commonly used in reinforcement 

learning-based dialog systems for measuring both a 

cost and task success. We give 20 points for the suc-

cessful dialog state and penalize 1 point for each ac-

tion performed by the user to penalize longer dialogs.  

 A B C D E F G H 

Statistical model (S) O O O O O O O O 

Cooperative(CPR)  O   O O  O 

Corrective(COR)   O  O  O O 
Self-directing(SFD)    O  O O O 

Fig. 5 Eight different users (A to H) according to the 

combination of knowledge.  

 Subtask related predicates 

 subTaskHasIntention(subTask,userIntetion) 

 moveTo(subtask, subTask) 

 isCompletedSubTask (context, subTask) 

 isSubtask(context,subTask) 

 

Cooperative Knoweldge 

 // If system asks to specify an address explicitly, coop-

erative users would specify the address by jumping to 

the address setting subtask. 

 ct, st  isSubTask(ct, st) ^  

hasSytemAct(ct, “specify”) ^ 

          hasSystemActAttr(ct, “address”) 

           => moveTo(st, “AddressSetting”) 

Corrective Knowledge 

 // If the current subtask fails, corrective users would 

repeat current subtask. 

 ct, st isSubTask(ct, st)^  

isCompletedSubTask(ct, st) ^  

subTaskHasIntention(st, ui)  

=> GenerateUserIntention(ct,ui) 

Self-directing Knowledge 

 // Self-directing users do not make an utterance which 

is not relevant with the next subtask in their knowledge. 

 ct, st  isSubTask(ct, st) ^  

moveTo(st, nt) ^ 

           subTaskHasIntention(nt, ui) 

 => GenerateUserIntention(ct, ui) 

Fig. 4 Example of cooperative, corrective and self-

directing discourse knowledge.  
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Fig. 6 shows that simulated user C which has cor-

rective knowledge with statistical model show signifi-

cantly different trend over the most of word error rate 

settings. For the cooperative user (B), the difference is 

not as large and not statistically significant. It can be 

analyzed that the cooperative user behaviors are rela-

tively common patterns in human-machine dialog 

corpus. So, these behaviors can be already learned in 

statistical model (A).  

Using more than two type of knowledge together 

shows interesting result. Using cooperative know-

ledge with corrective knowledge together (E) shows 

much different result than using each knowledge 

alone (B and C). In the case of using self-directing 

knowledge with cooperative knowledge (F), the aver-

age scores are partially increased against base line 

scores. However, using corrective knowledge with 

self-directing knowledge does not show different re-

sult.  It can be thought that the corrective knowledge 

and self-directing knowledge are working as contra-

dictory policy in deciding user intention. Three dis-

course knowledge combined user shows very interest-

ing result. H shows much higher improvement over 

all simulated users, and the differences are significant 

results at p ≤ 0.001.  

To verify the proposed user simulation method can 

simulate the unseen events, the unseen rates of units 

were calculated. Fig. 7 shows the unseen unit rates of 

intention sequence. The unseen rate of n-gram varies 

according to the simulated user. Notice that simulated 

user C, E and H generates higher unseen n-gram pat-

terns over all word error settings. These users com-

monly have corrective knowledge, and the patterns 

seem to not be present in the corpus. But the unseen 

patterns do not mean poor intention simulation. High-

er task completion rate of C, E and H imply that these 

users actually generate corrective user response to 

make a successful conversation. 

7 Conclusion 
This paper presented a novel user intention simulation 

method which is a data-driven approach but able to 

integrate diverse user discourse knowledge together to 

simulate various type of user.  A logistic regression 

model is used for the statistical user intention model 

in Markov logic. Human dialog knowledge is sepa-

rated into domain and discourse knowledge, and co-

operative, corrective and self-directing discourse 

knowledge are designed to mimic such type user. The 

experiment results show that the proposed user inten-

tion simulation framework actually generates natural 

and diverse user intention patterns what the developer 

intended.  
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Fig. 7 Unseen user intention sequence rate and task com-

pletion rate over simulated users at word error rate of 10. 

WER(%) 

model  
0 10 20 30 40 

A:S (base line) 
14.22 

(0.00) 

9.13 

(0.00) 

5.55 

(0.00) 

1.33 

(0.00) 

-1.16 

(0.00) 

B:S+CPR 
14.39 

(0.17) 

9.78 

(0.65) 

5.38 

(-0.17) 

2.32† 

(0.99) 

-1.00 

(0.16) 

C:S+COR 
14.61† 

(0.40) 
10.91

♠
 

(1.78) 

7.28
♠
 

(1.74) 

2.62‡ 

(1.30) 

-0.81 

(0.35) 

D:S+SFD 
15.70

♠
 

(1.48) 

10.10‡ 

(0.97) 

5.51 

(-0.04) 

1.89 

(0.56) 
-0.96

♠
 

(0.20) 

E:S+CPR+COR 
14.75‡ 

(0.53) 
10.93

♠
 

(1.79) 

6.88‡ 

(1.33) 
2.94

♠
 

(1.61) 

-1.06† 

(0.11) 

F:S+CPR+SFD 
15.75

♠
 

(1.54) 

10.16‡ 

(1.02) 

5.80 

(0.26) 

1.88 

(0.56) 
-0.03‡ 

(1.13) 

G:S+COR+SFD 
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H:S+CPR+COR+SFD 
15.70

♠
 

(1.48) 

12.19
♠
 

(3.05) 

9.20
♠
 

(3.65) 

5.12
♠
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♠
 

(2.48) 

Fig. 6 Average scores of user intention models over used discourse 
knowledge. The relative improvements against statistical models 

are described between parentheses. Bold cells indicate the im-

provements are higher than 1.0.  
† : significantly different from the base line, p = 0.05,  

‡ : significantly different from the base line, p = 0.01,  

♠
 : significantly different from the base line, p ≤ 0.001 
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Abstract 

The abundance of homophones in Chinese 

significantly increases the number of similarly 

acceptable candidates in English-to-Chinese 

transliteration (E2C).  The dialectal factor also 

leads to different transliteration practice.  We 

compare E2C between Mandarin Chinese and 

Cantonese, and report work in progress for 

dealing with homophones and tonal patterns 

despite potential skewed distributions of indi-

vidual Chinese characters in the training data.  

1 Introduction 

This paper addresses the problem of automatic 

English-Chinese forward transliteration (referred 

to as E2C hereafter). 

There are only a few hundred Chinese charac-

ters commonly used in names, but their combina-

tion is relatively free.  Such flexibility, however, 

is not entirely ungoverned.  For instance, while 

the Brazilian striker Ronaldo is rendered as朗拿

度  long5-naa4-dou6 in Cantonese, other pho-

netically similar candidates like 朗娜度 long5-

naa4-dou6 or 郎拿刀 long4-naa4-dou11 are least 
likely.  Beyond linguistic and phonetic properties, 

many other social and cognitive factors such as 

dialect, gender, domain, meaning, and perception, 

are simultaneously influencing the naming proc-

ess and superimposing on the surface graphemic 

correspondence. 

The abundance of homophones in Chinese fur-

ther complicates the problem.  Past studies on 

phoneme-based E2C have reported their adverse 

effects (e.g. Virga and Khudanpur, 2003).  Direct 

orthographic mapping (e.g. Li et al., 2004), mak-

ing use of individual Chinese graphemes, tends 

                                                 
1
 Mandarin names are transcribed in Hanyu Pinyin 

and Cantonese names are transcribed in Jyutping pub-

lished by the Linguistic Society of Hong Kong. 

to overcome the problem and model the charac-

ter choice directly.  Meanwhile, Chinese is a 

typical tonal language and the tone information 

can help distinguish certain homophones.  Pho-

neme mapping studies seldom make use of tone 

information.  Transliteration is also an open 

problem, as new names come up everyday and 

there is no absolute or one-to-one transliterated 

version for any name.  Although direct ortho-

graphic mapping has implicitly or partially mod-

elled the tone information via individual charac-

ters, the model nevertheless heavily depends on 

the availability of training data and could be 

skewed by the distribution of a certain homo-

phone and thus precludes an acceptable translit-

eration alternative.  We therefore propose to 

model the sound and tone together in E2C.  In 

this way we attempt to deal with homophones 

more reasonably especially when the training 

data is limited.  In this paper we report some 

work in progress and compare E2C in Cantonese 

and Mandarin Chinese. 

Related work will be briefly reviewed in Sec-

tion 2.  Some characteristics of E2C will be dis-

cussed in Section 3.  Work in progress will be 

reported in Section 4, followed by a conclusion 

with future work in Section 5. 

2 Related Work 

There are basically two categories of work on 

machine transliteration.  First, various alignment 

models are used for acquiring transliteration 

lexicons from parallel corpora and other re-

sources (e.g. Kuo and Li, 2008).  Second, statis-

tical models are built for transliteration.  These 

models could be phoneme-based (e.g. Knight and 

Graehl, 1998), grapheme-based (e.g. Li et al., 

2004), hybrid (Oh and Choi, 2005), or based on 

phonetic (e.g. Tao et al., 2006) and semantic (e.g. 

Li et al., 2007) features. 

Li et al. (2004) used a Joint Source-Channel 

Model under the direct orthographic mapping 

21



(DOM) framework, skipping the middle phone-

mic representation in conventional phoneme-

based methods, and modelling the segmentation 

and alignment preferences by means of contex-

tual n-grams of the transliteration units.  Al-

though DOM has implicitly modelled the tone 

choice, since a specific character has a specific 

tone, it nevertheless heavily relies on the avail-

ability of training data.  If there happens to be a 

skewed distribution of a certain Chinese charac-

ter, the model might preclude other acceptable 

transliteration alternatives.  In view of the abun-

dance of homophones in Chinese, and that 

sound-tone combination is important in names 

(i.e., names which sound “nice” are preferred to 

those which sound “monotonous”), we propose 

to model sound-tone combinations in translitera-

tion more explicitly, using pinyin transcriptions 

to bridge the graphemic representation between 

English and Chinese.  In addition, we also study 

the dialectal differences between transliteration 

in Mandarin Chinese and Cantonese, which is 

seldom addressed in past studies. 

3 Some E2C Properties 

3.1 Dialectal Differences 

English and Chinese have very different phono-

logical properties.  A well cited example is a syl-

lable initial /d/ may surface as in Baghdad 巴格

達 ba1-ge2-da2, but the syllable final /d/ is not 

represented.  This is true for Mandarin Chinese, 

but since ending stops like –p, –t and –k are al-

lowed in Cantonese syllables, the syllable final 

/d/ in Baghdad is already captured in the last syl-

lable of巴格達 baa1-gaak3-daat6 in Cantonese. 

Such phonological difference between Manda-

rin Chinese and Cantonese might also account 

for the observation that Cantonese translitera-

tions often do not introduce extra syllables for 

certain consonant segments in the middle of an 

English name, as in Dickson, transliterated as迪

克遜 di2-ke4-xun4 in Mandarin Chinese and 迪

臣 dik6-san4 in Cantonese. 

3.2 Ambiguities from Homophones 

The homophone problem is notorious in Chinese.  

As far as personal names are concerned, the 

“correctness” of transliteration is not clear-cut at 

all.  For example, to transliterate the name Hilary 

into Chinese, based on Cantonese pronunciations, 

the following are possibilities amongst many 

others: (a) 希拉利 hei1-laai1-lei6, (b) 希拉莉 

hei1-laai1-lei6, and (c) 希拉里 hei1-laai1-lei5. 

The homophonous third character gives rise to 

multiple alternative transliterations in this exam-

ple, where orthographically 利 lei6, 莉 lei6 and 

里 lei5 are observed for “ry” in transliteration 

data.  One cannot really say any of the combina-

tions is “right” or “wrong”, but perhaps only 

“better” or “worse”.  Such judgement is more 

cognitive than linguistic in nature, and appar-

ently the tonal patterns play an important role in 

this regard.  Hence naming is more of an art than 

a science, and automatic transliteration should 

avoid over-reliance on the training data and thus 

missing unlikely but good candidates. 

4 Work in Progress 

4.1 Datasets 

A common set of 1,423 source English names 

and their transliterations
2
 in Mandarin Chinese 

(as used by media in Mainland China) and Can-

tonese (as used by media in Hong Kong) were 

collected over the Internet.  The names are 

mostly from soccer, entertainment, and politics.  

The data size is admittedly small compared to 

other existing transliteration datasets, but as a 

preliminary study, we aim at comparing the 

transliteration practice between Mandarin speak-

ers and Cantonese speakers in a more objective 

way based on a common set of English names.  

The transliteration pairs were manually aligned, 

and the pronunciations for the Chinese characters 

were automatically looked up. 

4.2 Preliminary Quantitative Analysis 

 Cantonese Mandarin 

Unique name pairs 1,531 1,543 

Total English segments 4,186 4,667 

Unique English segments 969 727 

Unique grapheme pairs 1,618 1,193 

Unique seg-sound pairs 1,574 1,141 

Table 1. Quantitative Aspects of the Data 

 

As shown in Table 1, the average segment-name 

ratios (2.73 for Cantonese and 3.02 for Mandarin) 

suggest that Mandarin transliterations often use 

more syllables for a name.  The much smaller 

number of unique English segments for Manda-

rin and the difference in token-type ratio of 

grapheme pairs (3.91 for Mandarin and 2.59 for 

Cantonese) further suggest that names are more 

consistently segmented and transliterated in 

Mandarin. 

                                                 
2
 Some names have more than one transliteration. 
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4.2.1 Graphemic Correspondence 

Assume grapheme pair mappings are in the form 

<ek, {ck1,ck2,…,ckn}>, where ek stands for the kth 

unique English segment from the data, and 

{ck1,ck2,…,ckn} for the set of n unique Chinese 

segments observed for it.  It was found that n 

varies from 1 to 10 for Mandarin, with 34.9% of 

the distinct English segments having multiple 

grapheme mappings, as shown in Table 2.  For 

Cantonese, n varies from 1 to 13, with 31.5% of 

the distinct English segments having multiple 

grapheme mappings.  The proportion of multiple 

mappings is similar for Mandarin and Cantonese, 

but the latter has a higher percentage of English 

segments with 5 or more Chinese renditions.  

Thus Mandarin transliterations are relatively 

more “standardised”, whereas Cantonese trans-

literations are graphemically more ambiguous. 

 
n Cantonese Mandarin 

>=5 5.3% 3.3% 

4 4.0% 4.4% 

3 6.2% 7.2% 

2 16.0% 20.0% 

1 68.5% 65.1% 

Example <le, {列, 利, 勒, 尼, 

李, 歷, 烈, 爾, 理, 

萊, 路, 里, 雷}> 

<le, {列, 利, 勒,  歷, 

爾, 理, 萊, 裏, 路, 

雷}> 

Table 2. Graphemic Ambiguity of the Data 

4.2.2 Homophone Ambiguity (Sound Only) 

Table 3 shows the situation with homophones 

(ignoring tones).  For example, all five characters

利莉李里理 correspond to the Jyutping lei.  De-

spite the tone difference, they are considered 

homophones in this section. 

 
n Cantonese Mandarin 

>=5 3.3% 1.9% 

4 4.0% 2.5% 

3 5.8% 5.7% 

2 16.3% 20.7% 

1 70.5% 69.2% 

Example <le, {ji, laak, lei, 

leoi, lik, lit, loi, lou, 

nei}> 

<le, {er, lai, le, lei, 

li, lie, lu}> 

Table 3. Homophone Ambiguity (Ignoring Tone) 
 

Assume grapheme-sound pair mappings are in 

the form <ek, {sk1,sk2,…,skn}>, where ek stands for 

the kth unique English segment, and 

{sk1,sk2,…,skn} for the set of n unique pronuncia-

tions (regardless of tone).  For Mandarin, n var-

ies from 1 to 7, with 30.8% of the distinct Eng-

lish segments having multiple sound mappings.  

For Cantonese, n varies from 1 to 9, with 29.5% 

of the distinct English segments having multiple 

sound mappings.  Comparing with Table 2 above, 

the downward shift of the percentages suggests 

that much of the graphemic ambiguity is a result 

of the use of homophones, instead of a set of 

characters with very different pronunciations. 

4.2.3 Homophone Ambiguity (Sound-Tone) 

Table 4 shows the situation of homophones with 

both sound and tone taken into account.  For ex-

ample, the characters 利莉 all correspond to lei6 

in Cantonese, while 李里理  all correspond to 

lei5, and they are thus treated as two groups. 

Assume grapheme-sound/tone pair mappings 

are in the form <ek, {stk1,stk2,…,stkn}>, where ek 

stands for the kth unique English segment, and 

{stk1,stk2,…,stkn} for the set of n unique pronun-

ciations (sound-tone combination).  For Manda-

rin, n varies from 1 to 8, with 33.5% of the dis-

tinct English segments corresponding to multiple 

Chinese homophones.  For Cantonese, n varies 

from 1 to 10, with 30.8% of the distinct English 

segments having multiple Chinese homophones.  

 
n Cantonese Mandarin 

>=5 4.1% 2.8% 

4 4.8% 3.3% 

3 6.1% 6.8% 

2 15.8% 20.7% 

1 69.2% 66.5% 

Example <le, {ji5, laak6, lei5, 

lei6, leoi4, lik6, lit6, 

loi4, lou6, nei4}> 

<le, {er3, lai2, le4, 

lei2, li3, li4, lie4, 

lu4} 

Table 4. Homophone Ambiguity (Sound-Tone) 

 

The figures in Table 4 are somewhere between 

those in Table 2 and Table 3, suggesting that a 

considerable part of homophones used in the 

transliterations could be distinguished by tones.  

This supports our proposal of modelling tonal 

combination explicitly in E2C. 

4.3 Method and Experiment 

The Joint Source-Channel Model in Li et al. 

(2004) was adopted in this study.  However, in-

stead of direct orthographic mapping, we model 

the mapping between an English segment and the 

pronunciation in Chinese.  Such a model is ex-

pected to have a more compact parameter space 

as individual Chinese characters for a certain 

English segment are condensed into homophones 

defined by a finite set of sounds and tones.  The 

model could save on computational effort, and is 

less affected by any bias or sparseness of the data.  

We refer to this approach as SoTo hereafter. 

Hence our approach with a bigram model is as 

follows: 
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where E refers to the English source name and 

ST refers to the sound/tone sequence of the trans-

literation, while ek and stk refer to kth segment 

and its Chinese sound respectively.  Homo-

phones in Chinese are thus captured as a class in 

the phonetic transcription.  For example, the ex-

pected Cantonese transliteration for Osborne is 

奧斯邦尼  ou3-si1-bong1-nei4.  Not only is it 

ranked first using this method, its homophonous 

variant 奧施邦尼 is within the top 5, thus bene-

fitting from the grouping of the homophones, 

despite the relatively low frequency of <s,施>.  

This would be particularly useful for translitera-

tion extraction and information retrieval. 

Unlike pure phonemic modelling, the tonal 

factor is modelled in the pronunciation transcrip-

tion.  We do not go for phonemic representation 

from the source name as the transliteration of 

foreign names into Chinese is often based on the 

surface orthographic forms, e.g. the silent h in 

Beckham is pronounced to give 漢姆 han4-mu3 

in Mandarin and 咸 haam4 in Cantonese. 

Five sets of 50 test names were randomly ex-

tracted from the 1.4K names mentioned above 

for 5-fold cross validation.  Training was done 

on the remaining data.  Results were also com-

pared with DOM.  The Mean Reciprocal Rank 

(MRR) was used for evaluation (Kantor and 

Voorhees, 2000). 

4.4 Preliminary Results 

Method Cantonese Mandarin 

DOM 0.2292 0.3518 

SoTo 0.2442 0.3557 

Table 5. Average System Performance 
 

Table 5 shows the average results of the two 

methods.  The figures are relatively low com-

pared to state-of-the-art performance, largely due 

to the small datasets.  Errors might have started 

to propagate as early as the name segmentation 

step.  As a preliminary study, however, the po-

tential of the SoTo method is apparent, particu-

larly for Cantonese.  A smaller model thus per-

forms better, and treating homophones as a class 

could avoid over-reliance on the prior distribu-

tion of individual characters.  The better per-

formance for Mandarin data is not surprising 

given the less “standardised” Cantonese translit-

erations as discussed above.  From the research 

point of view, it suggests more should be consid-

ered in addition to grapheme mapping for han-

dling Cantonese data. 

5 Future Work and Conclusion 

Thus we have compared E2C between Mandarin 

Chinese and Cantonese, and discussed work in 

progress for our proposed SoTo method which 

more reasonably treats homophones and better 

models tonal patterns in transliteration.  Future 

work includes testing on larger datasets, more in-

depth error analysis, and developing better meth-

ods to deal with Cantonese transliterations. 
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Abstract 
A collection of 3208 reported errors of Chinese 
words were analyzed. Among which, 7.2% in-
volved rarely used character, and 98.4% were 
assigned common classifications of their causes 
by human subjects. In particular, 80% of the er-
rors observed in writings of middle school stu-
dents were related to the pronunciations and 
30% were related to the compositions of words. 
Experimental results show that using intuitive 
Web-based statistics helped us capture only 
about 75% of these errors. In a related task, the 
Web-based statistics are useful for recommend-
ing incorrect characters for composing test items 
for "incorrect character identification" tests 
about 93% of the time. 

1 Introduction 
Incorrect writings in Chinese are related to our under-
standing of the cognitive process of reading Chinese 
(e.g., Leck et al., 1995), to our understanding of why 
people produce incorrect characters and our offering 
corresponding remedies (e.g., Law et al., 2005), and 
to building an environment for assisting the prepara-
tion of test items for assessing students’ knowledge of 
Chinese characters (e.g., Liu and Lin, 2008). 

Chinese characters are composed of smaller parts 
that can carry phonological and/or semantic informa-
tion. A Chinese word is formed by Chinese characters. 
For example, 新加坡 (Singapore) is a word that con-
tains three Chinese characters. The left (土) and the 
right (皮) part of 坡, respectively, carry semantic and 
phonological information. Evidences show that pro-
duction of incorrect characters are related to either 
phonological or the semantic aspect of the characters. 

In this study, we investigate several issues that are 
related to incorrect characters in Chinese words. In 
Section 2, we present the sources of the reported er-
rors. In Section 3, we analyze the causes of the ob-
served errors. In Section 4, we explore the effective-
ness of relying on Web-based statistics to correct the 
errors. The current results are encouraging but de-
mand further improvements. In Section 5, we employ 
Web-based statistics in the process of assisting teach-
ers to prepare test items for assessing students’ 
knowledge of Chinese characters. Experimental re-
sults showed that our method outperformed the one 
reported in (Liu and Lin, 2008), and captured the best 
candidates for incorrect characters 93% of the time. 

2 Data Sources 
We obtained data from three major sources. A list that 
contains 5401 characters that have been believed to be 

sufficient for everyday lives was obtained from the 
Ministry of Education (MOE) of Taiwan, and we call 
the first list the Clist, henceforth. We have two lists of 
words, and each word is accompanied by an incorrect 
way to write certain words. The first list is from a 
book published by MOE (MOE, 1996). The MOE 
provided the correct words and specified the incorrect 
characters which were mistakenly used to replace the 
correct characters in the correct words. The second 
list was collected, in 2008, from the written essays of 
students of the seventh and the eighth grades in a 
middle school in Taipei. The incorrect words were 
entered into computers based on students’ writings, 
ignoring those characters that did not actually exist 
and could not be entered.  

We will call the first list of incorrect words the 
Elist, and the second the Jlist from now on. Elist and 
Jlist contain, respectively, 1490 and 1718 entries. 
Each of these entries contains a correct word and the 
incorrect character. Hence, we can reconstruct the 
incorrect words easily. Two or more different ways to 
incorrectly write the same words were listed in differ-
ent entries and considered as two entries for simplic-
ity of presentation. 

3 Error Analysis of Written Words 
Two subjects, who are native speakers of Chinese and 
are graduate students in Computer Science, examined 
Elist and Jlist and categorized the causes of errors. 
They compared the incorrect characters with the cor-
rect characters to determine whether the errors were 
pronunciation-related or semantic-related. Referring 
to an error as being “semantic-related” is ambiguous. 
Two characters might not contain the same semantic 
part, but are still semantically related. In this study, 
we have not considered this factor. For this reason we 
refer to the errors that are related to the sharing of 
semantic parts in characters as composition-related. 

It is interesting to learn that native speakers had a 
high consensus about the causes for the observed er-
rors, but they did not always agree. Hence, we studied 
the errors that the two subjects had agreed categoriza-
tions. Among the 1490 and 1718 words in Elist and 
Jlist, respectively, the two human subjects had con-
sensus over causes of 1441 and 1583 errors.  

The statistics changed when we disregarded errors 
that involved characters not included in Clist. An er-
ror would be ignored if either the correct or the incor-
rect character did not belong to the Clist. It is possible 
for students to write such rarely used characters in an 
incorrect word just by coincidence. 

After ignoring the rare characters, there were 1333 
and 1645 words in Elist and Jlist, respectively. The 
subjects had consensus over the categories for 1285 
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and 1515 errors in Elist and Jlist, respectively.  
Table 1 shows the percentages of five categories of 

errors: C for the composition-related errors, P for the 
pronunciation-related errors, C&P for the intersection 
of C and P, NE for those errors that belonged to nei-
ther C nor P, and D for those errors that the subjects 
disagreed on the error categories. There were, respec-
tively, 505 composition-related and 1314 pronuncia-
tion-related errors in Jlist, so we see 30.70% 
(=505/1645) and 79.88% (=1314/1645) in the table. 
Notice that C&P represents the intersection of C and 
P, so we have to deduct C&P from the sum of C, P, 
NE, and D to find the total probability, namely 1. 

It is worthwhile to discuss the implication of the 
statistics in Table 1. For the Jlist, similarity between 
pronunciations accounted for nearly 80% of the errors, 
and the ratio for the errors that are related to composi-
tions and pronunciations is 1:2.6. In contrast, for the 
Elist, the corresponding ratio is almost 1:1. The Jlist 
and Elist differed significantly in the ratios of the er-
ror types. It was assumed that the dominance of pro-
nunciation-related errors in electronic documents was 
a result of the popularity of entering Chinese with 
pronunciation-based methods. The ratio for the Jlist 
challenges this popular belief, and indicates that even 
though the errors occurred during a writing process, 
rather than typing on computers, students still pro-
duced more pronunciation-related errors than compo-
sition-related errors. Distribution over error types is 
not as related to input method as one may have be-
lieved. Nevertheless, the observation might still be a 
result of students being so used to entering Chinese 
text with pronunciation-based method that the organi-
zation of their mental lexicons is also pronunciation 
related. The ratio for the Elist suggests that editors of 
the MOE book may have chosen the examples with a 
special viewpoint in their minds – balancing the errors 
due to pronunciation and composition. 

4 Reliability of Web-based Statistics  
In this section, we examine the effectiveness of using 
Web-based statistics to differentiate correct and incor-
rect characters. The abundant text material on the 
Internet gives people to treat the Web as a corpus (e.g., 
webascorpus.org). When we send a query to Google, 
we will be informed of the number of pages (NOPs) 
that possibly contain relevant information. If we put 
the query terms in quotation marks, we should find 
the web pages that literally contain the query terms. 
Hence, it is possible for us to compare the NOPs for 
two competing phrases for guessing the correct way 
of writing. At the time of this writing, Google found 
107000 and 3220 pages, respectively, for “strong tea” 
and “powerful tea”. (When conducting such advanced 
searches with Google, the quotation marks are needed 
to ensure the adjacency of individual words.) Hence, 

“strong” appears to be a better choice to go with “tea”. 
How does this strategy serve for learners of Chinese? 

We verified this strategy by sending the words in 
both the Elist and the Jlist to Google to find the NOPs. 
We can retrieve the NOPs from the documents re-
turned by Google, and compare the NOPs for the cor-
rect and the incorrect words to evaluate the strategy. 
Again, we focused on those in the 5401 words that the 
human subjects had consensus about their error types. 
Recall that we have 1285 and 1515 such words in 
Elist and Jlist, respectively. As the information avail-
able on the Web changes all the time, we also have to 
note that our experiments were conducted during the 
first half of March 2009. The queries were submitted 
at reasonable time intervals to avoid Google’s treating 
our programs as malicious attackers. 

Table 2 shows the results of our investigation. We 
considered that we had a correct result when we found 
that the NOP for the correct word larger than the NOP 
for the incorrect word. If the NOPs were equal, we 
recorded an ambiguous result; and when the NOP for 
the incorrect word is larger, we recorded an incorrect 
event. We use ‘C’, ‘A’, and ‘I’ to denote “correct”, 
“ambiguous”, and “incorrect” events in Table 2.  

The column headings of Table 2 show the setting 
of the searches with Google and the set of words that 
were used in the experiments. We asked Google to 
look for information from web pages that were en-
coded in traditional Chinese (denoted Trad). We 
could add another restriction on the source of infor-
mation by asking Google to inspect web pages from 
machines in Taiwan (denoted Twn+Trad). We were 
not sure how Google determined the languages and 
locations of the information sources, but chose to trust 
Google. The headings “Comp” and “Pron” indicate 
whether the words whose error types were composi-
tion and pronunciation-related, respectively.  

Table 2 shows eight distributions, providing ex-
perimental results that we observed under different 
settings. The distribution printed in bold face showed 
that, when we gathered information from sources that 
were encoded in traditional Chinese, we found the 
correct words 73.12% of the time for words whose 
error types were related to composition in Elist. Under 
the same experimental setting, we could not judge the 
correct word 4.58% of the time, and would have cho-
sen an incorrect word 22.30% of the time. 

Statistics in Table 2 indicate that web statistics is 
not a very reliable factor to judge the correct words. 
The average of the eight numbers in the ‘C’ rows is 
only 71.54% and the best sample is 76.59%, suggest-

Table 2. Reliability of Web-based statistics 
Trad Twn+Trad  

Comp Pron Comp Pron 
C 73.12% 73.80% 69.92% 68.72%
A 4.58% 3.76% 3.83% 3.76%

Elist 

I 22.30% 22.44% 26.25% 27.52%
C 76.59% 74.98% 69.34% 65.87%
A 2.26% 3.97% 2.47% 5.01%

Jlist 

I 21.15% 21.05% 28.19% 29.12%

Table 1. Error analysis for Elist and Jlist 
 C P C&P NE D 

Elist 66.09% 67.21% 37.13% 0.23% 3.60%
Jlist 30.70% 79.88% 20.91% 2.43% 7.90%
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ing that we did not find the correct words frequently. 
We would made incorrect judgments 24.75% of the 
time. The statistics also show that it is almost equally 
difficult to find correct words for errors that are com-
position and pronunciation related. In addition, the 
statistics reveal that choosing more features in the 
advanced search affected the final results. Using 
“Trad” offered better results in our experiments than 
using “Twn+Trad”. This observation may arouse a 
perhaps controversial argument. Although Taiwan has 
proclaimed to be the major region to use traditional 
Chinese, their web pages might not have used as ac-
curate Chinese as web pages located in other regions. 

We have analyzed the reasons for why using Web-
based statistics did not find the correct words. Fre-
quencies might not have been a good factor to deter-
mine the correctness of Chinese. However, the myriad 
amount of data on the Web should have provided a 
better performance. Google’s rephrasing our submit-
ted queries is an important factor, and, in other cases, 
incorrect words were more commonly used. 

5 Facilitating Test Item Authoring 
Incorrect character correction is a very popular type of 
test in Taiwan. There are simple test items for young 
children, and there are very challenging test items for 
the competitions among adults. Finding an attractive 
incorrect character to replace a correct character to 
form a test item is a key step in authoring test items.  

We have been trying to build a software environ-
ment for assisting the authoring of test items for in-
correct character correction (Liu and Lin, 2008, Liu et 
al., 2009). It should be easy to find a lexicon that con-
tains pronunciation information about Chinese charac-
ters. In contrast, it might not be easy to find visually 
similar Chinese characters with computational meth-
ods. We expanded the original Cangjie codes (OCC), 
and employed the expanded Cangjie codes (ECC) to 
find visually similar characters (Liu and Lin, 2008).  

With a lexicon, we can find characters that can be 
pronounced in a particular way. However, this is not 
enough for our goal. We observed that there were 
different symptoms when people used incorrect char-
acters that are related to their pronunciations. They 
may use characters that could be pronounced exactly 
the same as the correct characters. They may also use 
characters that have the same pronunciation and dif-
ferent tones with the correct character. Although rela-
tively infrequently, people may use characters whose 
pronunciations are similar to but different from the 
pronunciation of the correct character.  

As Liu and Lin (2008) reported, replacing OCC 
with ECC to find visually similar characters could 
increase the chances to find similar characters. Yet, it 
was not clear as to which components of a character 
should use ECC. 

5.1 Formalizing the Extended Cangjie Codes 
We analyzed the OCCs for all the words in Clist to 
determine the list of basic components. We treated a 
Cangjie basic symbol as if it was a word, and com-

puted the number of occurrences of n-grams based on 
the OCCs of the words in Clist. Since the OCC for a 
character contains at most five symbols, the longest n-
grams are 5-grams. Because the reason to use ECC 
was to find common components in characters, we 
disregarded n-grams that repeated no more than three 
times. In addition, the n-grams that appeared more 
than three times might not represent an actual compo-
nent in Chinese characters. Hence, we also removed 
such n-grams from the list of our basic components. 
This process naturally made our list include radicals 
that are used to categorize Chinese characters in typi-
cal printed dictionaries. The current list contains 794 
components, and it is possible to revise the list of ba-
sic components in our work whenever necessary. 

After selecting the list of basic components with 
the above procedure, we encoded the words in Elist 
with our list of basic components. We adopted the 12 
ways that Liu and Lin (2008) employed to decompose 
Chinese characters. There are other methods for de-
composing Chinese characters into components. 
Juang et al. (2005) and the research team at the Sinica 
Academia propose 13 different ways for decomposing 
characters. 

5.2 Recommending Incorrect Alternatives 
With a dictionary that provides the pronunciation of 
Chinese characters and the improved ECC encodings 
for words in the Elist, we can create lists of candidate 
characters for replacing a specific correct character in 
a given word to create a test item for incorrect charac-
ter correction.  

There are multiple strategies to create the candidate 
lists. We may propose the candidate characters be-
cause their pronunciations have the same sound and 
the same tone with those of the correct character (de-
noted SSST). Characters that have same sounds and 
different tones (SSDT), characters that have similar 
sounds and same tones (MSST), and characters that 
have similar sounds and different tones (MSDT) can 
be considered as candidates as well. It is easy to judge 
whether two Chinese characters have the same tone. 
In contrast, it is not trivial to define “similar” sound. 
We adopted the list of similar sounds that was pro-
vided by a psycholinguistic researcher (Dr. Chia-Ying 
Lee) at the Sinica Academia. 

In addition, we may propose characters that look 
similar to the correct character. Two characters may 
look similar for two reasons. They may contain the 
same components, or they contain the same radical 
and have the same total number of strokes (RS). 
When two characters contain the same component, the 
shared component might or might not locate at the 
same position within the bounding boxes of characters.  

In an authoring tool, we could recommend a lim-
ited number of candidate characters for replacing the 
correct character. We tried two strategies to compare 
and choose the visually similar characters. The first 
strategy (denoted SC1) gave a higher score to the 
shared component that located at the same location in 
the two characters being compared. The second strat-
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egy (SC2) gave the same score to any shared compo-
nent even if the component did not reside at the same 
location in the characters. When there were more than 
20 characters that receive nonzero scores, we chose to 
select at most 20 characters that had leading scores as 
the list of recommended characters. 

5.3 Evaluating the Recommendations 
We examined the usefulness of these seven categories 
of candidates with errors in Elist and Jlist. The first 
set of evaluation (the inclusion tests) checked only 
whether the lists of recommended characters con-
tained the incorrect character in our records. The sec-
ond set of evaluation (the ranking tests) was designed 
for practical application in computer assisted item 
generation. Only for those words whose actual incor-
rect characters were included in the recommended list, 
we replaced the correct characters in the words with 
the candidate incorrect characters, submitted the in-
correct words to Google, and ordered the candidate 
characters based on their NOPs. We then recorded the 
ranks of the incorrect characters among all recom-
mended characters.  

Since the same character may appear simultane-
ously in SC1, SC2, and RS, we computed the union of 
these three sets, and checked whether the incorrect 
characters were in the union. The inclusion rate is 
listed under Comp. Similarly, we computed the union 
for SSST, SSDT, MSST, and MSDT, checked whether 
the incorrect characters were in the union, and re-
corded the inclusion rate under Pron. Finally, we 
computed the union of the lists created by the seven 
strategies, and recorded the inclusion rate under Both. 

The second and the third rows of Table 3 show the 
results of the inclusion tests. The data show the per-
centage of the incorrect characters being included in 
the lists that were recommended by the seven strate-
gies. Notice that the percentages were calculated with 
different denominators. The number of composition-
related errors was used for SC1, SC2, RS, and Comp 
(e.g. 505 that we mentioned in Section 3 for the Jlist); 
the number of pronunciation-related errors for SSST, 
SSDT, MSST, MSDT, and Pron (e.g., 1314 mentioned 
in Section 3 for the Jlist); the number of either of 
these two errors for Both (e.g., 1475 for Jlist).  

The results recorded in Table 3 show that we were 
able to find the incorrect character quite effectively, 
achieving better than 93% for both Elist and Jlist. The 
statistics also show that it is easier to find incorrect 
characters that were used for pronunciation-related 
problems. Most of the pronunciation-related problems 
were misuses of characters that had exactly the same 
pronunciations with the correct characters. Unex-
pected confusions, e.g., those related to pronuncia-
tions in Chinese dialects, were the main for the failure 

to capture the pronunciation-related errors. SSDT is a 
crucial complement to SSST. There is still room to 
improve our methods to find confusing characters 
based on their compositions. We inspected the list 
generated by SC1 and SC2, and found that, although 
SC2 outperformed SC1 on the inclusion rate, SC1 and 
SC2 actually generated complementary lists and 
should be used together. The inclusion rate achieved 
by the RS strategy was surprisingly high.  

The fourth and the fifth rows of Table 3 show the 
effectiveness of relying on Google to rank the candi-
date characters for recommending an incorrect charac-
ter. The rows show the average ranks of the included 
cases. The statistics show that, with the help of 
Google, we were able to put the incorrect character on 
top of the recommended list when the incorrect char-
acter was included.  This allows us to build an envi-
ronment for assisting human teachers to efficiently 
prepare test items for incorrect character identification. 

6 Summary  
The analysis of the 1718 errors produced by real stu-
dents show that similarity between pronunciations of 
competing characters contributed most to the ob-
served errors. Evidences show that the Web statistics 
are not very reliable for differentiating correct and 
incorrect characters. In contrast, the Web statistics are 
good for comparing the attractiveness of incorrect 
characters for computer assisted item authoring.  
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Abstract

Most NLP applications work under the as-
sumption that a user input is error-free;
thus, word segmentation (WS) for written
languages that use word boundary mark-
ers (WBMs), such as spaces, has been re-
garded as a trivial issue. However, noisy
real-world texts, such as blogs, e-mails,
and SMS, may contain spacing errors that
require correction before further process-
ing may take place. For the Korean lan-
guage, many researchers have adopted a
traditional WS approach, which eliminates
all spaces in the user input and re-inserts
proper word boundaries. Unfortunately,
such an approach often exacerbates the
word spacing quality for user input, which
has few or no spacing errors; such is the
case, because a perfect WS model does
not exist. In this paper, we propose a
novel WS method that takes into consider-
ation the initial word spacing information
of the user input. Our method generates
a better output than the original user in-
put, even if the user input has few spacing
errors. Moreover, the proposed method
significantly outperforms a state-of-the-art
Korean WS model when the user input ini-
tially contains less than 10% spacing er-
rors, and performs comparably for cases
containing more spacing errors. We be-
lieve that the proposed method will be a
very practical pre-processing module.

1 Introduction

Word segmentation (WS) has been a fundamen-
tal research issue for languages that do not have
word boundary markers (WBMs); on the con-
trary, other languages that do have WBMs have re-
garded the issue as a trivial task. Texts segmented

with such WBMs, however, could contain a hu-
man writer’s intentional or un-intentional spacing
errors; and even a few spacing errors can cause
error-propagation for further NLP stages.

For written languages that have WBMs, such as
for the Korean language, the majority of recent
research has been based on a traditional WS ap-
proach (Nakagawa, 2004). The first step of the
traditional approach is to eliminate all spaces in
the user input, and then re-locate the proper places
to insert WBMs. One state-of-the-art Korean WS
model (Lee et al., 2007) is known to achieve a per-
formance of 90.31% word-unit precision, which is
comparable with other WS models for the Chinese
or Japanese language.

Still, there is a downside to the evaluation
method. If the user input has a few or no spac-
ing errors, traditional WS models may cause more
spacing errors than it correct because they produce
the same output regardless the word spacing states
of the user input.

In this paper, we propose a new WS method that
takes into account the word spacing information
from the user input. Our proposed method first
generates the best word spacing states for the user
input by using a traditional WS model; however
the method does not immediately apply the out-
put. Secondly, the method estimates a threshold
based on the word spacing quality of the user in-
put. Finally, the method uses the new word spac-
ing states that have probabilities that are higher
than the threshold.

The most important contribution of the pro-
posed method is that, for most cases, the method
generates an output that is better than the user in-
put. The experimental results show that the pro-
posed method produces a better output than the
user input even if the user input has less than 1%
spacing errors in terms of the character-unit pre-
cision. Moreover, the proposed method outper-
forms (Lee et al., 2007) significantly, when the
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user input initially contains less than 10% spacing
errors, and even performs comparably, when the
input contains more than 10% errors. Based on
these results, we believe that the proposed method
would be a very practical pre-processing module
for other NLP applications.

The paper is organized as follows: Section 2 ex-
plains the proposed method. Section 3 shows the
experimental results. Finally, the last section de-
scribes the contributions of the proposed method.

2 The Proposed Method

The proposed method consists of three steps: a
baseline WS model, confidence and threshold es-
timation, and output optimization. The following
sections will explain the steps in detail.

2.1 Baseline Word Segmentation Model
We use the tri-gram Hidden Markov Model
(HMM) of (Lee et al., 2007) as the baseline WS
model; however, we adopt the Maximum Like-
lihood (ML) decoding strategy to independently
find the best word spacing states. ML-decoding
allows us to directly compare each output to the
threshold. There is little discrepancy in accuracy
when using ML-decoding, as compared to Viterbi-
decoding, as mentioned in (Merialdo, 1994).1

Let o1,n be a sequence of n-character user input
without WBMs, xt be the best word spacing state
for ot where 1 ≤ t ≤ n. Assume that xt is either 1
(space after ot) or 0 (no space after ot). Then each
best word spacing state x̂t for all t can be found by
using Equation 1.

x̂t = argmax
i∈(0,1)

P (xt = i|o1,n) (1)

= argmax
i∈(0,1)

P (o1,n, xt = i) (2)

= argmax
i∈(0,1)

∑
xt−2,xt−1

P (xt = i|xt−2, ot−1, xt−1, ot)

×
∑
xt−1

P (ot+1|ot−1, xt−1, ot, xt = i)

×
∑
xt+1

P (ot+2|ot, xt = i, ot+1, xt+1) (3)

Equation 2 is derived by applying the Bayes’
rule and by eliminating the constant denominator.
Moreover, the equation is simplified, as is Equa-
tion 3, by using the Markov assumption, and by

1In the preliminary experiment, Viterbi-decoding showed
a 0.5% higher word-unit precision.

eliminating the constant parts. Every part of Equa-
tion 3 can be calculated by adding the probabilities
of all possible combinations of xt−2, xt−1, xt+1

and xt+2 values.
The model is trained by using the relative fre-

quency information of the training data, and a
smoothing technique is applied to relieve the data-
sparseness problem which is the linear interpola-
tion of n-grams that are used in (Lee et al., 2007).

2.2 Confidence and Threshold Estimation
We set a variable threshold that is proportional to
the word spacing quality of the user input, Confi-
dence. Formally, we can define the threshold T as
a function of a confidence C, as in Equation 4.

T = f(C) (4)

Then, we define the confidence as is done in
Equation 5. Because calculating such a variable
is impossible, we estimate the value by substi-
tuting the word spacing states produced by the
baseline WS model, xWS

1,n , with the correct word
spacing states, xcorrect

1,n , as is done in Equation 6.
This estimation is based on the assumption that
the word spacing states of the WS model is suf-
ficiently similar to the correct word spacing states
in the character-unit precision.2

C =
# of xinput

t same to xcorrect
t

# of xinput
t

(5)

≈ # of xinput
t same to xWS

t

# of xinput
t

(6)

≈ n

√√√√ n∏
k=1

P (xinput
k |o1,n) (7)

To handle the estimation error for short sen-
tences, we use the probability generating word
spacing states of the user input with the length nor-
malization as shown in Equation 7.

Figure 1 shows that the estimated confidence of
Equation 7 is almost linearly proportional to the
true confidence of Equation 5, thus suggesting that
the threshold T can be defined as a function of the
estimated confidence of Equation 7.3

2In the experiment with the development data, the base-
line WS model shows about 97% character-unit precision.

3The development data is generated by randomly intro-
ducing spacing errors into correctly spaced sentences. We
think that this reflects various intentional and un-intentional
error patterns of individuals.
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Figure 1: The relationship between estimated con-
fidence and true confidence

To keep the focus on the research subject of this
paper, we simply assume f(x) = x as in Equation
8, for the threshold function f .

T ≈ f(C) = C (8)

In the experimental results, we confirm that
even this simple threshold function can be help-
ful in improving the performance of the proposed
method against traditional WS models.

2.3 Output Optimization
After completing the two steps described in Sec-
tion 2.1 and 2.2, we have acquired the new spacing
states for the user input generated by the baseline
WS model, and the threshold measuring the word
spacing quality of the user input.

The proposed method only applies a part of the
new word spacing states to the user input, which
have probabilities that are higher than the thresh-
old; further the method discards the other new
word spacing states that have probabilities that are
lower than the threshold. By rejecting the unreli-
able output of the baseline WS model in this way,
the proposed method can effectively improve the
performance when the user input contains a rela-
tively small number of spacing errors.

3 Experimental Results

Two types of experiments have been performed.
In the first experiment, we investigate the level of
performance improvement based on different set-
tings of the user input’s word spacing error rate.
Because it is nearly impossible to obtain enough
test data for any error rate, we generate pseudo test
data in the same way that we generate develop-
ment data.4 In the second experiment, we attempt

4See Footnote 3.

figuring out whether the proposed method really
improves the word spacing quality of the user in-
put in a real-world setting.

3.1 Performance Improvement according to
the Word Spacing Error Rate of User
Input

For the first experiment, we use the Sejong corpus5

from 1998-1999 (1,000,000 Korean sentences) for
the training data, and ETRI corpus (30,000 sen-
tences) for the test data (ETRI, 1999). To gener-
ate the test data that have spacing errors, we make
twenty one copies of the test data and randomly
insert spacing errors from 0% to 20% in the same
way in which we made the development data. We
feel that this strategy can model both the inten-
tional and un-intentional human error patterns.

In Figure 2, the x-axis indicates the word spac-
ing error rate of the user input in terms of the
character-unit precision, and the y-axis shows the
word-unit precision of the output. Each graph de-
picts the word-unit precision of the test corpus,
a state-of-the-art Korean WS model (Lee et al.,
2007), the baseline WS model, and the proposed
method.

Although Lee’s model is known to perform
comparably with state-of-the-art Chinese and
Japanese WS models, it does not necessarily sug-
gest that the word spacing quality of the model’s
output is better than the user input. In Figure 2,
Lee’s model exacerbates the user input when it has
spacing errors that are lower than 3%.

The proposed method, however, produces a bet-
ter output, even if the user input has 1% spacing er-
rors. Moreover, the proposed method shows a con-
siderably better performance within the 10% spac-
ing error range, as compared to Lee’s model, al-
though the baseline WS model itself does not out-
performs Lee’s model. The performance improve-
ment in this error range is fairly significant be-
cause we found that the spacing error rate of texts
collected for the second experiment was about
9.1%.

3.2 Performance Comparison with Web Text
having Usual Error Rate

In the second experiment, we attempt finding out
whether the proposed method can be beneficial un-
der real-world circumstances. Web texts, which
consist of 1,000 erroneous sentences from famous

5Details available at: http://www.sejong.or.kr/eindex.php

31



84%

86%

88%

90%

92%

94%

96%

98%

100%

0% 2% 4% 6% 8% 10% 12% 14% 16% 18% 20%

w
or

d-
un

it
  p

re
ci

si
on

word spacing error rate of user input (in character-unit precision)
Test corpus Lee's model Baseline WS model Proposed method

Figure 2: Performance improvement according to the word spacing error rate of user input

Method Web Text
Test Corpus 70.89%
Lee’s Model 70.45%

Baseline WS Model 69.13%
Proposed Method 73.74%

Table 1: Performance comparison with Web text

Web portals and personal blogs, were collected
and used as the test data. Since the test data tend
to have a similar error rate to the narrow standard
deviation, we computed the overall performance
over the average word spacing error rate, which is
9.1%. The baseline WS model is trained on the
Sejong corpus, described in Section 3.1.

The test result is shown in Table 1. The
overall performance of Lee’s model, the baseline
WS model and the proposed method decreased
by roughly 18%. We hypothesize that the per-
formance degradation probably results from the
spelling errors of the test data, and the inconsis-
tencies that exist between the training data and the
test data. However, the proposed method still im-
proves the word spacing quality of the user input
by 3%, while the two traditional WS models de-
grades the quality. Such a result indicates that
the proposed method is effective for real-world
environments, as we had intended. Furthermore,
we also believe that the performance can be im-
proved if a proper training corpus is provided, or
if a spelling correction method is integrated.

4 Conclusion

In this paper, we proposed a new WS method that
uses the word spacing information of the user in-
put, for languages with WBMs. By utilizing the
user input, the proposed method effectively refines
the output of the baseline WS model and improves

the overall performance.
The most important contribution of this work is

that it produces an output that is better than the
user input even if it contains few spacing errors.
Therefore, the proposed method can be applied as
a pre-processing module for practical NLP appli-
cations without introducing a risk that would gen-
erate a worse output than the user input. Moreover,
the performance is notably better than a state-of-
the-art Korean WS model (Lee et al., 2007) within
the 10% spacing error range, which human writers
seldom exceed. It also performs comparably, even
if the user input contains more than 10% spacing
errors.
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Abstract

Assamese is
a morphologically rich, agglutinative and
relatively free word order Indic language.
Although spoken by nearly 30 million
people, very little computational linguistic
work has been done for this language. In
this paper, we present our work on part
of speech (POS) tagging for Assamese
using the well-known Hidden Markov
Model. Since no well-defined suitable
tagset was available, we develop a tagset
of 172 tags in consultation with experts
in linguistics. For successful tagging,
we examine relevant linguistic issues in
Assamese. For unknown words, we
perform simple morphological analysis
to determine probable tags. Using a
manually tagged corpus of about 10000
words for training, we obtain a tagging
accuracy of nearly 87% for test inputs.

1 Introduction

Part of Speech (POS) tagging is the process of
marking up words and punctuation characters in
a text with appropriate POS labels. The problems
faced in POS tagging are many. Many words that
occur in natural language texts are not listed in any
catalog or lexicon. A large percentage of words
also show ambiguity regarding lexical category.

The challenges of our work on POS tagging
for Assamese, an Indo-European language, are
compounded by the fact that very little prior
computational linguistic exists for the language,
though it is a national language of India and
spoken by over 30 million people. Assamese is a
morphologically rich, free word order, inflectional
language. Although POS tagged annotated
corpus for some of the Indian languages such as
Hindi, Bengali, and Telegu (SPSAL, 2007) have

become available lately, a POS tagged corpus for
Assamese was unavailable till we started creating
one for the work presented in this paper. Another
problem was that a clearly defined POS tagset for
Assamese was unavailable to us. As a part of the
work reported in this paper, we have developed
a tagset consisting of 172 tags, using this tagset
we have manually tagged a corpus of about ten
thousand Assamese words.

In the next section we provide a brief relevant
linguistic background of Assamese. Section 3
contains an overview of work on POS tagging.
Section 4 describes our experimental setup. In
Section 5, we analyse the result of our work
and compare the performance with other models.
Section 6 concludes this paper.

2 Linguistic Characteristics of Assamese

In Assamese, secondary forms of words are
formed through three processes: affixation,
derivation and compounding. Affixes play a very
important role in word formation. Affixes are used
in the formation of relational nouns and pronouns,
and in the inflection of verbs with respect to
number, person, tense, aspect and mood. For
example, Table 1 shows how a relational noun
ed�tA (deutA: father) is inflected depending on
number and person (Goswami, 2003). Though
Assamese is relatively free word order, yet the
predominant word order is subject-object-verb
(SOV).

The following paragraphs describe just a few
of the many characteristics of Assamese text that
make the tagging task complex.

• Depending on the context, even a common
word may have different
POS tags. For example: If kAreN (kArane),
der (dare), inime¬ (nimitte), ehtu (hetu), etc.,
are placed after pronominal adjective, they
are considered conjunction and if placed after
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Table 1: Personal definitives are inflected on
person and number

Person Singular Plural
1st My father Our father
p�zm emAr ed�tA aAmAr ed�tA

mor deutA aAmAr deutA
2nd Your father Your father
mAn� mx�m etAmAr ed�tArA etAmAelAkr ed�tArA

tomAr deutArA tomAlokar deutArA
2nd, Familiar Your father Your father
tu� mx�m etAr ed�tAr thtwr ed�tAr

tor deutAr tahator deutAr
3rd Her father Their father
ttIy tA�r ed�tAk ishwtr ed�tAk

tAir deutAk sihator deutAk

noun or personal pronoun they are considered
particle. For example,

�� kAreN m� ngelwA.
TF1 : ei kArane moi nagalo.
This + why + I+ did not go.
ET2 : This is why I did not go.
rAmr kAreN m� ngelwA.
TF : rAmar kArane moi nagalo.
Ram’s + because of + I + did not go
ET : I did not go because of Ram.
In the first sentence kAreN (kArne) is placed
after pronominal adjective �� (ei); so kArne
is considered conjunction. But in the
second sentence kArne is placed after noun
rAm (RAm), and hence kArne is considered
particle.

• Some prepositions or particles are used as
suffix if they occur after noun, personal
pronoun or verb. For example,

iseh EgiCl. TF: sihe goisil.
ET : Only he went.
Actually eh (he : only) is a particle, but it is
merged with the personal pronoun is (si).

• An affix denoting number, gender or person,
can be added to an adjective or other category
word to create a noun word. For example,

xunIyAjnI Eh aAihCA.
TF : dhuniyAjoni hoi aAhisA.
ET : You are looking beautiful.
Here xunIyA (dhuniyA : beautiful) is an
adjective, but after adding feminine suffix jnI
the whole constituent becomes a noun word.

1TF : Transliterated Assamese Form
2ET : Aproximate English Translation

• Even conjunctions can be used as other part
of speech.
hir aA� Ydu vAeyk kkAeyk.
TF : Hari aAru Jadu bhAyek kokAyek.
ET : Hari and Jadu are brothers.
eYAWAkAil rAitr GTnAeTAeW ibFyeTAk aA� aixk
rhs�jnk kir tuilel.
TF : JowAkAli rAtir ghotonAtowe bishoitok
aAru adhik rahashyajanak kori tulile.
ET : The last night incident has made the
matter more mysterious.
The word aA� (aAru : and) shows ambiguity
in these two sentences. In the first, it is used
as conjunction (i.e. Hari and Jadu) and in the
second, it is used as adjective of adjective.

3 Related Work

Several approaches have been used for building
POS taggers. Two main approaches are
supervised and unsupervised. Both supervised and
unsupervised tagging can be of three sub-types.
They are rule based, stochastic based and neural
network based. There are number of pros and cons
for each of these methods. The most common
stochastic tagging technique is Hidden Markov
Model (HMM).

During the last two
decades, many different types of taggers have been
developed, especially for corpus rich languages
such as English. Nevertheless, due to relatively
free word order, agglutinative nature, lack of
resources and the general lateness in entering the
computational linguistics field in India, reported
tagger development work on Indian languages
is relatively scanty. Among reported works,
Dandapat (2007) developed a hybrid model of
POS tagging by combining both supervised and
unsupervised stochastic techniques. Avinesh and
Karthik (2007) used conditional random field and
transformation based learning. The heart of the
system developed by Singh et al. (2006) for Hindi
was the detailed linguistic analysis of morpho-
syntactic phenomena, adroit handling of suffixes,
accurate verb group identification and learning
of disambiguation rules. Saha et al. (2004)
developed a system for machine assisted POS
tagging of Bangla corpora. Pammi and Prahllad
(2007) developed a POS tagger and chunker
using Decision Forests. This work explored
different methods for POS tagging of Indian
languages using sub-words as units. Generally,
most POS taggers for Indian langauages use
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morphological analyzer as a module. However,
building morphological analyzer of a particular
Indian language is a very difficult task.

4 Our Approach

We have used a Assamese text corpus (Corpus
Asm) of nearly 300,000 words from the online
version of the Assamese daily Asomiya Pratidin
(Sharma et al., 2008). The downloaded articles
use a font-based encoding called Luit. For
our experiments we transliterate the texts to a
normalised Roman encoding using transliteration
software developed by us. We manually tag a
part of this corpus, Tr, consisting of nearly 10,000
words for training. We use other portions of
Corpus Asm for testing the tagger.

There was no tagset for Assamese before we
started the project reported in this paper. Due to
the morphological richness of the language, many
words of Assamese occur in secondary forms in
texts. This increases the number of POS tags
that needed for the language. Also, often there
are differences of opinion among linguists on the
tags that may be associated with certain words
in texts. We developed a tagset after in-depth
consultation with linguists and manually tagged
text segments of nearly 10,000 words according to
their guidance. To make the tagging process easier
we have subcategorised each category of noun
and personal pronoun based on six case endings
(viz, nominative, accussative, instumental, dative,
genitive and locative) and two numbers.

We have used HMM
(Dermatas and Kokkinakis, 1995) and the Viterbi
algorithm (1967) in developing our POS tagger.
HMM/Viterbi approach is the most useful method,
when pretagged corpus is not available. First, in
the training phase, we have manually tagged the
Tr part of the corpus using the tagset discussed
above. Then, we build four database tables
using probabilities extracted from the manually
tagged corpus- word-probability table, previous-
tag-probability table, starting-tag-probability table
and affix-probability table.

For testing, we consider three text segments, A,
B and C, each of about 1000 words. First the input
text is segmented into sentences. Each sentence
is parsed individually. Each word of a sentence
is stored in an array. After that, each word is
searched in the word-probability table. If the
word is unknown, its possible affixes are extracted

Table 2: POS tagging results with small corpora.
Size of training words : 10000, UWH : Unknown word
handling, UPH : Unknown proper noun handling

Test Size Average UDH UPHset accuracy accuracy accuracy
A 992 84.68% 62.8% 42.0%
B 1074 89.94% 67.54% 53.96%
C 1241 86.05% 85.64% 26.47%

Table 3: Comparison of our result with other
HMM based model.

Author Language Averageaccuracy
Toutanova et al.(2003) English 97.24%
Banko and Moore(2004) English 96.55%
Dandapat and Sarkar(2006) Bengali 84.37%

Rao et al.(2007) Hindi 76.34%
Bengali 72.17%
Telegu 53.17%

Rao and Yarowsky(2007) Hindi 70.67%
Bengali 65.47%
Telegu 65.85%

Sastry et al.(2007) Hindi 69.98%
Bengali 67.52%
Telegu 68.32%

Ekbal et al.(2007) Hindi 71.65%
Bengali 80.63%
Telegu 53.15%

Ours Assamese 85.64%

and searched in the affix-probability table. From
this search, we obtain the probable tags and
their corresponding probabilities for each word.
All these probable tags and the corresponding
probabilities are stored in a two dimensional array
which we call the lattice of the sentence. If we
do not get probable tags and probabilities for a
certain word from these two tables we assign tag
CN (Common Noun) and probability 1 to the
word since occurrence of CN is highest in the
manually tagged corpus. After forming the lattice,
the Viterbi algorithm is applied to the lattice that
yields the most probable tag sequence for that
sentence. After that next sentence is taken and the
same procedure is repeated.

5 Experimental Evaluation

The results using the three test segments are
summarised in Table 2. The evaluation of the
results require intensive manual verification effort.
Larger training corpora is likely to produce more
accurate results. More reliable results can be
obtained using larger test corpora. Table 3
compares our result with other HMM based
reported work. Form the table it is clear that
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Toutanova et al. (2003) obtained the best result
for English (97.24%). Among HMM based
experiments reported on Indian languages, we
have obtained the best result (86.89%). This work
is ongoing and the corpus size and the amount of
tagged text are being increased on a regular basis.

The accuracy of a tagger depends on the size of
tagset used, vocabulary used, and size, genre and
quality of the corpus used. Our tagset containing
172 tags is rather big compared to other Indian
language tagsets. A smaller tagset is likely to
give more accurate result, but may give less
information about word structure and ambiguity.
The corpora for training and testing our tagger are
taken form an Assamese daily newspaper Asomiya
Pratidin, thus they are of the same genre.

6 Conclusion & Future work

We have achieved good POS tagging results for
Assamese, a fairly widely spoken language which
had very little prior computational linguistic work.
We have obtained an average tagging accuracy
of 87% using a training corpus of just 10000
words. Our main achievement is the creation of
the Assamese tagset that was not available before
starting this project. We have implemented an
existing method for POS tagging but our work is
for a new language where an annotated corpora
and a pre-defined tagset were not available.

We are currently working on developing a
small and more compact tagset. We propose
the following additional work for improved
performance. First, the size of the manually
tagged part of the corpus will have to be
increased. Second, a suitable procedure for
handling unknown proper nouns will have to be
developed. Third, if this system can be expanded
to trigrams or even n-grams using a larger training
corpus, we believe that the tagging accuracy will
increase.
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Abstract

This paper presents experiments which
combine a grammar-driven and a data-
driven parser. We show how the con-
version of LFG output to dependency
representation allows for a technique of
parser stacking, whereby the output of the
grammar-driven parser supplies features
for a data-driven dependency parser. We
evaluate on English and German and show
significant improvements stemming from
the proposed dependency structure as well
as various other, deep linguistic features
derived from the respective grammars.

1 Introduction

The divide between grammar-driven and data-
driven approaches to parsing has become less pro-
nounced in recent years due to extensive work on
robustness and efficiency for the grammar-driven
approaches (Riezler et al., 2002; Cahill et al.,
2008b). The linguistic generalizations captured in
such knowledge-based resources are thus increas-
ingly available for use in practical applications.

The NLP-community has in recent years wit-
nessed a surge of interest in dependency-based
approaches to syntactic parsing, spurred by the
CoNLL shared tasks of dependency parsing
(Buchholz and Marsi, 2006; Nivre et al., 2007).
Nivre and McDonald (2008) show how two differ-
ent approaches to dependency parsing, the graph-
based and transition-based approaches, may be
combined and subsequently learn to complement
each other to achieve improved parse results for a
range of different languages.

In this paper, we show how a data-driven depen-
dency parser may straightforwardly be modified to
learn directly from a grammar-driven parser. We
evaluate on English and German and show signifi-
cant improvements for both languages. Like Nivre

and McDonald (2008), we supply a data-driven
dependency parser with features from a different
parser to guide parsing. The additional parser em-
ployed in this work, is not however, a data-driven
parser trained on the same data set, but a grammar-
driven parser outputing a deep LFG analysis. We
furthermore show how a range of other features –
morphological, structural and semantic – from the
grammar-driven analysis may be employed dur-
ing data-driven parsing and lead to significant im-
provements.

2 Grammar-driven LFG-parsing

The XLE system (Crouch et al., 2007) performs
unification-based parsing using hand-crafted LFG
grammars. It processes raw text and assigns to it
both a phrase-structural (‘c-structure’) and a fea-
ture structural, functional (‘f-structure’).

In the work described in this paper, we employ
the XLE platform using the grammars available
for English and German from the ParGram project
(Butt et al., 2002). In order to increase the cover-
age of the grammars, we employ the robustness
techniques of fragment parsing and ‘skimming’
available in XLE (Riezler et al., 2002).

3 Dependency conversion and feature
extraction

In extracting information from the output of the
deep grammars we wish to capture as much of the
precise, linguistic generalizations embodied in the
grammars as possible, whilst keeping with the re-
quirements posed by the dependency parser. The
process is illustrated in Figure 1.

3.1 Data

The English data set consists of the Wall Street
Journal sections 2-24 of the Penn treebank (Mar-
cus et al., 1993), converted to dependency format.
The treebank data used for German is the Tiger
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PRED ‘halte〈. . .〉’
VTYPE predicative
SUBJ “pro”

OBJ

f2

PRED ‘Verhalten’
CASE acc
SPEC f3“das”

ADJUNCT

{
f4“damalige”

}


XCOMP-PRED

PRED ‘für〈. . .〉’
PTYPE nosem

OBJ

[
PRED ‘richtig’
SUBJ

]



SUBJ

converted:

SPEC

XCOMP-PRED

ADJCT

SUBJ-OBJ

OBJ

Ich halte das damalige Verhalten für richtig.
1sg pred. acc nosem

g

SB

old:

NK

OA

NK

MO
NK

Figure 1: Treebank enrichment with LFG output; German example: I consider the past behaviour cor-
rect.

treebank (Brants et al., 2004), where we employ
the version released with the CoNLL-X shared
task on dependency parsing (Buchholz and Marsi,
2006).

3.2 LFG to dependency structure

We start out by converting the XLE output to a
dependency representation. This is quite straight-
forward since the f-structures produced by LFG
parsers can be interpreted as dependency struc-
tures. The conversion is performed by a set of
rewrite rules which are executed by XLE’s built-
in extraction engine. We employ two strategies for
the extraction of dependency structures from out-
put containing multiple heads. We attach the de-
pendent to the closest head and, i) label it with the
corresponding label (Single), ii) label it with the
complex label corresponding to the concatenation
of the labels from the multiple head attachments
(Complex). The converted dependency analysis in
Figure 1 shows the f-structure and the correspond-
ing converted dependency output of a German ex-
ample sentence, where a raised objectVerhalten
receives the complexSUBJ-OBJ label. Following
the XLE-parsing of the treebanks and the ensu-
ing dependency conversion, we have a grammar-
based analysis for 95.2% of the English sentence,
45238 sentences altogether, and 96.5% of the Ger-
man sentences, 38189 sentences altogether.

3.3 Deep linguistic features

The LFG grammars capture linguistic generaliza-
tions which may not be reduced to a dependency
representation. For instance, the grammars con-
tain information on morphosyntactic properties
such as case, gender and tense, as well as more se-
mantic properties detailing various types of adver-
bials, specifying semantic conceptual categories
such as human, time and location etc., see Fig-
ure 1. Table 1 presents the features extracted for

use during parsing from the German and English
XLE-parses.

4 Data-driven dependency parsing

MaltParser (Nivre et al., 2006a) is a language-
independent system for data-driven dependency
parsing which is freely available.1 MaltParser is
based on a deterministic parsing strategy in com-
bination with treebank-induced classifiers for pre-
dicting parse transitions. MaltParser constructs
parsing as a set of transitions between parse con-
figurations. A parse configuration is a triple
〈S, I,G〉, whereS represents the parse stack,I is
the queue of remaining input tokens, andG repre-
sents the dependency graph defined thus far.

The feature model in MaltParser defines the rel-
evant attributes of tokens in a parse configuration.
Parse configurations are represented by a set of
features, which focus on attributes of thetop of the
stack, thenext input token and neighboring tokens
in the stack, input queue and dependency graph
under construction. Table 2 shows an example of
a feature model.2

For the training of baseline parsers we employ
feature models which make use of the word form
(FORM), part-of-speech (POS) and the dependency
relation (DEP) of a given token, exemplified in
Table 2. For the baseline parsers and all subse-
quent parsers we employ the arg-eager algorithm
in combination with SVM learners with a polyno-
mial kernel.3

1http://maltparser.org
2Note that the feature model in Table 2 is an example fea-

ture model and not the actual model employed in the parse
experiments. The details or references for the English and
German models are provided below.

3For training of the baseline parsers we also em-
ploy some language-specific settings. For English we
use learner and parser settings, as well as feature model
from the English pretrained MaltParser-model available from
http://maltparser.org. For German, we use the learner and
parser settings from the parser employed in the CoNLL-X
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POS XFeats
Verb CLAUSETYPE, GOVPREP, MOOD, PASSIVE, PERF,

TENSE, VTYPE

Noun CASE, COMMON, GOVPREP, LOCATIONTYPE, NUM,
NTYPE, PERS, PROPERTYPE

Pronoun CASE, GOVPREP, NUM, NTYPE, PERS

Prep PSEM, PTYPE

Conj COORD, COORD-FORM, COORD-LEVEL

Adv ADJUNCTTYPE, ADV TYPE

Adj ATYPE, DEGREE

English DEVERBAL, PROG, SUBCAT, GENDSEM, HUMAN ,
TIME

German AUX SELECT, AUX FLIP, COHERENT, FUT, DEF, GEND,
GENITIVE, COUNT

Table 1: Features from XLE output, common for
both languages and language-speciffic

FORM POS DEP XFEATS XDEP

S:top + + + + +
I:next + + + +
I:next−1 + +
G:head oftop + +
G:leftmost dependent oftop + +
InputArc(XHEAD)

Table 2: Example feature model; S: stack, I: input,
G: graph;±n = n positions to the left(−) or right
(+).

5 Parser stacking

The procedure to enable the data-driven parser to
learn from the grammar-driven parser is quite sim-
ple. We parse a treebank with the XLE platform.
We then convert the LFG output to dependency
structures, so that we have two parallel versions
of the treebank – one gold standard and one with
LFG-annotation. We extend the gold standard
treebank with additional information from the cor-
responding LFG analysis, as illustrated by Figure
1 and train the data-driven dependency parser on
the enhanced data set.

We extend the feature model of the baseline
parsers in the same way as Nivre and McDon-
ald (2008). The example feature model in Table
2 shows how we add the proposed dependency
relation (XDEP) top and next as features for the
parser. We furthermore add a feature which looks
at whether there is an arc between these two tokens
in the dependency structure (InputArc(XHEAD)),
with three possible values: Left, Right, None. In
order to incorporate further information supplied
by the LFG grammars we extend the feature mod-
els with an additional, static attribute,XFEATS.
This is employed for the range of deep linguistic
features, detailed in section 3.3 above.

5.1 Experimental setup

All parse experiments are performed using 10-fold
cross-validation for training and testing. Overall
parsing accuracy will be reported using the stan-
dard metrics of labeled attachment score (LAS)
and unlabeled attachment score (UAS).Statistical
significance is checked using Dan Bikel’s random-
ized parsing evaluation comparator.4

shared task (Nivre et al., 2006b). For both languages, we em-
ploy so-called “relaxed” root handling.

4http://www.cis.upenn.edu/∼dbikel/software.html

6 Results

We experiment with the addition of two types of
features: i) the dependency structure proposed by
XLE for a given sentence ii) other morphosyntac-
tic, structural or lexical semantic features provided
by the XLE grammar. The results are presented in
Table 3.

For English, we find that the addition of pro-
posed dependency structure from the grammar-
driven parser causes a small, but significant im-
provement of results (p<.0001). In terms of la-
beled accuracy the results improve with 0.15 per-
centage points, from 89.64 to 89.79. The introduc-
tion of complex dependency labels to account for
multiple heads in the LFG output causes a smaller
improvement of results than the single labeling
scheme. The corresponding results for German are
presented in Table 3. We find that the addition of
grammar-driven dependency structures with sin-
gle labels (Single) improves the parse results sig-
nificantly (p<.0001), both in terms of unlabeled
and labeled accuracy. For labeled accuracy we ob-
serve an improvement of 1.45 percentage points,
from 85.97 to 87.42. For the German data, we
find that the addition of dependency structure with
complex labels (Complex) gives a further small,
but significant (p<.03) improvement over the ex-
periment with single labels.

The results following the addition of the
grammar-extracted features in Table 1 (Feats) are
presented in Table 3.5 We observe significant im-
provements of overall parse results for both lan-
guages (p<.0001).

5We experimented with several feature models for the in-
clusion of the additional information, however, found no sig-
nificant differences when performing a forward feature selec-
tion. The simple feature model simply adds theXFEATS of
the top andnext tokens of the parse configuration.
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English German
UAS LAS UAS LAS

Baseline 92.48 89.64 88.68 85.97
Single 92.61 89.79 89.72 87.42
Complex 92.58 89.74 89.76 87.46
Feats 92.55 89.77 89.63 87.30
Single+Feats 92.52 89.69 90.01 87.77
Complex+Feats 92.53 89.70 90.02 87.78

Table 3: Overall results in experiments expressed as unlabeled and labeled attachment scores.

We also investigated combinations of the dif-
ferent sources of information – dependency struc-
tures and deep features. These results are pre-
sented in the final lines of Table 3. We find
that for the English parser, the combination of
the features do not cause a further improve-
ment of results, compared to the individual ex-
periments. The combined experiments (Sin-
gle+Feats, Complex+Feats) for German, on the
other hand, differ significantly from the base-
line experiment, as well as the individual ex-
periments (Single,Complex,Feats) reported above
(p<.0001). By combination of the grammar-
derived features we improve on the baseline by
1.81 percentage points.

A comparison with the German results obtained
using MaltParser with graph-based dependency
structures supplied by MSTParser (Nivre and Mc-
Donald, 2008) shows that our results using a
grammar-driven parser largely corroborate the ten-
dencies observed there. Our best results for Ger-
man, combining dependency structures and addi-
tional features, slightly improve on those reported
for MaltParser (by 0.11 percentage points).6

7 Conclusions and future work

This paper has presented experiments in the com-
bination of a grammar-driven LFG-parser and a
data-driven dependency parser. We have shown
how the use of converted dependency structures
in the training of a data-driven dependency parser,
MaltParser, causes significant improvements in
overall parse results for English and German. We
have furthermore presented a set of additional,
deep features which may straightforwardly be ex-
tracted from the grammar-based output and cause
individual improvements for both languages and a
combined effect for German.

In terms of future work, a more extensive er-
ror analysis will be performed to locate the pre-

6English was not among the languages investigated in-
Nivre and McDonald (2008).

cise benefits of the parser combination. We will
also investigate the application of the method di-
rectly to raw text and application to a task which
may benefit specifically from the combined anal-
yses, such as semantic role labeling or semantic
verb classification.

It has recently been shown that automatically
acquired LFG grammars may actually outperform
hand-crafted grammars in parsing (Cahill et al.,
2008a). These results add further to the relevance
of the results shown in this paper, bypassing the
bottleneck of grammar hand-crafting as a prereq-
uisite for the applicability of our results.
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Abstract
This paper describes an incremental parser
based on an adjoining operation. By using
the operation, we can avoid the problem
of infinite local ambiguity in incremental
parsing. This paper further proposes a re-
stricted version of the adjoining operation,
which preserves lexical dependencies of
partial parse trees. Our experimental re-
sults showed that the restriction enhances
the accuracy of the incremental parsing.

1 Introduction

Incremental parser reads a sentence from left to
right, and produces partial parse trees which span
all words in each initial fragment of the sentence.
Incremental parsing is useful to realize real-time
spoken language processing systems, such as a si-
multaneous machine interpretation system, an au-
tomatic captioning system, or a spoken dialogue
system (Allen et al., 2001).

Several incremental parsing methods have been
proposed so far (Collins and Roark, 2004; Roark,
2001; Roark, 2004). In these methods, the parsers
can produce the candidates of partial parse trees
on a word-by-word basis. However, they suffer
from the problem of infinite local ambiguity, i.e.,
they may produce an infinite number of candidates
of partial parse trees. This problem is caused by
the fact that partial parse trees can have arbitrar-
ily nested left-recursive structures and there is no
information to predict the depth of nesting.

To solve the problem, this paper proposes an in-
cremental parsing method based on an adjoining
operation. By using the operation, we can avoid
the problem of infinite local ambiguity. This ap-
proach has been adopted by Lombardo and Sturt
(1997) and Kato et al. (2004). However, this
raises another problem that their adjoining opera-
tions cannot preserve lexical dependencies of par-
tial parse trees. This paper proposes a restricted

version of the adjoining operation which preserves
lexical dependencies. Our experimental results
showed that the restriction enhances the accuracy
of the incremental parsing.

2 Incremental Parsing

This section gives a description of Collins and
Roark’s incremental parser (Collins and Roark,
2004) and discusses its problem.

Collins and Roark’s parser uses a grammar de-
fined by a 6-tuple G = (V, T, S, #, C,B). V is
a set of nonterminal symbols. T is a set of ter-
minal symbols. S is called a start symbol and
S ∈ V . # is a special symbol to mark the end
of a constituent. The rightmost child of every par-
ent is labeled with this symbol. This is necessary
to build a proper probabilistic parsing model. C
is a set of allowable chains. An allowable chain
is a sequence of nonterminal symbols followed by
a terminal symbol. Each chain corresponds to a
label sequence on a path from a node to its left-
most descendant leaf. B is a set of allowable
triples. An allowable triple is a tuple ⟨X, Y, Z⟩
where X,Y, Z ∈ V . The triple specifies which
nonterminal symbol Z is allowed to follow a non-
terminal symbol Y under a parent X .

For each initial fragment of a sentence, Collins
and Roark’s incremental parser produces partial
parse trees which span all words in the fragment.

Let us consider the parsing process as shown
in Figure 1. For the first word “we”, the parser
produces the partial parse tree (a), if the allowable
chain ⟨S → NP → PRP → we⟩ exists in C. For
other chains which start with S and end with “we”,
the parser produces partial parse trees by using the
chains. For the next word, the parser attaches the
chain ⟨VP→VBP→ describe⟩ to the partial parse
tree (a) 1. The attachment is possible when the al-
lowable triple ⟨S, NP, VP⟩ exists in B.

1More precisely, the chain is attached after attaching end-
of-constituent # under the NP node.
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2.1 Infinite Local Ambiguity

Incremental parsing suffers from the problem of
infinite local ambiguity. The ambiguity is caused
by left-recursion. An infinite number of partial
parse trees are produced, because we cannot pre-
dict the depth of left-recursive nesting.

Let us consider the fragment “We describe a.”
For this fragment, there exist several candidates of
partial parse trees. Figure 1 shows candidates of
partial parse trees. The partial parse tree (c) rep-
resents that the noun phrase which starts with “a”
has no adjunct. The tree (d) represents that the
noun phrase has an adjunct or is a conjunct of a
coordinated noun phrase. The tree (e) represents
that the noun phrase has an adjunct and the noun
phrase with an adjunct is a conjunct of a coordi-
nated noun phrase. The partial parse trees (d) and
(e) are the instances of partial parse trees which
have left-recursive structures. The major problem
is that there is no information to determine the
depth of left-recursive nesting at this point.

3 Incremental Parsing Method Based on
Adjoining Operation

In order to avoid the problem of infinite local am-
biguity, the previous works have adopted the fol-
lowing approaches: (1) a beam search strategy
(Collins and Roark, 2004; Roark, 2001; Roark,
2004), (2) limiting the allowable chains to those
actually observed in the treebank (Collins and
Roark, 2004), and (3) transforming the parse trees

with a selective left-corner transformation (John-
son and Roark, 2000) before inducing the al-
lowable chains and allowable triples (Collins and
Roark, 2004). The first and second approaches can
prevent the parser from infinitely producing partial
parse trees, but the parser has to produce partial
parse trees as shown in Figure 1. The local ambi-
guity still remains. In the third approach, no left
recursive structure exists in the transformed gram-
mar, but the parse trees defined by the grammar are
different from those defined by the original gram-
mar. It is not clear if partial parse trees defined by
the transformed grammar represent syntactic rela-
tions correctly.

As an approach to solve these problems, we
introduce an adjoining operation to incremental
parsing. Lombardo and Sturt (1997) and Kato
et al. (2004) have already adopted this approach.
However, their methods have another problem that
their adjoining operations cannot preserve lexical
dependencies of partial parse trees. To solve this
problem, this section proposes a restricted version
of the adjoining operation.

3.1 Adjoining Operation
An adjoining operation is used in Tree-Adjoining
Grammar (Joshi, 1985). The operation inserts a
tree into another tree. The inserted tree is called an
auxiliary tree. Each auxiliary tree has a leaf called
a foot which has the same nonterminal symbol as
its root. An adjoining operation is defined as fol-
lows:

adjoining An adjoining operation splits a parse
tree σ at a nonterminal node η and inserts an
auxiliary tree β having the same nonterminal
symbol as η, i.e., combines the upper tree of
σ with the root of β and the lower tree of σ
with the foot of β.

We write aη,β(σ) for the partial parse tree obtained
by adjoining β to σ at η.

We use simplest auxiliary trees, which consist
of a root and a foot.

As we have seen in Figure 1, Collins and
Roark’s parser produces partial parse trees such as
(c), (d) and (e). On the other hand, by using the
adjoining operation, our parser produces only the
partial parse tree (c). When a left-recursive struc-
ture is required to parse the sentence, our parser
adjoins it. In the example above, the parser adjoins
the auxiliary tree ⟨NP → NP⟩ to the partial parse
tree (c) when the word “for” is read. This enables
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the parser to attach the allowable chain ⟨PP → IN
→ for⟩. The parsing process is shown in Figure 2.

3.2 Adjoining Operation and Monotonicity

By using the adjoining operation, we avoid the
problem of infinite local ambiguity. However, the
adjoining operation cannot preserve lexical depen-
dencies of partial parse trees. Lexical dependency
is a kind of relation between words, which repre-
sents head-modifier relation. We can map parse
trees to sets of lexical dependencies by identifying
the head-child of each constituent in the parse tree
(Collins, 1999).

Let us consider the parsing process as shown
in Figure 3. The partial parse tree (a) is a can-
didate for the initial fragment “We describe John
’s”. We mark each head-child with a special sym-
bol ∗. We obtain three lexical dependencies ⟨We
→ describe⟩, ⟨John → ’s⟩ and ⟨’s → describe⟩
from (a). When the parser reads the next word
“method”, it produces the partial parse tree (b) by
adjoining the auxiliary tree ⟨NP → NP⟩. The par-
tial parse tree (b) does not have ⟨’s → describe⟩.
The dependency ⟨’s → describe⟩ is removed when
the parser adjoins the auxiliary tree ⟨NP → NP⟩ to
(a). This example demonstrates that the adjoining
operation cannot preserve lexical dependencies of
partial parse trees.

Now, we define the monotonicity of the adjoin-
ing operation. We say that adjoining an auxiliary
tree β to a partial parse tree σ at a node η is mono-

tonic when dep(σ) ⊆ dep(aη,β(σ)) where dep is
the mapping from a parse tree to a set of dependen-
cies. An auxiliary tree β is monotonic if adjoining
β to any partial parse tree is monotonic.

We want to exclude any non-monotonic auxil-
iary tree from the grammar. For this purpose, we
restrict the form of auxiliary trees. In our frame-
work, all auxiliary trees satisfy the following con-
straint:

• The foot of each auxiliary tree must be the
head-child of its parent.

The auxiliary tree ⟨NP → NP∗⟩ satisfies the con-
straint, while ⟨NP → NP⟩ does not.

3.3 Our Incremental Parser
Our incremental parser is based on a probabilistic
parsing model which assigns a probability to each
operation. The probability of a partial parse tree is
defined by the product of the probabilities of the
operations used in its construction. The probabil-
ity of attaching an allowable chain c to a partial
parse tree σ is approximated as follows:

P (c | σ) = Proot(R | P,L,H, tH , wH ,D)
×Ptemplate(c′ | R,P,L,H)
×Pword(w | c′, th, wh)

where R is the root label of c, c′ is the sequence
which is obtained by omitting the last element
from c and w is the last element of c. The proba-
bility is conditioned on a limited context of σ. P
is a set of the ancestor labels of R. L is a set of the
left-sibling labels of R. H is the head label in L.
wH and tH are the head word and head tag of H ,
respectively. D is a set of distance features. wh

and th are the word and POS tag modified by w,
respectively. The adjoining probability is approxi-
mated as follows:

P (β | σ) = Padjoining(β | P,L,H,D)

where β is an auxiliary tree or a special symbol
nil, the nil means that no auxiliary tree is ad-
joined. The limited contexts used in this model
are similar to the previous methods (Collins and
Roark, 2004; Roark, 2001; Roark, 2004).

To achieve efficient parsing, we use a beam
search strategy like the previous methods (Collins
and Roark, 2004; Roark, 2001; Roark, 2004). For
each word position i, our parser has a priority
queue Hi. Each queue Hi stores the only N -best
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Table 1: Parsing results
LR(%) LP(%) F(%)

Roark (2004) 86.4 86.8 86.6
Collins and Roark (2004) 86.5 86.8 86.7
No adjoining 86.3 86.8 86.6
Non-monotonic adjoining 86.1 87.1 86.6
Monotonic adjoining 87.2 87.7 87.4

partial parse trees. In addition, the parser discards
the partial parse tree σ whose probability P (σ) is
less than the P ∗γ where P ∗ is the highest proba-
bility on the queue Hi and γ is a beam factor.

4 Experimental Evaluation

To evaluate the performance of our incremental
parser, we conducted a parsing experiment. We
implemented the following three types of incre-
mental parsers to assess the influence of the ad-
joining operation and its monotonicity: (1) with-
out adjoining operation, (2) with non-monotonic
adjoining operation, and (3) with monotonic ad-
joining operation. The grammars were extracted
from the parse trees in sections 02-21 of the Wall
Street Journal in Penn Treebank. We identified the
head-child in each constituent by using the head
rule of Collins (Collins, 1999). The probabilistic
models were built by using the maximum entropy
method. We set the beam-width N to 300 and the
beam factor γ to 10−11.

We evaluated the parsing accuracy by using sec-
tion 23. We measured labeled recall and labeled
precision. Table 1 shows the results2. Our in-
cremental parser is competitive with the previous
ones. The incremental parser with the monotonic
adjoining operation outperforms the others. The
result means that our proposed constraint of auxil-
iary trees improves parsing accuracy.

5 Conclusion

This paper has proposed an incremental parser
based on an adjoining operation to solve the prob-
lem of infinite local ambiguity. The adjoining
operation causes another problem that the parser
cannot preserve lexical dependencies of partial
parse trees. To tackle this problem, we defined

2The best results of Collins and Roark (2004)
(LR=88.4%, LP=89.1% and F=88.8%) are achieved when
the parser utilizes the information about the final punctuation
and the look-ahead. However, the parsing process is not
on a word-by-word basis. The results shown in Table 1 are
achieved when the parser does not utilize such informations.

the monotonicity of adjoining operation and re-
stricted the form of auxiliary trees to satisfy the
constraint of the monotonicity. Our experimental
result showed that the restriction improved the ac-
curacy of our incremental parser.

In future work, we will investigate the incre-
mental parser for head-final language such as
Japanese. Head-final language includes many in-
direct left-recursive structures. In this paper, we
dealt with direct left-recursive structures only. To
process indirect left-recursive structures, we need
to extend our method.
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Abstract

Tree substitution grammars (TSGs) of-
fer many advantages over context-free
grammars (CFGs), but are hard to learn.
Past approaches have resorted to heuris-
tics. In this paper, we learn a TSG us-
ing Gibbs sampling with a nonparamet-
ric prior to control subtree size. The
learned grammars perform significantly
better than heuristically extracted ones on
parsing accuracy.

1 Introduction

Tree substition grammars (TSGs) have potential
advantages over regular context-free grammars
(CFGs), but there is no obvious way to learn these
grammars. In particular, learning procedures are
not able to take direct advantage of manually an-
notated corpora like the Penn Treebank, which are
not marked for derivations and thus assume a stan-
dard CFG. Since different TSG derivations can
produce the same parse tree, learning procedures
must guess the derivations, the number of which is
exponential in the tree size. This compels heuristic
methods of subtree extraction, or maximum like-
lihood estimators which tend to extract large sub-
trees that overfit the training data.

These problems are common in natural lan-
guage processing tasks that search for a hid-
den segmentation. Recently, many groups have
had success using Gibbs sampling to address the
complexity issue and nonparametric priors to ad-
dress the overfitting problem (DeNero et al., 2008;
Goldwater et al., 2009). In this paper we apply
these techniques to learn a tree substitution gram-
mar, evaluate it on the Wall Street Journal parsing
task, and compare it to previous work.

2 Model

2.1 Tree substitution grammars

TSGs extend CFGs (and their probabilistic coun-
terparts, which concern us here) by allowing non-
terminals to be rewritten as subtrees of arbitrary
size. Although nonterminal rewrites are still
context-free, in practice TSGs can loosen the in-
dependence assumptions of CFGs because larger
rules capture more context. This is simpler than
the complex independence and backoff decisions
of Markovized grammars. Furthermore, subtrees
with terminal symbols can be viewed as learn-
ing dependencies among the words in the subtree,
obviating the need for the manual specification
(Magerman, 1995) or automatic inference (Chiang
and Bikel, 2002) of lexical dependencies.

Following standard notation for PCFGs, the
probability of a derivationd in the grammar is
given as

Pr(d) =
∏
r∈d

Pr(r)

where eachr is a rule used in the derivation. Un-
der a regular CFG, each parse tree uniquely idenfi-
fies a derivation. In contrast, multiple derivations
in a TSG can produce the same parse; obtaining
the parse probability requires a summation over
all derivations that could have produced it. This
disconnect between parses and derivations com-
plicates both inference and learning. The infer-
ence (parsing) task for TSGs is NP-hard (Sima’an,
1996), and in practice the most probable parse is
approximated (1) by sampling from the derivation
forest or (2) from the topk derivations.

Grammar learning is more difficult as well.
CFGs are usually trained on treebanks, especially
the Wall Street Journal (WSJ) portion of the Penn
Treebank. Once the model is defined, relevant
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Figure 1: Subtree count (thousands) across heights
for the “all subtrees” grammar (�) and the supe-
rior “minimal subset” (�) from Bod (2001).

events can simply be counted in the training data.
In contrast, there are no treebanks annotated with
TSG derivations, and a treebank parse tree ofn
nodes is ambiguous among2n possible deriva-
tions. One solution would be to manually annotate
a treebank with TSG derivations, but in addition
to being expensive, this task requires one to know
what the grammar actually is. Part of the thinking
motivating TSGs is to let the data determine the
best set of subtrees.

One approach to grammar-learning is Data-
Oriented Parsing (DOP), whose strategy is to sim-
ply take all subtrees in the training data as the
grammar (Bod, 1993). Bod (2001) did this, ap-
proximating “all subtrees” by extracting from the
Treebank 400K random subtrees for each subtree
height ranging from two to fourteen, and com-
pared the performance of that grammar to that
of a heuristically pruned “minimal subset” of it.
The latter’s performance was quite good, achiev-
ing 90.8% F1 score1 on section 23 of the WSJ.

This approach is unsatisfying in some ways,
however. Instead of heuristic extraction we would
prefer a model that explained the subtrees found
in the grammar. Furthermore, it seems unlikely
that subtrees with ten or so lexical items will be
useful on average at test time (Bod did not report
how often larger trees are used, but did report that
including subtrees with up to twelve lexical items
improved parser performance). We expect there to
be fewer large subtrees than small ones. Repeat-
ing Bod’s grammar extraction experiment, this is
indeed what we find when comparing these two
grammars (Figure 1).

In summary, we would like a principled (model-
based) means of determining from the data which

1The harmonic mean of precision and recall:F1 = 2PR
P+R

.

set of subtrees should be added to our grammar,
and we would like to do so in a manner that prefers
smaller subtrees but permits larger ones if the data
warrants it. This type of requirement is common in
NLP tasks that require searching for a hidden seg-
mentation, and in the following sections we apply
it to learning a TSG from the Penn Treebank.

2.2 Collapsed Gibbs sampling with a DP
prior2

For an excellent introduction to collapsed Gibbs
sampling with a DP prior, we refer the reader to
Appendix A of Goldwater et al. (2009), which we
follow closely here. Our training data is a set of
parse treesT that we assume was produced by an
unknown TSGg with probabilityPr(T |g). Using
Bayes’ rule, we can compute the probability of a
particular hypothesized grammar as

Pr(g | T ) =
Pr(T | g) Pr(g)

Pr(T )

Pr(g) is a distribution over grammars that ex-
presses oura priori preference forg. We use a set
of Dirichlet Process (DP) priors (Ferguson, 1973),
one for each nonterminalX ∈ N , the set of non-
terminals in the grammar. A sample from a DP
is a distribution over events in an infinite sample
space (in our case, potential subtrees in a TSG)
which takes two parameters, a base measure and a
concentration parameter:

gX ∼ DP (GX , α)

GX(t) = Pr$(|t|; p$)
∏
r∈t

PrMLE(r)

The base measureGX defines the probability of a
subtreet as the product of the PCFG rulesr ∈ t
that constitute it and a geometric distributionPr$
over the number of those rules, thus encoding a
preference for smaller subtrees.3 The parameterα
contributes to the probability that previously un-
seen subtrees will be sampled. All DPs share pa-
rametersp$ and α. An entire grammar is then
given asg = {gX : X ∈ N}. We emphasize that
no head information is used by the sampler.

Rather than explicitly consider each segmen-
tation of the parse trees (which would define a
TSG and its associated parameters), we use a col-
lapsed Gibbs sampler to integrate over all possi-

2Cohn et al. (2009) and O’Donnell et al. (2009) indepen-
dently developed similar models.

3GX(t) = 0 unless root(t) = X.
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ble grammars and sample directly from the poste-
rior. This is based on the Chinese Restaurant Pro-
cess (CRP) representation of the DP. The Gibbs
sampler is an iterative procedure. At initialization,
each parse tree in the corpus is annotated with a
specific derivation by marking each node in the
tree with a binary flag. This flag indicates whether
the subtree rooted at that node (a height one CFG
rule, at minimum) is part of the subtree contain-
ing its parent. The Gibbs sampler considers ev-
ery non-terminal, non-root nodec of each parse
tree in turn, freezing the rest of the training data
and randomly choosing whether to join the sub-
trees abovec and rooted atc (outcomeh1) or to
split them (outcomeh2) according to the probabil-
ity ratio φ(h1)/(φ(h1) + φ(h2)), whereφ assigns
a probability to each of the outcomes (Figure 2).

Let sub(n) denote the subtree above and includ-
ing noden andsub(n) the subtree rooted atn; ◦ is
a binary operator that forms a single subtree from
two adjacent ones. The outcome probabilities are:

φ(h1) = θ(t)
φ(h2) = θ(sub(c)) · θ(sub(c))

wheret = sub(c) ◦ sub(c). Under the CRP, the
subtree probabilityθ(t) is a function of the current
state of the rest of the training corpus, the appro-
priate base measureGroot(t), and the concentra-
tion parameterα:

θ(t) =
countzt(t) + αGroot(t)(t)

|zt| + α

wherezt is the multiset of subtrees in the frozen
portion of the training corpus sharing the same
root ast, andcountzt(t) is the count of subtree
t among them.

3 Experiments

3.1 Setup

We used the standard split for the Wall Street Jour-
nal portion of the Treebank, training on sections 2
to 21, and reporting results on sentences with no
more than forty words from section 23.

We compare with three other grammars.

• A standard Treebank PCFG.

• A “spinal” TSG, produced by extractingn
lexicalized subtrees from each lengthn sen-
tence in the training data. Each subtree is de-
fined as the sequence of CFG rules from leaf
upward all sharing a head, according to the
Magerman head-selection rules. We detach
the top-level unary rule, and add in counts
from the Treebank CFG rules.

• An in-house version of the heuristic “mini-
mal subset” grammar of Bod (2001).4

We note two differences in our work that ex-
plain the large difference in scores for the minimal
grammar from those reported by Bod: (1) we did
not implement the smoothed “mismatch parsing”,
which permits lexical leaves of subtrees to act as
wildcards, and (2) we approximate the most prob-
able parse with the top single derivation instead of
the top 1,000.

Rule probabilities for all grammars were set
with relative frequency. The Gibbs sampler was
initialized with the spinal grammar derivations.
We construct sampled grammars in two ways: by
summing all subtree counts from the derivation
states of the firsti sampling iterations together
with counts from the Treebank CFG rules (de-
noted(α, p$,≤i)), and by taking the counts only
from iterationi (denoted(α, p$, i)).

Our standard CKY parser and Gibbs sampler
were both written in Perl. TSG subtrees were flat-
tened to CFG rules and reconstructed afterward,
with identical mappings favoring the most proba-
ble rule. For pruning, we binned nonterminals ac-
cording to input span and degree of binarization,
keeping the ten highest scoring items in each bin.

3.2 Results

Table 1 contains parser scores. The spinal TSG
outperforms a standard unlexicalized PCFG and

4All rules of height one, plus 400K subtrees sampled at
each heighth, 2 ≤ h ≤ 14, minus unlexicalized subtrees of
h > 6 and lexicalized subtrees with more than twelve words.
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grammar size LP LR F1

PCFG 46K 75.37 70.05 72.61
spinal 190K 80.30 78.10 79.18
minimal subset 2.56M 76.40 78.29 77.33
(10, 0.7, 100) 62K 81.48 81.03 81.25
(10, 0.8, 100) 61K 81.23 80.79 81.00
(10, 0.9, 100) 61K 82.07 81.17 81.61
(100, 0.7, 100) 64K 81.23 80.98 81.10
(100, 0.8, 100) 63K 82.13 81.36 81.74
(100, 0.9, 100) 62K 82.11 81.20 81.65
(100, 0.7,≤100) 798K 82.38 82.27 82.32
(100, 0.8,≤100) 506K 82.27 81.95 82.10
(100, 0.9,≤100) 290K 82.64 82.09 82.36
(100, 0.7, 500) 61K 81.95 81.76 81.85
(100, 0.8, 500) 60K 82.73 82.21 82.46
(100, 0.9, 500) 59K 82.57 81.53 82.04
(100, 0.7,≤500) 2.05M 82.81 82.01 82.40
(100, 0.8,≤500) 1.13M 83.06 82.10 82.57
(100, 0.9,≤500) 528K 83.17 81.91 82.53

Table 1: Labeled precision, recall, and F1 on
WSJ§23.

the significantly larger “minimal subset” grammar.
The sampled grammars outperform all of them.
Nearly all of the rules of the best single iteration
sampled grammar(100, 0.8, 500) are lexicalized
(50,820 of 60,633), and almost half of them have
a height greater than one (27,328). Constructing
sampled grammars by summing across iterations
improved over this in all cases, but at the expense
of a much larger grammar.

Figure 3 shows a histogram of subtree size taken
from the counts of the subtrees (by token, not type)
actually used in parsing WSJ§23. Parsing with
the “minimal subset” grammar uses highly lexi-
calized subtrees, but they do not improve accuracy.
We examined sentence-level F1 scores and found
that the use of larger subtrees did correlate with
accuracy; however, the low overall accuracy (and
the fact that there are so many of these large sub-
trees available in the grammar) suggests that such
rules are overfit. In contrast, the histogram of sub-
tree sizes used in parsing with the sampled gram-
mar matches the shape of the histogram from the
grammar itself. Gibbs sampling with a DP prior
chooses smaller but more general rules.

4 Summary

Collapsed Gibbs sampling with a DP prior fits
nicely with the task of learning a TSG. The sam-
pled grammars are model-based, are simple to
specify and extract, and take the expected shape
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(100,0.8,500), actual grammar
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Figure 3: Histogram of subtrees sizes used in pars-
ing WSJ§23 (filled points), as well as from the
grammars themselves (outlined points).

over subtree size. They substantially outperform
heuristically extracted grammars from previous
work as well as our novel spinal grammar, and can
do so with many fewer rules.
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Abstract

We describe an algorithm for Japanese
analysis that does both base phrase chunk-
ing and dependency parsing simultane-
ously in linear-time with a single scan of a
sentence. In this paper, we show a pseudo
code of the algorithm and evaluate its per-
formance empirically on the Kyoto Uni-
versity Corpus. Experimental results show
that the proposed algorithm with the voted
perceptron yields reasonably good accu-
racy.

1 Introduction

Single scan algorithms of parsing are important for
interactive applications of NLP. For instance, such
algorithms would be more suitable for robots ac-
cepting speech inputs or chatbots handling natural
language inputs which should respond quickly in
some situations even when human inputs are not
clearly ended.

Japanese sentence analysis typically consists of
three major steps, namely morphological analysis,
bunsetsu(base phrase) chunking, and dependency
parsing. In this paper, we describe a novel algo-
rithm that combines the last two steps into a sin-
gle scan process. The algorithm, which is an ex-
tension of Sassano’s (2004), allows us to chunk
morphemes into base phrases and decide depen-
dency relations of the phrases in a strict left-to-
right manner. We show a pseudo code of the al-
gorithm and evaluate its performance empirically
with the voted perceptron on the Kyoto University
Corpus (Kurohashi and Nagao, 1998).

2 Japanese Sentence Structure

In Japanese NLP, it is often assumed that the struc-
ture of a sentence is given by dependency relations

Meg-ga kare-ni ano pen-wo age-ta.
Meg-subj to him that pen-acc give-past.

ID 0 1 2 3 4
Head 4 4 3 4 -

Figure 1: Sample sentence (bunsetsu-based)

amongbunsetsus. A bunsetsuis a base phrasal
unit and consists of one or more content words fol-
lowed by zero or more function words.

In addition, most of algorithms of Japanese de-
pendency parsing, e.g., (Sekine et al., 2000; Sas-
sano, 2004), assume the three constraints below.
(1) Each bunsetsu has only one head except the
rightmost one. (2) Dependency links between bun-
setsus go from left to right. (3) Dependency links
do not cross one another. In other words, depen-
dencies are projective.

A sample sentence in Japanese is shown in Fig-
ure 1. We can see all the constraints are satisfied.

3 Previous Work

As far as we know, there is no dependency parser
that does simultaneously both bunsetsu chunking
and dependency parsing and, in addition, does
them with a single scan. Most of the modern
dependency parsers for Japanese requirebunsetsu
chunking (base phrase chunking) before depen-
dency parsing (Sekine et al., 2000; Kudo and Mat-
sumoto, 2002; Sassano, 2004). Although word-
based parsers are proposed in (Mori et al., 2000;
Mori, 2002), they do not build bunsetsus and are
not compatible with other Japanese dependency
parsers. Multilingual parsers of participants in the
CoNLL 2006 shared task (Buchholz and Marsi,
2006) can handle Japanese sentences. But they are
basically word-based.
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Meg ga kare ni ano pen wo age-ta.
Meg subj him to that pen acc give-past.

ID 0 1 2 3 4 5 6 7
Head 1 7 3 7 6 6 7 -
Type B D B D D B D -

Figure 2: Sample sentence (morpheme-based).
“Type” represents the type of dependency relation.

4 Algorithm

4.1 Dependency Representation

In our proposed algorithm, we use a morpheme-
based dependency structure instead of a bunsetsu-
based one. The morpheme-based representation
is carefully designed to convey the same informa-
tion on dependency structure of a sentence without
the loss from the bunsetsu-based one. The right-
most morpheme of the bunsetsut should modify
the rightmost morpheme of the bunsetsuu when
the bunsetsut modifies the bunsetsuu. Every
morpheme except the rightmost one in a bunsetsu
should modify its following one. The sample sen-
tence in Figure 1 is converted to the sentence with
our proposed morpheme-based representation in
Figure 2.

Take for instance, the head of the 0-th bunsetsu
“Meg-ga” is the 4-th bunsetsu “age-ta.” in Fig-
ure 1. This dependency relation is represented by
that the head of the morpheme “ga” is “age-ta.” in
Figure 2.

The morpheme-based representation above can-
not explicitly state the boundaries of bunsetsus.
Thus we add the type to every dependency rela-
tion. A bunsetsu boundary is represented by the
type associated with every dependency relation.
The type “D” represents that this relation is a de-
pendency of two bunsetsus, while the type “B”
represents a sequence of morphemes inside of a
given bunsetsu. In addition, the type “O”, which
represents that two morphemes do not have a de-
pendency relation, is used in implementations of
our algorithm with a trainable classifier. Following
this encoding scheme of the type of dependency
relations bunsetsu boundaries exist just after the
morphemes that have the type “D”. Inserting “|”
after every morpheme with “D” of the sentence in
Figure 2 results in Meg-ga| kare-ni| ano| pen-wo
| age-ta. This is identical to the sentence with the
bunsetsu-based representation in Figure 1.

Input: wi: morphemes in a given sentence.
N : the number of morphemes.

Output:hj : the head IDs of morphemeswj .
tj : the type of dependency relation. A possible
value is either ”B”, ”D”, or ”O”.

Functions:Push(i, s): pushesi on the stacks.
Pop(s): pops a value off the stacks.
Dep(j, i, w, t): returns true whenwj should
modify wi. Otherwise returns false. Sets
alwaystj .

procedureAnalyze(w, N , h, t)
var s: a stack for IDs of modifier morphemes
begin

Push(−1, s); { −1 for end-of-sentence}
Push(0, s);
for i ← 1 to N − 1 do begin

j ← Pop(s);
while (j 6= −1

and (Dep(j, i, w, t) or (i = N − 1)) ) do
begin

hj ← i; j ← Pop(s)
end
Push(j, s); Push(i, s)

end
end

Figure 3: Pseudo code for base phrase chunking
and dependency parsing.

4.2 Pseudo Code for the Proposed Algorithm

The algorithm that we propose is based on (Sas-
sano, 2004), which is considered to be a simple
form of shift-reduce parsing. The pseudo code of
our algorithm is presented in Figure 3. Important
variables here arehj and tj wherej is an index
of morphemes. The variablehj holds the head ID
and the variabletj has the type of dependency re-
lation. For example, the head and the dependency
relation type of “Meg” in Figure 2 are represented
ash0 = 1 and t0 = “B” respectively. The flow
of the algorithm, which has the same structure as
Sassano’s (2004), is controlled with a stack that
holds IDs for modifier morphemes. Decision of
the relation between two morphemes is made in
Dep(), which uses a machine learning-based clas-
sifier that supports multiclass prediction.

The presented algorithm runs in a left-to-right
manner and its upper bound of the time complex-
ity is O(n). Due to space limitation, we do not
discuss its complexity here. See (Sassano, 2004)
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for further details.

5 Experiments and Discussion

5.1 Experimental Set-up

Corpus For evaluation, we used the Kyoto Uni-
versity Corpus Version 2 (Kurohashi and Nagao,
1998). The split for training/test/development is
the same as in other papers, e.g., (Uchimoto et al.,
1999).

Selection of a Classifier and its Setting We im-
plemented a parser with the voted perceptron (VP)
(Freund and Schapire, 1999). We used a poly-
nomial kernel and set its degree to 3 because cu-
bic kernels proved to be effective empirically for
Japanese parsing (Kudo and Matsumoto, 2002).
The number of epochT of VP was selected using
the development test set. For multiclass predic-
tion, we used the pairwise method (Kreßel, 1999).

Features We have designed rather simple fea-
tures based on the common feature set (Uchimoto
et al., 1999; Kudo and Matsumoto, 2002; Sassano,
2004) for bunsetsu-based parsers. We use the fol-
lowing features for each morpheme:

1. major POS, minor POS, conjugation type,
conjugation form, surface form (lexicalized
form)

2. Content word or function word

3. Punctuation (periods and commas)

4. Open parentheses and close parentheses

5. Location (at the beginning or end of the sen-
tence)

Gap features between two morphemes are also
used since they have proven to be very useful and
contribute to the accuracy (Uchimoto et al., 1999;
Kudo and Matsumoto, 2002). They are repre-
sented as a binary feature and include distance (1,
2, 3, 4 – 10, or11 ≤), particles, parentheses, and
punctuation.

In our proposed algorithm basically two mor-
phemes are examined to estimate their dependency
relation. Context information about the current
morphemes to be estimated would be very use-
ful and we can incorporate such information into
our model. We assume that we have thej-th mor-
pheme and thei-th one in Figure 3. We also use
thej−n, ..., j−1, j +1, ..., j +n morphemes and
the i − n, ..., i − 1, i + 1, ..., i + n ones, wheren

Measure Accuracy (%)
Dependency Acc. 93.96
Dep. Type Acc. 99.49
Both 93.92

Table 1: Performance on the test set. This result is
achieved by the following parameters: The size of
context window is 2 and epochT is 4.

Bunsetsu-based Morpheme-based
Previous 88.48 95.09
Ours NA 93.96

Table 2: Dependency accuracy. The system with
the previous method employs the algorithm (Sas-
sano, 2004) with the voted perceptron.

is the size of the context window. We examined 0,
1, 2 and 3 forn.

5.2 Results and Discussion

Accuracy Performances of our parser on the test
set is shown in Table 1. The dependency accuracy
is the percentage of the morphemes that have a
correct head. The dependency type accuracy is the
percentage of the morphemes that have a correct
dependency type, i.e., “B” or “D”. The bottom line
of Table 1 shows the percentage of the morphemes
that have both a correct head and a correct depen-
dency type. In all these measures we excluded the
last morpheme in a sentence, which does not have
a head and its associated dependency type.

The accuracy of dependency type in Table 1
is interpreted to be accuracy of base phrase
(bunsetsu) chunking. Very accurate chunking is
achieved.

Next we examine the dependency accuracy. In
order to recognize how accurate it is, we com-
pared the performance of our parser with that of
the parser that uses one of previous methods. We
implemented a parser that employs the algorithm
of (Sassano, 2004) with the commonly used fea-
tures and runs with VP instead of SVM, which
Sassano (2004) originally used. His parser, which
cannot do bunsetsu chunking, accepts only a chun-
ked sentence and then produces a bunsetsu-based
dependency structure. Thus we cannot directly
compare results with ours. To enable us to com-
pare them we gave bunsetsu chunked sentences by
our parser to the parser of (Sassano, 2004) instead
of giving directly the correct chunked sentences
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Window Size Dep. Acc. Dep. Type Acc.
0 (T = 1) 82.71 99.29
1 (T = 2) 93.57 99.49
2 (T = 4) 93.96 99.49
3 (T = 3) 93.79 99.42

Table 3: Performance change depending on the
context window size
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Figure 4: Running time on the test set. We used
a PC (Intel Xeon 2.33 GHz with 8GB memory on
FreeBSD 6.3).

in the Kyoto University Corpus. And then we re-
ceived results from the parser of (Sassano, 2004),
which are bunsetsu-based dependency structures,
and converted them to morpheme-based structures
that follow the scheme we propose in this paper.
Finally we have got results that have the compat-
ible format and show a comparison with them in
Table 2.

Although the bunsetsu-based parser outper-
formed slightly our morpheme-based parser in this
experiment, it is still notable that our method
yields comparable performance with even a sin-
gle scan of a sentence for dependency parsing in
addition to bunsetsu chunking. According to the
results in Table 2, we suppose that performance of
our parser roughly corresponds to about 86–87%
in terms of bunsetsu-based accuracy.

Context Window Size Performance change de-
pending on the size of context window is shown
in Table 3. Among them the best size is 2. In
this case, we use ten morphemes to determine
whether or not given two morphemes have a de-
pendency relation. That is, to decide the relation
of morphemesj andi (j < i), we use morphemes
j−2, j−1, j, j+1, j+2 andi−2, i−1, i, i+1, i+2.

Running Time and Asymptotic Time Complex-
ity We have observed that the running time is
proportional to the sentence length (Figure 4). The
theoretical time complexity of the proposed algo-
rithm is confirmed with this observation.

6 Conclusion and Future Work

We have described a novel algorithm that com-
bines Japanese base phrase chunking and depen-
dency parsing into a single scan process. The pro-
posed algorithm runs in linear-time with a single
scan of a sentence.

In future work we plan to combine morpholog-
ical analysis or word segmentation into our pro-
posed algorithm. We also expect that structure
analysis of compound nouns can be incorporated
by extending the dependency relation types. Fur-
thermore, we believe it would be interesting to
discuss linguistically and psycholinguistically the
differences between Japanese and other European
languages such as English. We would like to know
what differences lead to easiness of analyzing a
Japanese sentence.
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Abstract

We compare the CCG parser of Clark and
Curran (2007) with a state-of-the-art Penn
Treebank (PTB) parser. An accuracy com-
parison is performed by converting the
CCG derivations into PTB trees. We show
that the conversion is extremely difficult to
perform, but are able to fairly compare the
parsers on a representative subset of the
PTB test section, obtaining results for the
CCG parser that are statistically no differ-
ent to those for the Berkeley parser.

1 Introduction

There are a number of approaches emerging in sta-
tistical parsing. The first approach, which began in
the mid-90s and now has an extensive literature, is
based on the Penn Treebank (PTB) parsing task:
inferring skeletal phrase-structure trees for unseen
sentences of the WSJ, and evaluating accuracy ac-
cording to the Parseval metrics. Collins (1999) is a
seminal example. The second approach is to apply
statistical methods to parsers based on linguistic
formalisms, such as HPSG, LFG, TAG, and CCG,
with the grammar being defined manually or ex-
tracted from a formalism-specific treebank. Evalu-
ation is typically performed by comparing against
predicate-argument structures extracted from the
treebank, or against a test set of manually anno-
tated grammatical relations (GRs). Examples of
this approach include Riezler et al. (2002), Miyao
and Tsujii (2005), Briscoe and Carroll (2006), and
Clark and Curran (2007).1

Despite the many examples from both ap-
proaches, there has been little comparison across
the two groups, which we refer to as PTB parsing
and formalism-based parsing, respectively. The

1A third approach is dependency parsing, but we restrict
the comparison in this paper to phrase-structure parsers.

PTB parser we use for comparison is the pub-
licly available Berkeley parser (Petrov and Klein,
2007). The formalism-based parser we use is the
CCG parser of Clark and Curran (2007), which
is based on CCGbank (Hockenmaier and Steed-
man, 2007), a CCG version of the Penn Treebank.
We compare this parser with a PTB parser because
both are derived from the same original source,
and both produce phrase-structure in some form
or another; the interesting question is whether any-
thing is gained by converting the PTB into CCG.2

The comparison focuses on accuracy and is per-
formed by converting CCG derivations into PTB

phrase-structure trees. A contribution of this paper
is to demonstrate the difficulty of mapping from a
grammatical resource based on the PTB back to the
PTB, and we also comment on the (non-)suitability
of the PTB as a general formalism-independent
evaluation resource. A second contribution is to
provide the first accuracy comparison of the CCG

parser with a PTB parser, obtaining competitive
scores for the CCG parser on a representative sub-
set of the PTB test sections. It is important to note
that the purpose of this evaluation is comparison
with a PTB parser, rather than evaluation of the
CCG parser per se. The CCG parser has been ex-
tensively evaluated elsewhere (Clark and Curran,
2007), and arguably GRs or predicate-argument
structures provide a more suitable test set for the
CCG parser than PTB phrase-structure trees.

2 The CCG to PTB Conversion

There has been much recent work in attempt-
ing to convert native parser output into alterna-
tive representations for evaluation purposes, e.g.
(Clark and Curran, 2007; Matsuzaki and Tsujii,
2008). The conclusion is that such conversions
are surprisingly difficult. Clark and Curran (2007)

2Since this short paper reports a small, focused research
contribution, we refer readers to Clark and Curran (2007) and
Petrov and Klein (2007) for details of the two parsers.
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shows that converting gold-standard CCG deriva-
tions into the GRs in DepBank resulted in an F-
score of only 85%; hence the upper bound on the
performance of the CCG parser, using this evalua-
tion scheme, was only 85%. Given that the current
best scores for the PTB parsing task are over 90%,
any loss from the conversion process needs to be
considered carefully if a fair comparison with PTB

parsers is to be achieved.
CCGbank was derived from the PTB, and so

it might be considered that converting back to
the PTB would be a relatively easy task, by es-
sentially reversing the mapping Hockenmaier and
Steedman (2007) used to create CCGbank. How-
ever, there are a number of differences between
the two treebanks which make the conversion back
far from trivial. First, the corresponding deriva-
tions in the treebanks are not isomorphic: a CCG

derivation is not simply a relabelling of the nodes
in the PTB tree; there are many constructions, such
as coordination and control structures, where the
trees are a different shape, as well as having differ-
ent labels. It is important to realise that Hocken-
maier and Steedman (2007) invested a significant
amount of time and effort in creating the mapping.
Second, some of the labels in the PTB do not ap-
pear in CCGbank, for example the QP label, and
these must be added back in; however, developing
rules to insert these labels in the right places is a
far from trivial task.

There were two approaches we considered for
the conversion. One possibility is to associate PTB

tree structures with CCG lexical categories, and
combine the trees together in step with the cate-
gory combinations in a CCG derivation — in much
the same way that an LTAG has elementary trees
in the lexicon which are combined using the sub-
stitution and adjunction rules of TAG. The second
approach is to associate conversion rules with each
local tree – i.e. a parent and one or two child nodes
– which appears in the CCGbank data.3 In this pa-
per we took the second approach.

2.1 Conversion Schemas

There are three types of conversion schema:
schemas which introduce nodes for lexical items;
schemas which insert or elide PTB nodes for unary

3Another possible approach has been taken by Matsuzaki
and Tsujii (2008), who convert HPSG analyses from a gram-
mar automatically extracted from the PTB back into the PTB.
They treat the problem as one of translation, learning a syn-
chronous grammar to perform the mapping.

TYPE RULE SCHEMA

lexical NP NP

lexical NP [nb]/N –
lexical (S [dcl ]\NP)/NP VP

unary S [dcl ]→ NP\NP (SBAR l)

type- PP → l

raising (S\NP)\((S\NP)/PP)

binary NP [nb]/N N → NP [nb] >

binary NP S [dcl ]\NP → S [dcl ] (S l r)

binary NP/(S [dcl ]\NP) (SBAR

S [dcl ]\NP → NP l (S r))

Table 1: Example conversion schemas

rules and type-raising; and schemas which can
perform arbitrary manipulation of generated PTB

subtrees for binary CCG rule instances. Examples
of these schemas are shown in Table 1. The pri-
mary operations in the binary schema are inserting
and attaching. Inserting a new node, for example
using the schema (S l r), creates a new S node
dominating both the left and right children of a bi-
nary rule. The attaching schema can attach the left
node under the right node (>); or the right node
under the left node (<).

The lexical categories NP and
(S [dcl ]\NP)/NP (shown in Table 1) intro-
duce the PTB nodes NP and VP, respectively,
while other lexical categories such as NP [nb]/N
introduce no extra nodes. Some unary rules
introduce nodes, such as SBAR for the reduced
relative case, whilst others, such as the type-raised
PP , do not. Finally, binary schemas may create
no new nodes (e.g. when a determiner is attached
to an existing NP), or one or more nodes (e.g. an
extra S node is created when a verb phrase finds
its subject).

A PTB tree is built from a CCG derivation by
running over the derivation in a bottom-up fashion
and applying these schemas to the local trees in
the derivation.

2.2 Schema development

The schemas were developed by manual inspec-
tion using section 00 of CCGbank and the PTB as
a development set, following the oracle method-
ology of Clark and Curran (2007), in which gold-
standard derivations from CCGbank are converted
to the new representation and compared with the
gold standard for that representation. As well as
giving an idea of the difficulty, and success, of the
conversion, the resulting numbers provide an up-

54



SECTION P R F COMP

00 (all) 93.37 95.15 94.25 39.68
00 (len ≤ 40) 94.11 95.65 94.88 42.11
23 (all) 93.68 95.13 94.40 39.93
23 (len ≤ 40) 93.75 95.23 94.48 42.15

Table 2: Oracle conversion evaluation

per bound on the performance of the CCG parser.
The test set, section 23, was not inspected at any
stage in the development of the schemas.

In total, we annotated 32 unary and 776 binary
rule instances (of the possible 2853 instances) with
conversion schemas, and 162 of the 425 lexical
categories. We also implemented a small num-
ber of default catch-all cases for the general CCG

combinatory rules and for the rules dealing with
punctuation, which allowed most of the 2853 rule
instances to be covered. Considerable time and ef-
fort was invested in the creation of these schemas.

The oracle conversion results from the gold
standard CCGbank to the PTB for section 00 and
23 are shown in Table 2. The numbers are brack-
eting precision, recall, F-score and complete sen-
tence matches, using the EVALB evaluation script.
Note that these figures provide an upper bound on
the performance of the CCG parser using EVALB,
given the current conversion process.

The importance of this upper bound should not
be underestimated, when the evaluation frame-
work is such that incremental improvements of a
few tenths of a percent are routinely presented as
improving the state-of-the-art, as is the case with
the Parseval metrics. The fact that the upper bound
here is less than 95% shows that it is not possi-
ble to fairly evaluate the CCG parser on the com-
plete test set. Even an upper bound of around 98%,
which is achieved by Matsuzaki and Tsujii (2008),
is not sufficient, since this guarantees a loss of at
least 2%.4

3 Evaluation

The Berkeley parser (Petrov and Klein, 2007) pro-
vides performance close to the state-of-the-art for
the PTB parsing task, with reported F-scores of
around 90%. Since the oracle score for CCGbank
is less than 95%, it would not be a fair comparison

4The higher upper bound achieved by Matsuzaki and Tsu-
jii (2008) could be due to the fact that their extracted HPSG
grammars are closer to the PTB than CCGbank, or due to their
conversion method. We leave the application of their method
to the CCG parser for future work.

to use the complete test set. However, there are a
number of sentences which are correct, or almost
correct, according to EVALB after the conversion,
and we are able to use those for a fair comparison.

Table 3 gives the EVALB results for the CCG

parser on various subsets of section 00 of the
PTB. The first row shows the results on only
those sentences which the conversion process can
convert sucessfully (as measured by converting
gold-standard CCGbank derivations and compar-
ing with PTB trees; although, to be clear, the scores
are for the CCG parser on those sentences). As can
be seen from the scores, these sentences form a
slightly easier subset than the full section 00, but
this is a subset which can be used for a fair com-
parison against the Berkeley parser, since the con-
version process is not lossy for this subset.

The second row shows the scores on those sen-
tences for which the conversion process was some-
what lossy, but when the gold-standard CCGbank
derivations are converted, the oracle F-measure is
greater than 95%. The third row is similar, but for
sentences for which the oracle F-score is geater
than 92%. The final row is for the whole of sec-
tion 00. The UB column gives the upper bound on
the accuracy of the CCG parser. Results are calcu-
lated using both gold standard and automatically
assigned POS tags; # is the number of sentences
in the sample, and the % column gives the sample
size as a percentage of the whole section.

We compare the CCG parser to the Berkeley
parser using the accurate mode of the Berke-
ley parser, together with the model supplied with
the publicly available version. Table 3 gives the
results for Section 23, comparing the CCG and
Berkeley parsers. The projected columns give
the projected scores for the CCG parser, if it per-
formed at the same accuracy level for those sen-
tences which could not be converted successfully.
The purpose of this column is to obtain an ap-
proximation of the CCG parser score for a perfect
conversion process.5 The results in bold are those
which we consider to be a fair comparison against
the Berkeley parser. The difference in scores is
not statistically significant at p=0.05 (using Dan
Bikel’s stratified shuffling test).

One possible objection to this comparison is
that the subset for which we have a fair compar-

5This is likely to be an upper bound on the performance
of the CCG parser, since the larger test sets contain sentences
which were harder to convert, and hence are likely to be more
difficult to parse.
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SAMPLE # % UB actual F projected F
gold auto gold auto

00 (F=100) 759 39.7 100.00 94.19 93.41 – –
00 (F≥95) 1164 60.8 98.49 91.08 89.93 92.46 91.29
00 (F≥92) 1430 74.6 97.41 89.73 88.47 92.05 90.76
00 (all) 1913 100.0 94.25 87.00 85.60 92.00 90.52

Table 3: Results on the development set (CCG parser only)

SAMPLE # % UB Berkeley F actual F projected F
gold auto gold auto gold auto

23 (F=100) 961 39.9 100.0 93.38 93.37 93.83 92.86 – –
23 (F≥95) 1401 58.2 98.61 91.66 91.63 90.82 89.84 92.08 91.09
23 (F≥92) 1733 72.0 97.44 91.01 90.88 89.53 88.54 91.82 90.81
23 (all) 2407 100.0 94.40 89.67 89.47 86.36 85.50 91.20 90.29

Table 4: Results on the test set (CCG parser and Berkeley)

ison is likely to be an easy subset consisting of
shorter sentences, and so the most that can be
said is that the CCG parser performs as well as
the Berkeley parser on short sentences. In fact,
the subset for which we perform a perfect conver-
sion contains sentences with an average length of
18.1 words, compared to 21.4 for sentences with
40 words or less (a standard test set for reporting
Parseval figures). Hence we do consider the com-
parison to be highly informative.

4 Conclusion

One question that is often asked of the CCG

parsing work is “Why not convert back into the
PTB representation and perform a Parseval eval-
uation?” By showing how difficult the conver-
sion is, we believe that we have finally answered
this question, as well as demonstrating compara-
ble performance with the Berkeley parser. In addi-
tion, we have thrown further doubt on the possible
use of the PTB for cross-framework parser evalua-
tion, as recently suggested by Matsuzaki and Tsu-
jii (2008). Even the smallest loss due to mapping
across representations is significant when a few
tenths of a percentage point matter. Whether PTB

parsers could be competitive on alternative parser
evaluations, such as those using GR schemes, for
which the CCG parser performs very well, is an
open question.
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Abstract

We define the problem of recognizing entailed re-

lations – given an open set of relations, find all oc-

currences of the relations of interest in a given doc-

ument set – and pose it as a challenge to scalable

information extraction and retrieval. Existing ap-

proaches to relation recognition do not address well

problems with an open set of relations and a need

for high recall: supervised methods are not eas-

ily scaled, while unsupervised and semi-supervised

methods address a limited aspect of the problem, as

they are restricted to frequent, explicit, highly lo-

calized patterns. We argue that textual entailment

(TE) is necessary to solve such problems, propose

a scalable TE architecture, and provide preliminary

results on an Entailed Relation Recognition task.

1 Introduction

In many information foraging tasks, there is a need
to find all text snippets relevant to a target concept.
Patent search services spend significant resources
looking for prior art relevant to a specified patent
claim. Before subpoenaed documents are used in
a court case or intelligence data is declassified, all
sensitive sections need to be redacted. While there
may be a specific domain for a given application,
the set of target concepts is broad and may change
over time. For these knowledge-intensive tasks,
we contend that feasible automated solutions re-
quire techniques which approximate an appropri-
ate level of natural language understanding.

Such problems can be formulated as a relation
recognition task, where the information need is ex-
pressed as tuples of arguments and relations. This
structure provides additional information which
can be exploited to precisely fulfill the informa-
tion need. Our work introduces the Entailed Rela-
tion Recognition paradigm, which leverages a tex-
tual entailment system to try to extract all relevant
passages for a given structured query without re-

quiring relation-specific training data. This con-
trasts with Open Information Extraction (Banko
and Etzioni, 2008) and On-Demand Information
Extraction (Sekine, 2006), which aim to extract
large databases of open-ended facts, and with su-
pervised relation extraction, which requires addi-
tional supervised data to learn new relations.

Specifically, the contributions of this paper are:
1. Introduction of the entailed relation recognition
framework; 2. Description of an architecture and a
system which uses structured queries and an exist-
ing entailment engine to perform relation extrac-
tion; 3. Empirical assessment of the system on a
corpus of entailed relations.

2 Entailed Relation Recognition (ERR)

In the task of Entailed Relation Recognition, a cor-
pus and an information need are specified. The
corpus comprises all text spans (e.g. paragraphs)
contained in a set of documents. The information
need is expressed as a set of tuples encoding rela-
tions and entities of interest, where entities can be
of arbitrary type. The objective is to retrieve all
relevant text spans that a human would recognize
as containing a relation of interest. For example:
Information Need: An organization acquires weapons.

Text 1: ...the recent theft of 500 assault rifles by FARC...

Text 2: ...the report on FARC activities made three main ob-

servations. First, their allies supplied them with the 3” mor-

tars used in recent operations. Second, ...

Text 3: Amnesty International objected to the use of artillery

to drive FARC militants from heavily populated areas.

An automated system should identify Texts 1 and
2 as containing the relation of interest, and Text 3
as irrelevant. The system must therefore detect
relation instances that cross sentence boundaries
(“them” maps to “FARC”, Text 2), and that re-
quire inference (“theft” implies “acquire”, Text 1).
It must also discern when sentence structure pre-
cludes a match (“Amnesty International... use...
artillery” does not imply “Amnesty International
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acquires artillery”, Text 3).

The problems posed by instances like Text 2
are beyond the scope of traditional unsuper-
vised and semi-supervised relation-extraction ap-
proaches such as those used by Open IE and On-
Demand IE, which are constrained by their de-
pendency on limited, sentence-level structure and
high-frequency, highly local patterns, in which
relations are explicitly expressed as verbs and
nouns. Supervised methods such as (Culotta and
Sorensen, 2004) and (Roth and Yih, 2004) pro-
vide only a partial solution, as there are many pos-
sible relations and entities of interest for a given
domain, and such approaches require new anno-
tated data each time a new relation or entity type is
needed. Information Retrieval approaches are op-
timized for document-level performance, and en-
hancements like pseudo-feedback (Rocchio, 1971)
are less applicable to the localized text spans
needed in the tasks of interest; as such, it is un-
likely that they will reliably retrieve all correct in-
stances, and not return superficially similar but in-
correct instances (such as Text 3) with high rank.

Attempts have been made to apply Textual En-
tailment in larger scale applications. For the task
of Question Answering, (Harabagiu and Hickl,
2006) applied a TE component to rerank candidate
answers returned by a retrieval step. However, QA
systems rely on redundancy in the same way Open
IE does: a large document set has so many in-
stances of a given relation that at least some will
be sufficiently explicit and simple that standard IR
approaches will retrieve them. A single correct in-
stance suffices to complete the QA task, but does
not meet the needs of the task outlined here.

Recognizing relation instances requiring infer-
ence steps, in the absence of labeled training data,
requires a level of text understanding. A suit-
able proxy for this would be a successful Textual
Entailment Recognition (TE) system. (Dagan et
al., 2006) define the task of Recognizing Textual
Entailment (RTE) as: ...a directional relation be-
tween two text fragments, termed T – the entailing
text, and H – the entailed text. T entails H if, typ-
ically, a human reading T would infer that H is
most likely true. For relation recognition, the rela-
tion triple (e.g. “Organization acquires weapon”)
is the hypothesis, and a candidate text span that
might contain the relation is the text. The def-
inition of RTE clearly accommodates the range
of phenomena described for the examples above.

However, the more successful TE systems (e.g.
(Hickl and Bensley, 2007)) are typically resource
intensive, and cannot scale to large retrieval tasks
if a brute force approach is used.

We define the task of Entailed Relation Recog-
nition thus: Given a text collection D, and an in-
formation need specified in a set of [argument, re-
lation, argument] triples S: for each triple s ∈ S,
identify all texts d ∈ D such that d entails s.
The information need triples, or queries, encode
relations between arbitrary entities (specifically,
these are not constrained to be Named Entities).

This problem is distinct from recent work in
Textual Entailment as we constrain the structure
of the Hypothesis to be very simple, and we re-
quire that the task be of a significantly larger scale
than the RTE tasks to date (which are typically of
the order of 800 Text-Hypothesis pairs).

3 Scalable ERR Algorithm

Our scalable ERR approach, SERR, consists of
two stages: expanded lexical retrieval, and entail-
ment recognition. The SERR algorithm is pre-
sented in Fig. 1. The goal is to scale Textual
Entailment up to a task involving large corpora,
where hypotheses (queries) may be entailed by
multiple texts. The task is kept tractable by de-
composing TE capabilities into two steps.

The first step, Expanded Lexical Retrieval
(ELR), uses shallow semantic resources and simi-
larity measures, thereby incorporating some of the
semantic processing used in typical TE systems.
This is required to retrieve, with high recall, se-
mantically similar content that may not be lexi-
cally similar to query terms, to ensure return of
a set of texts that are highly likely to contain the
concept of interest.

The second step applies a textual entailment
system to this text set and the query in order to
label the texts as ‘relevant’ or ‘irrelevant’, and re-
quires deeper semantic resources in order to dis-
cern texts containing the concept of interest from
those that do not. This step emphasizes higher pre-
cision, as it filters irrelevant texts.

3.1 Implementation of SERR

In the ELR stage, we use a structured query that
allows more precise search and differential query
expansion for each query element. Semantic units
in the texts (e.g. Named Entities, phrasal verbs)
are indexed separately from words; each index is
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SERR Algorithm
SETUP:

Input: Text set D
Output: Indices {I} over D
for all texts d ∈ D

Annotate d with local semantic content
Build Search Indices {I} over D

APPLICATION:
Input: Information need S

EXPANDED LEXICAL RETRIEVAL (ELR)(s):
R← ∅
Expand s with semantically similar words
Build search query qs from s
R← k top-ranked texts for qs using indices {I}
return R

SERR:
Answer set A← ∅
for all queries s ∈ S

R← ELR(s)
Answer set As ← ∅
for all results r ∈ R

Annotate s, r with NLP resources
if r entails s

As ← As ∪ r
A← A ∪ {As}

return A

Figure 1. SERR algorithm

a hierarchical similarity structure based on a type-
specific metric (e.g. WordNet-based for phrasal
verbs). Query structure is also used to selectively
expand query terms using similarity measures re-
lated to types of semantic units, including distribu-
tional similarity (Lin and Pantel, 2001), and mea-
sures based on WordNet (Fellbaum, 1998).

We assess three different Textual Entailment
components: LexPlus, a lexical-level system
that achieves relatively good performance on the
RTE challenges, and two variants of Predicate-
based Textual Entailment, PTE-strict and PTE-
relaxed, which use a predicate-argument repre-
sentation. The former is constrained to select a
single predicate-argument structure from each re-
sult, which is compared to the query component-
by-component using similarity measures similar to
the LexPlus system. PTE-relaxed drops the single-
predicate constraint, and can be thought of as a
‘bag-of-constituents’ model. In both, features are
extracted based on the predicate-argument compo-
nents’ match scores and their connecting structure,
and the rank assigned by ELR. These features are
used by a classifier that labels each result as ‘rel-
evant’ or ‘irrelevant’. Training examples are se-
lected from the top 7 results returned by ELR for
queries corresponding to entailment pair hypothe-

ses from the RTE development corpora; test exam-
ples are similarly selected from results for queries
from the RTE test corpora (see section 3.2).

3.2 Entailed Relation Recognition Corpus
To assess performance on the ERR task, we de-
rive a corpus from the publicly available RTE
data. The corpus consists of a set S of informa-
tion needs in the form of [argument, relation, argu-
ment] triples, and a setD of text spans (short para-
graphs), half of which entail one or more s ∈ S
while the other half are unrelated to S. D com-
prises all 1, 950 Texts from the IE and IR sub-
tasks of the RTE Challenge 1–3 datasets. The
shorter hypotheses in these examples allow us to
automatically induce their structured query form
from their shallow semantic structure. S was au-
tomatically generated from the positive entailment
pairs in D, by annotating their hypotheses with a
publicly available SRL tagger (Punyakanok et al.,
2008) and inferring the relation and two main ar-
guments to form the equivalent queries.

Since some Hypotheses and Texts appear mul-
tiple times in the RTE corpora, we automatically
extract mappings from positive Hypotheses to one
or more Texts by comparing hypotheses and texts
from different examples. This provides the label-
ing needed for evaluation. In the resulting corpus,
a wide range of relations are sparsely represented;
they exemplify many linguistic and semantic char-
acteristics required to infer the presence of non-
explicit relations.

4 Results and Discussion

Top # Basic ELR Rel.Impr. Err.Redu.
1 48.1% 55.2% +14.8% 13.7%
2 68.1% 72.8% +6.9% 14.7%
3 75.2% 78.5% +4.4% 17.7%

Table 1. Change in relevant results retrieved in top 3
positions for basic and expanded lexical retrieval

System Acc. Prec. Rec. F1

Baseline 18.1 18.1 100.0 30.7
LexPlus 81.6 44.9 62.5 55.5
PTE-relax. 71.9 37.7 72.0 49.0

(0.1) (5.5) (6.2) (4.1)
PTE-strict 83.6 55.4 61.5 57.9

(1.3) (3.4) (7.9) (2.1)

Table 2. Comparison of performance of SERR with
different TE algorithms. Numbers in parentheses are
standard deviations.

Table 1 compares the results of SERR with and
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# System RTE 1 RTE 2 RTE 3 Avg. Acc.
LexPlus 49.0 65.2 [3] 76.5 [2] 66.3
PTE-relaxed 54.5 (1.0) 68.7 (1.5) [3] 82.3 (2.0) [1] 71.2 (1.2)
PTE-strict 64.8 (2.3) [1] 71.2 (2.6) [3] 76.0 (3.2) [2] 71.8 (2.6)

Table 3. Performance (accuracy) of SERR system variants on RTE challenge
examples; numbers in parentheses are standard deviations, while numbers in
brackets indicate where systems would have ranked in the RTE evaluations.

Comparisons
Standard TE 3,802,500
SERR 13,650

Table 4. Entailment compar-
isons needed for standard TE
vs. SERR

without the ELR’s semantic enhancements. For
each rank k, the entries represent the proportion of
queries for which the correct answer was returned
in the top k positions. The semantic enhancements
improve the number of matched results at each of
the top 3 positions.

Table 2 compares variants of the SERR imple-
mentation. The baseline labels every result re-
turned by ELR as ‘relevant’, giving high recall
but low precision. PTE-relaxed performs better
than baseline, but poorly compared to PTE-strict
and LexPlus. Our analysis shows that LexPlus
has a relatively high threshold, and correctly labels
as negative some examples mislabeled by PTE-
relaxed, which may match two of the three con-
stituents in a hypothesis and label that result as
positive. PTE-strict will correctly identify some
such examples as it will force some match edges to
be ignored, and will correctly identify some neg-
ative examples due to structural constraints even
when LexPlus finds matches for all query terms.
PTE-strict strikes the best balance between preci-
sion and recall on positive examples.

Table 3 shows the accuracy of SERR’s clas-
sification of the examples from each RTE chal-
lenge; results not returned in the top 7 ranks by
ELR are labeled ‘irrelevant’. PTE-strict and PTE-
relaxed perform comparably overall, though PTE-
strict has more uniform results over the different
challenges. Both outperform the LexPlus system
overall, and perform well compared to the best re-
sults published for the RTE challenges.

The significant computational gain of SERR is
shown in Table 4, exhibiting the much greater
number of comparisons required by a brute force
TE approach compared to SERR: SERR performs
well compared to published results for RTE chal-
lenges 1-3, but makes only 0.36% of the TE com-
parisons needed by standard approaches on our
ERR task.

5 Conclusion

We have proposed an approach to solving the En-
tailed Relation Recognition task, based on Tex-

tual Entailment, and implemented a solution that
shows that a Textual Entailment Recognition sys-
tem can be scaled to a much larger IE problem
than that represented by the RTE challenges. Our
preliminary results demonstrate the utility of the
proposed architecture, which allows strong perfor-
mance in the RTE task and efficient application to
a large corpus (table 4).
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Abstract 

This paper proposes to solve the bottle-
neck of finding training data for word 
sense disambiguation (WSD) in the do-
main of web queries, where a complete set 
of ambiguous word senses are unknown. 
In this paper, we present a combination of 
active learning and semi-supervised learn-
ing method to treat the case when positive 
examples, which have an expected word 
sense in web search result, are only given. 
The novelty of our approach is to use 
“pseudo negative examples” with reliable 
confidence score estimated by a classifier 
trained with positive and unlabeled exam-
ples. We show experimentally that our 
proposed method achieves close enough 
WSD accuracy to the method with the 
manually prepared negative examples in 
several Japanese Web search data. 

1 Introduction 

In Web mining for sentiment or reputation 
analysis, it is important for reliable analysis to 
extract large amount of texts about certain prod-
ucts, shops, or persons with high accuracy. When 
retrieving texts from Web archive, we often suf-
fer from word sense ambiguity and WSD system 
is indispensable. For instance, when we try to 
analyze reputation of "Loft", a name of variety 
store chain in Japan, we found that simple text 
search retrieved many unrelated texts which con-
tain "Loft" with different senses such as an attic 
room, an angle of golf club face, a movie title, a 
name of a club with live music and so on. The 
words in Web search queries are often proper 
nouns. Then it is not trivial to discriminate these 

senses especially for the language like Japanese 
whose proper nouns are not capitalized. 

To train WSD systems we need a large 
amount of positive and negative examples. In the 
real Web mining application, how to acquire 
training data for a various target of analysis has 
become a major hurdle to use supervised WSD.  

Fortunately, it is not so difficult to create posi-
tive examples. We can retrieve positive examples 
from Web archive with high precision (but low 
recall) by manually augmenting queries with hy-
pernyms or semantically related words (e.g., 
"Loft AND shop" or "Loft AND stationary").  

On the other hand, it is often costly to create 
negative examples. In principle, we can create 
negative examples in the same way as we did to 
create positive ones. The problem is, however, 
that we are not sure of most of the senses of a 
target word. Because target words are often 
proper nouns, their word senses are rarely listed 
in hand-crafted lexicon. In addition, since the 
Web is huge and contains heterogeneous do-
mains, we often find a large number of unex-
pected senses. For example, all the authors did 
not know the music club meaning of Loft. As the 
result, we often had to spend much time to find 
such unexpected meaning of target words. 
This situation motivated us to study active 

learning for WSD starting with only positive ex-
amples. The previous techniques (Chan and Ng, 
2007; Chen et al. 2006) require balanced positive 
and negative examples to estimate the score. In 
our problem setting, however, we have no nega-
tive examples at the initial stage. To tackle this 
problem, we propose a method of active learning 
for WSD with pseudo negative examples, which 
are selected from unlabeled data by a classifier 
trained with positive and unlabeled examples. 
McCallum and Nigam (1998) combined active 
learning and semi-supervised learning technique 
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by using EM with unlabeled data integrated into 
active learning, but it did not treat our problem 
setting where only positive examples are given. 

The construction of this paper is as follows; 
Section 2 describes a proposed learning algo-
rithm. Section 3 shows the experimental results.  

2 Learning Starting with Positive and 
Unlabeled Examples for WSD 

We treat WSD problem as binary classification 
where desired texts are positive examples and 
other texts are negative examples. This setting is 
practical, because ambiguous senses other than 
the expected sense are difficult to know and are 
no concern in  most Web mining applications. 

2.1 Classifier 

For our experiment, we use naive Bayes classifi-
ers as learning algorithm. In performing WSD, 
the sense “s” is assigned to an example charac-
terized with the probability of linguistic features 
f1,...,fn so as to maximize: 

∏
=

n

j

pp
1

)|(f)( ss j               (1) 

The sense s is positive when it is the target 
meaning in Web mining application, otherwise s 
is negative. We use the following typical linguis-
tic features for Japanese sentence analysis, (a) 
Word feature within sentences, (b) Preceding 
word feature within bunsetsu (Japanese base 
phrase), (c) Backward word feature within bun-
setsu, (d) Modifier bunsetsu feature and (e) 
Modifiee bunsetsu feature. 
Using naive Bayes classifier, we can estimate 

the confidence score c(d, s) that the sense of a 
data instance “d”, whose features are f1, f2, ..., fn, 
is predicted sense “s”.  
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2.2 Proposed Algorithm 

At the beginning of our algorithm, the system is 
provided with positive examples and unlabeled 
examples. The positive examples are collected 
by full text queries with hypernyms or semanti-
cally related words. 
First we select positive dataset P from initial 

dataset by manually augmenting full text query.      
At each iteration of active learning, we select 

pseudo negative dataset Np (Figure 1 line 15). In 
selecting pseudo negative dataset, we predict 
word sense of each unlabeled example using the 

naive Bayes classifier with all the unlabeled ex-
amples as negative examples (Figure 2). In detail, 
if the prediction score (equation(3)) is more than 
τ, which means the example is very likely to be 
negative, it is considered as the pseudo negative 
example (Figure 2 line 10-12). 

pos)c(d,neg)c(d,psdNeg)c(d, −=          (3) 
 

01    # Definition 
02   Γ(P, N): WSD system trained on P as Positive  
03                   examples, N as Negative examples.  
04   ΓEM(P, N, U): WSD system trained on P as  
05   Positive examples, N as Negative examples, 
06   U as Unlabeled examples by using EM  
07   (Nigam et. all 2000) 
08    # Input 
09    T ← Initial unlabeled dataset which contain  
10            ambiguous words 
11    # Initialization 
12    P ←  positive training dataset by full text search on T 
13    N ← φ (initial negative training dataset) 
14    repeat 
15      # selecting pseudo negative examples Np  
16          by   the score of  Γ(P, T-P)  (see figure 2) 
17      # building a classifier with  Np 
18      Γnew ← ΓEM (P,  N+Np, T-N-P)   
19      #  sampling data by using the score of Γnew 
20      cmin   ← ∞ 
21      foreach d ∈ (T – P – N )  
22         classify d by WSD systemΓnew 
23         s(d) ← word sense prediction for d usingΓnew 
24         c(d, s(d)) ← the confidence of  prediction of d 
25         if c(d, s(d))  ＜ cmin   then  
26             cmin  ← c(d),   d min ← d 
27      end 
28    end 
29     provide correct sense s for d min  by human 
30     if s is positive then add d min   to P 
31                             else  add d min   to N 
32   until Training dataset reaches desirable size 
33   Γnew  is the output classifier 

 Figure 1: A combination of active learning and 
semi-supervised learning starting with positive 
and unlabeled examples 

Next we use Nigam’s semi-supervised learning 
method using EM and a naive Bayes classifier 
(Nigam et. all, 2000) with pseudo negative data-
set Np  as negative training dataset to build the 
refined classifier ΓEM (Figure 1 line 17).  
In building training dataset by active learning, 

we use uncertainty sampling like (Chan and Ng, 
2007) (Figure 1 line 30-31). This step selects the 
most uncertain example that is predicted with the 
lowest confidence in the refined classifier ΓEM. 
Then, the correct sense for the most uncertain 
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example is provided by human and added to the 
positive dataset P or the negative dataset N ac-
cording to the sense of d. 
The above steps are repeated until dataset 

reaches the predefined desirable size. 
 

01    foreach d ∈ ( T – P – N ) 
02       classify d by WSD systemΓ(P, T-P) 
03       c(d, pos) ← the confidence score that d is  
04           predicted as positive defined in equation (2) 
05       c(d, neg) ← the confidence score that d is  
06           predicted as negative defined in equation (2) 
07       c(d, psdNeg) =  c(d, neg)  - c(d, pos)    
08                       (the confidence score that d is  
09                         predicted as pseudo negative)               
10        PN ← d ∈ ( T – P – N ) |  s(d) = neg ∧  
11                                                  c(d, psdNeg)  ≧τ} 
12                        (PN is pseudo negative dataset ) 
13     end 

Figure 2: Selection of pseudo negative examples 

3 Experimental Results 

3.1 Data and Condition of Experiments 

We select several example data sets from Japa-
nese blog data crawled from Web. Table 1 shows 
the ambiguous words and each ambiguous senses. 

Word Positive sense Other ambiguous senses 
Wega product name 

(TV) 
Las Vegas, football team 
name, nickname, star, horse 
race, Baccarat glass, atelier, 
wine, game, music 

Loft store name attic room, angle of golf 
club face, club with live 
music,  movie 

Honda personal name 
(football player) 

Personal names (actress, 
artists, other football play-
ers, etc.) hardware store, car 
company name 

Tsubaki product name 
(shampoo) 

flower name, kimono, horse 
race, camellia ingredient, 
shop name 

 Table 1: Selected examples for evaluation 

Table 2 shows the ambiguous words, the num-
ber of its senses, the number of its data instances, 
the number of feature, and the percentage of 
positive sense instances for each data set. 
Assigning the correct labels of data instances is 

done by one person and 48.5% of all the labels 
are checked by another person. The percentage 
of agreement between 2 persons for the assigned 
labels is 99.0%. The average time of assigning 
labels is 35 minutes per 100 instances. 
Selected instances for evaluation are randomly 

divided 10% test set and 90% training set. Table 
3 shows the each full text search query and the 

number of initial positive examples and the per-
centage of it in the training data set. 

word No. of 
senses

No. of  
instances

No. of  
features 

Percentage of  
positive sense

Wega 11 5,372 164,617 31.1%
Loft 5 1,582   38,491 39.4%
Honda 25 2,100   65,687 21.2%
Tsubaki 6 2,022   47,629 40.2%

Table 2: Selected examples for evaluation 

word Full text query for initial 
positive examples 

No. of positive 
examples (percent-
age in trainig set)  

Wega Wega  AND TV 316  (6.5%) 
Loft Loft AND (Grocery OR-

Stationery) 
64  (4.5%) 

Honda Honda AND Keisuke 86 (4.6%) 
Tsubaki Tsubaki AND Shiseido 380 (20.9%) 

Table 3: Initial positive examples 

The threshold valueτin figure 2 is set to em-
pirically optimized value 50. Dependency on 
threshold value τ will be discussed in 3.3. 

3.2 Comparison Results 

Figure 3 shows the average WSD accuracy of 
the following 6 approaches. 

 
Figure 3: Average active learning process  

B-clustering is a standard unsupervised WSD, a 
clustering using naive Bayes classifier learned 
with two cluster numbers via EM algorithm. The 
given number of the clusters are two, negative 
and positive datasets.  
  M-clustering is a variant of b-clustering where 
the given number of clusters are each number of 
ambiguous word senses in table 2. 
Human labeling, abbreviated as human, is an 

active learning approach starting with human 
labeled negative examples. The number of hu-
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man labeled negative examples in initial training 
data is the same as that of positive examples in 
figure 3. Human labeling is considered to be the 
upper accuracy in the variants of selecting 
pseudo negative examples.  
Random sampling with EM, abbreviated as 

with-EM, is the variant approach where dmin  in 
line 26 of figure 1 is randomly selected without 
using confidence score.  

Uncertainty sampling without EM (Takayama 
et al. 2009), abbreviated as without-EM, is a vari-
ant approach where ΓEM (P,  N+Np, T-N-P) in 
line 18 of figure 1 is replaced by Γ(P, N+Np).  
Uncertainty Sampling with EM, abbreviated as un-

certain, is a proposed method described in figure 1. 

The accuracy of the proposed approach with-
EM is gradually increasing according to the per-
centage of added hand labeled examples. 
The initial accuracy of with-EM, which means 

the accuracy with no hand labeled negative ex-
amples, is the best score 81.4% except for that of 
human. The initial WSD accuracy of with-EM is 
23.4 and 4.2 percentage points higher than those 
of b-clustering (58.0%) and m-clustering 
(77.2%), respectively. This result shows that the 
proposed selecting method of pseudo negative 
examples is effective.  
The initial WSD accuracy of with-EM is 1.3 

percentage points higher than that of without-EM 
(80.1%). This result suggests semi-supervised 
learning using unlabeled examples is effective.  
The accuracies of with-EM, random and with-

out-EM are gradually increasing according to the 
percentage of added hand labeled examples and 
catch up that of human and converge at 30 per-
centage added points. This result suggests that 
our proposed approach can reduce the labor cost 
of assigning correct labels.  
The curve with-EM are slightly upper than the 

curve random at the initial stage of active learn-
ing. At 20 percentage added point, the accuracy 
with-EM is 87.0 %, 1.1 percentage points higher 
than that of random (85.9%). This result suggests 
that the effectiveness of proposed uncertainty 
sampling method is not remarkable depending on 
the word distribution of target data.  
There is really not much difference between the 

curve with-EM and without-EM. As a classifies 
to use the score for sampling examples in adapta-
tion iterations, it is indifferent whether with-EM 
or without-EM.  
Larger evaluation is the future issue to confirm 

if the above results could be generalized beyond 
the above four examples used as proper nouns. 

3.3 Dependency on Threshold Value τ 

Figure 4 shows the average WSD accuracies of 
with-EM at 0, 25, 50 and 75 as the values of τ.  
The each curve represents our proposed algorithm 
with threshold value τ in the parenthesis.  The 
accuracy in the case of τ = 75 is higher than that 
ofτ = 50 over 20 percentage data added point. 
This result suggests that as the number of hand 
labeled negative examples increasing, τ should 
be gradually decreasing, that is, the number of 
pseudo negative examples should be decreasing. 
Because, if sufficient number of hand labeled 
negative examples exist, a classifier does not need 
pseudo negative examples. The control ofτ
depending on the number of hand labeled examples 
during active learning iterations is a future issue. 
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Abstract
Identifying whether a multi-word expres-
sion (MWE) is compositional or not is im-
portant for numerous NLP applications.
Sense induction can partition the context
of MWEs into semantic uses and there-
fore aid in deciding compositionality. We
propose an unsupervised system to ex-
plore this hypothesis on compound nom-
inals, proper names and adjective-noun
constructions, and evaluate the contribu-
tion of sense induction. The evaluation
set is derived from WordNet in a semi-
supervised way. Graph connectivity mea-
sures are employed for unsupervised pa-
rameter tuning.

1 Introduction and related work
Multi-word expressions (MWEs) are sequences of
words that tend to cooccur more frequently than
chance and are either idiosyncratic or decompos-
able into multiple simple words (Baldwin, 2006).
Deciding idiomaticity of MWEs is highly impor-
tant for machine translation, information retrieval,
question answering, lexical acquisition, parsing
and language generation.

Compositionality refers to the degree to which
the meaning of a MWE can be predicted by com-
bining the meanings of its components. Unlike
syntactic compositionality (e.g. by and large), se-
mantic compositionality is continuous (Baldwin,
2006).

In this paper, we propose a novel unsupervised
approach that compares the major senses of a
MWE and its semantic head using distributional
similarity measures to test the compositionality of
the MWE. These senses are induced by a graph
based sense induction system, whose parameters
are estimated in an unsupervised manner exploit-
ing a number of graph connectivity measures (Ko-
rkontzelos et al., 2009). Our method partitions the

context space and only uses the major senses, fil-
tering out minor senses. In our approach the only
language dependent components are a PoS tagger
and a parser.

There are several studies relevant to detecting
compositionality of noun-noun MWEs (Baldwin et
al., 2003) verb-particle constructions (Bannard et
al., 2003; McCarthy et al., 2003) and verb-noun
pairs (Katz and Giesbrecht, 2006). Datasets with
human compositionality judgements are available
for these MWE categories (Cook et al., 2008).
Here, we focus on compound nominals, proper
names and adjective-noun constructions.

Our contributions are three-fold: firstly, we ex-
perimentally show that sense induction can as-
sist in identifying compositional MWEs. Sec-
ondly, we show that unsupervised parameter tun-
ing (Korkontzelos et al., 2009) results in accuracy
that is comparable to the best manually selected
combination of parameters. Thirdly, we propose
a semi-supervised approach for extracting non-
compositional MWEs from WordNet, to decrease
annotation cost.

2 Proposed approach
Let us consider the non-compositional MWE “red
carpet”. It mainly refers to a strip of red carpeting
laid down for dignitaries to walk on. However, it
is possible to encounter instances of “red carpet”
referring to any carpet of red colour. Our method
first applies sense induction to identify the major
semantic uses (senses) of a MWE (“red carpet”)
and its semantic head (“carpet”). Then, it com-
pares these uses to decide MWE compositionality.
The more diverse these uses are, the more possi-
bly the MWE is non-compositional. Our algorithm
consists of 4 steps:
A. Corpora collection and preprocessing. Our
approach receives as input a MWE (e.g. “red car-
pet”). The dependency output of Stanford Parser
(Klein and Manning, 2003) is used to locate the
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Figure 1: “red carpet”, sense induction example

MWE semantic head. Two different corpora are
collected (for the MWE and its semantic head).
Each consists of webtext snippets of length 15 to
200 tokens in which the MWE/semantic head ap-
pears. Given a MWE, a set of queries is created:
All synonyms of the MWE extracted from Word-
Net are collected1. The MWE is paired with each
synonym to create a set of queries. For each query,
snippets are collected by parsing the web-pages re-
turned by Yahoo!. The union of all snippets pro-
duces the MWE corpus. The corpus for a semantic
head is created equivalently.

To keep the computational time reasonable,
only the longest 3, 000 snippets are kept from each
corpus. Both corpora are PoS tagged (GENIA tag-
ger). In common with Agirre et al. (2006), only
nouns are kept and lemmatized, since they are
more discriminative than other PoS.

B. Sense Induction methods can be broadly di-
vided into vector-space models and graph based
models. Sense induction methods are evaluated
under the SemEval-2007 framework (Agirre and
Soroa, 2007). We employ the collocational graph-
based sense induction of Klapaftis and Manand-
har (2008) in this work (henceforth referred to as
KM). The method consists of 3 stages:

Corpus preprocessing aims to capture nouns
that are contextually related to the target
MWE/head. Log-likelihood ratio (G2) (Dunning,
1993) with respect to a large reference corpus, Web
1T 5-gram Corpus (Brants and Franz, 2006), is
used to capture the contextually relevant nouns.
P1 is the G2 threshold below which nouns are re-
moved from corpora.

Graph creation. A collocation is defined as a
pair of nouns cooccuring within a snippet. Each

1Thus, for “red carpet”, corpora will be collected for “red
carpet” and “carpet”. The synonyms of “red carpet” are
“rug”, “carpet” and “carpeting”

noun within a snippet is combined with every
other, generating

(
n
2

)
collocations. Each collo-

cation is represented as a weighted vertex. P2

thresholds collocation frequencies and P3 colloca-
tion weights. Weighted edges are drawn based on
cooccurrence of the corresponding vertices in one
or more snippets (e.g. w8 and w7,9, fig. 1). In con-
trast to KM, frequencies for weighting vertices and
edges are obtained from Yahoo! web-page counts
to deal with data sparsity.

Graph clustering uses Chinese Whispers2 (Bie-
mann, 2006) to cluster the graph. Each cluster now
represents a sense of the target word.

KM produces larger number of clusters (uses)
than expected. To reduce it we exploit the one
sense per collocation property (Yarowsky, 1995).
Given a cluster li, we compute the set Si of snip-
pets that contain at least one collocation of li. Any
clusters la and lb are merged if Sa ⊆ Sb.
C. Comparing the induced senses. We used
two techniques to measure the distributional simi-
larity of major uses of the MWE and its semantic
head, both based on Jaccard coefficient (J). “Ma-
jor use” denotes the cluster of collocations which
tags the most snippets. Lee (1999) shows that
J performs better than other symmetric similarity
measures such as cosine, Jensen-Shannon diver-
gence, etc. The first is Jc = J(A,B) = |A∩B|

|A∪B| ,
where A, B are sets of collocations. The second,
Jsn, is based on the snippets that are tagged by
the induced uses. Let Ki be the set of snippets in
which at least one collocation of the use i occurs.
Jsn = J(Kj ,Kk), where j, k are the major uses
of the MWE and its semantic head, respectively.
D. Determining compositionality. Given the
major uses of a MWE and its semantic head,
the MWE is considered as compositional, when
the corresponding distributional similarity mea-
sure (Jc or Jsn) value is above a parameter thresh-
old, sim. Otherwise, it is considered as non-
compositional.

3 Test set of MWEs

To the best of our knowledge there are no noun
compound datasets accompanied with composi-
tionality judgements available. Thus, we devel-
oped an algorithm to aid human annotation. For
each of the 52, 217 MWEs of WordNet 3.0 (Miller,
1995) we collected:

2Chinese Whispers is not guaranteed to converge, thus
200 was adopted as the maximum number of iterations.
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Non-compositional MWEs
agony aunt, black maria, dead end, dutch oven,

fish finger, fool’s paradise, goat’s rue, green light,
high jump, joint chiefs, lip service, living rock,

monkey puzzle, motor pool, prince Albert,
stocking stuffer, sweet bay, teddy boy, think tank

Compositional MWEs
box white oak, cartridge brass, common iguana,

closed chain, eastern pipistrel, field mushroom,
hard candy, king snake, labor camp, lemon tree,

life form, parenthesis-free notation, parking brake,
petit juror, relational adjective, taxonomic category,

telephone service, tea table, upland cotton

Table 1: Test set with compositionality annotation.
MWEs whose compositionality was successfully
detected by: (a) 1c1word baseline are in bold font,
(b) manual parameter selection are underlined and
(c) average cluster coefficient are in italics.

1. all synonyms of the MWE
2. all hypernyms of the MWE
3. sister-synsets of the MWE, within distance3 3
4. synsets that are in holonymy or meronymy re-

lation to the MWE, within distance 3
If the semantic head of the MWE is also in the

above collection then the MWE is likely to be com-
positional, otherwise it is likely that the MWE is
non-compositional.

6, 287 MWEs were judged as potentially non-
compositional. We randomly chose 19 and
checked them manually. Those that were compo-
sitional were replaced by other randomly chosen
ones. The process was repeated until we ended up
with 19 non-compositional examples. Similarly,
19 negative examples that were judged as compo-
sitional were collected (Table 1).

4 Evaluation setting and results

The sense induction component of our algorithm
depends upon 3 parameters: P1 is theG2 threshold
below which noun are removed from corpora. P2

thresholds collocation frequencies and P3 colloca-
tion weights. We chose P1 ∈ {5, 10, 15}, P2 ∈
{102, 103, 104, 105} and P3 ∈ {0.2, 0.3, 0.4}. For
reference, P1 values of 3.84, 6.63, 10.83 and
15.13 correspond to G2 values for confidence lev-
els of 95%, 99%, 99.9% and 99.99%, respectively.

To assess the performance of the proposed al-
gorithm we compute accuracy, the percentage of
MWEs whose compositionality was correctly de-
termined against the gold standard.

3Locating sister synsets at distance D implies ascending
D steps and then descending D steps.

Figure 2: Proposed system and 1c1word accuracy.

Figure 3: Unweighted graph con/vity measures.

We compared the system’s performance against
a baseline, 1c1word, that assigns the whole graph
to a single cluster and no graph clustering is
performed. 1c1word corresponds to a relevant
SemEval-2007 baseline (Agirre and Soroa, 2007)
and helps in showing whether sense induction can
assist determining compositionality.

Our method was evaluated for each 〈P1, P2, P3〉
combination and similarity measures Jc and Jsn,
separately. We used our development set to deter-
mine if there are parameter values that verify our
hypothesis. Given a sim value (see section 2, last
paragraph), we chose the best performing parame-
ter combination manually.

The best results for manual parameter selection
were obtained for sim = 95% giving an accu-
racy of 68.42% for detecting non-compositional
MWEs. In all experiments, Jsn outperforms Jc.
With manually selected parameters, our system’s
accuracy is higher than 1c1word for all sim values
(5% points) (fig. 2, table 1). The initial hypothesis
holds; sense induction improves MWE composi-
tionality detection.

5 Unsupervised parameter tuning

We followed Korkontzelos et al. (2009) to select
the “best” parameters 〈P1, P2, P3〉 for the collo-
cational graph of each MWE or head word. We
applied 8 graph connectivity measures (weighted
and unweighted versions of average degree, clus-
ter coefficient, graph entropy and edge density)
separately on each of the clusters (resulting from
the application of the chinese whispers algorithm).

Each graph connectivity measure assigns a
score to each cluster. We averaged the scores over
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Figure 4: Weighted graph connectivity measures.

the clusters from the same graph. For each con-
nectivity measure, we chose the parameter combi-
nation 〈P1, P2, P3〉 that gave the highest score.

While manual parameter tuning chooses a sin-
gle globally best set of parameters (see section 4),
the graph connectivity measures generate different
values of 〈P1, P2, P3〉 for each graph.

5.1 Evaluation results

The best performing distributional similarity mea-
sure is Jsn. Unweighted versions of graph con-
nectivity measures perform better than weighted
ones. Figures 3 and 4 present a comparison be-
tween the unweighted and weighted versions of
all graph connectivity measures, respectively, for
all sim values. Average cluster coefficient per-
forms better or equally well to the other graph
connectivity measures for all sim values (except
for sim ∈ [90%, 100%]). The accuracy of aver-
age cluster coefficient is equal (68.42%) to that
of manual parameter selection (section 4, table
1). The second best performing unweighted graph
connectivity measures is average graph entropy.
For weighted graph connectivity measures, aver-
age graph entropy performs best, followed by av-
erage weighted clustering coefficient.

6 Conclusion and Future Work

We hypothesized that sense induction can assist in
identifying compositional MWEs. We introduced
an unsupervised system to experimentally explore
the hypothesis, and showed that it holds. We
proposed a semi-supervised way to extract non-
compositional MWEs from WordNet. We showed
that graph connectivity measures can be success-
fully employed to perform unsupervised parame-
ter tuning of our system. It would be interesting
to explore ways to substitute querying Yahoo! so
as to make the system quicker. Experimentation
with more sophisticated graph connectivity mea-
sures could possibly improve accuracy.
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Abstract

Distributional word similarity is most
commonly perceived as a symmetric re-
lation. Yet, one of its major applications
is lexical expansion, which is generally
asymmetric. This paper investigates the
nature of directional (asymmetric) similar-
ity measures, which aim to quantify distri-
butional feature inclusion. We identify de-
sired properties of such measures, specify
a particular one based on averaged preci-
sion, and demonstrate the empirical bene-
fit of directional measures for expansion.

1 Introduction

Much work on automatic identification of seman-
tically similar terms exploits Distributional Simi-
larity, assuming that such terms appear in similar
contexts. This has been now an active research
area for a couple of decades (Hindle, 1990; Lin,
1998; Weeds and Weir, 2003).

This paper is motivated by one of the prominent
applications of distributional similarity, namely
identifying lexical expansions. Lexical expansion
looks for terms whose meaning implies that of a
given target term, such as a query. It is widely
employed to overcome lexical variability in ap-
plications like Information Retrieval (IR), Infor-
mation Extraction (IE) and Question Answering
(QA). Often, distributional similarity measures are
used to identify expanding terms (e.g. (Xu and
Croft, 1996; Mandala et al., 1999)). Here we de-
note the relation between an expanding term u and
an expanded term v as ‘u→ v’.

While distributional similarity is most promi-
nently modeled by symmetric measures, lexical
expansion is in general a directional relation. In

IR, for instance, a user looking for “baby food”
will be satisfied with documents about “baby pap”
or “baby juice” (‘pap → food’, ‘juice → food’);
but when looking for “frozen juice” she will not
be satisfied by “frozen food”. More generally, di-
rectional relations are abundant in NLP settings,
making symmetric similarity measures less suit-
able for their identification.

Despite the need for directional similarity mea-
sures, their investigation counts, to the best of
our knowledge, only few works (Weeds and Weir,
2003; Geffet and Dagan, 2005; Bhagat et al.,
2007; Szpektor and Dagan, 2008; Michelbacher et
al., 2007) and is utterly lacking. From an expan-
sion perspective, the common expectation is that
the context features characterizing an expanding
word should be largely included in those of the ex-
panded word.

This paper investigates the nature of directional
similarity measures. We identify their desired
properties, design a novel measure based on these
properties, and demonstrate its empirical advan-
tage in expansion settings over state-of-the-art
measures1. In broader prospect, we suggest that
asymmetric measures might be more suitable than
symmetric ones for many other settings as well.

2 Background

The distributional word similarity scheme follows
two steps. First, a feature vector is constructed
for each word by collecting context words as fea-
tures. Each feature is assigned a weight indicating
its “relevance” (or association) to the given word.
Then, word vectors are compared by some vector
similarity measure.

1Our directional term-similarity resource will be available
at http://aclweb.org/aclwiki/index.php?
title=Textual_Entailment_Resource_Pool
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To date, most distributional similarity research
concentrated on symmetric measures, such as the
widely cited and competitive (as shown in (Weeds
and Weir, 2003)) LIN measure (Lin, 1998):

LIN(u, v) =

∑
f∈FVu∩FVv

[wu(f) + wv(f)]∑
f∈FVu

wu(f) +
∑

f∈FVv
wv(f)

where FVx is the feature vector of a word x and
wx(f) is the weight of the feature f in that word’s
vector, set to their pointwise mutual information.

Few works investigated a directional similarity
approach. Weeds and Weir (2003) and Weeds et
al. (2004) proposed a precision measure, denoted
here WeedsPrec, for identifying the hyponymy re-
lation and other generalization/specification cases.
It quantifies the weighted coverage (or inclusion)
of the candidate hyponym’s features (u) by the hy-
pernym’s (v) features:

WeedsPrec(u→ v) =

∑
f∈FVu∩FVv

wu(f)∑
f∈FVu

wu(f)

The assumption behind WeedsPrec is that if one
word is indeed a generalization of the other then
the features of the more specific word are likely to
be included in those of the more general one (but
not necessarily vice versa).

Extending this rationale to the textual entail-
ment setting, Geffet and Dagan (2005) expected
that if the meaning of a word u entails that of
v then all its prominent context features (under
a certain notion of “prominence”) would be in-
cluded in the feature vector of v as well. Their
experiments indeed revealed a strong empirical
correlation between such complete inclusion of
prominent features and lexical entailment, based
on web data. Yet, such complete inclusion cannot
be feasibly assessed using an off-line corpus, due
to the huge amount of required data.

Recently, (Szpektor and Dagan, 2008) tried
identifying the entailment relation between
lexical-syntactic templates using WeedsPrec, but
observed that it tends to promote unreliable rela-
tions involving infrequent templates. To remedy
this, they proposed to balance the directional
WeedsPrec measure by multiplying it with the
symmetric LIN measure, denoted here balPrec:

balPrec(u→v)=
√

LIN(u, v)·WeedsPrec(u→v)

Effectively, this measure penalizes infrequent tem-
plates having short feature vectors, as those usu-
ally yield low symmetric similarity with the longer
vectors of more common templates.

3 A Statistical Inclusion Measure

Our research goal was to develop a directional
similarity measure suitable for learning asymmet-
ric relations, focusing empirically on lexical ex-
pansion. Thus, we aimed to quantify most effec-
tively the above notion of feature inclusion.

For a candidate pair ‘u → v’, we will refer to
the set of u’s features, which are those tested for
inclusion, as tested features. Amongst these fea-
tures, those found in v’s feature vector are termed
included features.

In preliminary data analysis of pairs of feature
vectors, which correspond to a known set of valid
and invalid expansions, we identified the follow-
ing desired properties for a distributional inclusion
measure. Such measure should reflect:

1. the proportion of included features amongst
the tested ones (the core inclusion idea).

2. the relevance of included features to the ex-
panding word.

3. the relevance of included features to the ex-
panded word.

4. that inclusion detection is less reliable if the
number of features of either expanding or ex-
panded word is small.

3.1 Average Precision as the Basis for an
Inclusion Measure

As our starting point we adapted the Average
Precision (AP) metric, commonly used to score
ranked lists such as query search results. This
measure combines precision, relevance ranking
and overall recall (Voorhees and Harman, 1999):

AP =
∑N

r=1[P (r) · rel(r)]
total number of relevant documents

where r is the rank of a retrieved document
amongst the N retrieved, rel(r) is an indicator
function for the relevance of that document, and
P (r) is precision at the given cut-off rank r.

In our case the feature vector of the expanded
word is analogous to the set of all relevant docu-
ments while tested features correspond to retrieved
documents. Included features thus correspond to
relevant retrieved documents, yielding the follow-

70



ing analogous measure in our terminology:

AP (u→ v) =
∑|FVu|

r=1 [P (r) · rel(fr)]
|FVv|

rel(f) =
{

1, if f ∈ FVv

0, if f /∈ FVv

P (r) =
|included features in ranks 1 to r|

r

where fr is the feature at rank r in FVu.
This analogy yields a feature inclusion measure

that partly addresses the above desired properties.
Its score increases with a larger number of in-
cluded features (correlating with the 1st property),
while giving higher weight to highly ranked fea-
tures of the expanding word (2nd property).

To better meet the desired properties we in-
troduce two modifications to the above measure.
First, we use the number of tested features |FVu|
for normalization instead of |FVv|. This captures
better the notion of feature inclusion (1st property),
which targets the proportion of included features
relative to the tested ones.

Second, in the classical AP formula all relevant
documents are considered relevant to the same ex-
tent. However, features of the expanded word dif-
fer in their relevance within its vector (3rd prop-
erty). We thus reformulate rel(f) to give higher
relevance to highly ranked features in |FVv|:

rel′(f) =
{

1− rank(f,FVv)
|FVv |+1 , if f ∈ FVv

0 , if f /∈ FVv

where rank(f, FVv) is the rank of f in FVv.
Incorporating these two modifications yields the

APinc measure:

APinc(u→v)=
∑|FVu|

r=1 [P (r) · rel′(fr)]
|FVu|

Finally, we adopt the balancing approach in
(Szpektor and Dagan, 2008), which, as explained
in Section 2, penalizes similarity for infrequent
words having fewer features (4th property) (in our
version, we truncated LIN similarity lists after top
1000 words). This yields our proposed directional
measure balAPinc:

balAPinc(u→v) =
√

LIN(u, v) · APinc(u→v)

4 Evaluation and Results

4.1 Evaluation Setting
We tested our similarity measure by evaluating its
utility for lexical expansion, compared with base-
lines of the LIN, WeedsPrec and balPrec measures

(Section 2) and a balanced version of AP (Sec-
tion 3), denoted balAP. Feature vectors were cre-
ated by parsing the Reuters RCV1 corpus and tak-
ing the words related to each term through a de-
pendency relation as its features (coupled with the
relation name and direction, as in (Lin, 1998)). We
considered for expansion only terms that occur at
least 10 times in the corpus, and as features only
terms that occur at least twice.

As a typical lexical expansion task we used
the ACE 2005 events dataset2. This standard IE
dataset specifies 33 event types, such as Attack,
Divorce, and Law Suit, with all event mentions
annotated in the corpus. For our lexical expan-
sion evaluation we considered the first IE subtask
of finding sentences that mention the event.

For each event we specified a set of representa-
tive words (seeds), by selecting typical terms for
the event (4 on average) from its ACE definition.
Next, for each similarity measure, the terms found
similar to any of the event’s seeds (‘u → seed’)
were taken as expansion terms. Finally, to mea-
sure the sole contribution of expansion, we re-
moved from the corpus all sentences that contain
a seed word and then extracted all sentences that
contain expansion terms as mentioning the event.
Each of these sentences was scored by the sum of
similarity scores of its expansion terms.

To evaluate expansion quality we compared the
ranked list of sentences for each event to the gold-
standard annotation of event mentions, using the
standard Average Precision (AP) evaluation mea-
sure. We report Mean Average Precision (MAP)
for all events whose AP value is at least 0.1 for at
least one of the tested measures3.

4.1.1 Results
Table 1 presents the results for the different tested
measures over the ACE experiment. It shows that
the symmetric LIN measure performs significantly
worse than the directional measures, assessing that
a directional approach is more suitable for the ex-
pansion task. In addition, balanced measures con-
sistently perform better than unbalanced ones.

According to the results, balAPinc is the best-
performing measure. Its improvement over all
other measures is statistically significant accord-
ing to the two-sided Wilcoxon signed-rank test

2http://projects.ldc.upenn.edu/ace/, training part.
3The remaining events seemed useless for our compar-

ative evaluation, since suitable expansion lists could not be
found for them by any of the distributional methods.
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LIN WeedsPrec balPrec AP balAP balAPinc
0.068 0.044 0.237 0.089 0.202 0.312

Table 1: MAP scores of the tested measures on the
ACE experiment.

seed LIN balAPinc
death murder, killing, inci-

dent, arrest, violence
suicide, killing, fatal-
ity, murder, mortality

marry divorce, murder, love, divorce, remarry,
dress, abduct father, kiss, care for

arrest detain, sentence,
charge, jail, convict

detain, extradite,
round up, apprehend,
imprison

birth abortion, pregnancy, wedding day,
resumption, seizure, dilation, birthdate,
passage circumcision, triplet

injure wound, kill, shoot, wound, maim, beat
detain, burn up, stab, gun down

Table 2: Top 5 expansion terms learned by LIN
and balAPinc for a sample of ACE seed words.

(Wilcoxon, 1945) at the 0.01 level. Table 2
presents a sample of the top expansion terms
learned for some ACE seeds with either LIN or
balAPinc, demonstrating the more accurate ex-
pansions generated by balAPinc. These results
support the design of our measure, based on the
desired properties that emerged from preliminary
data analysis for lexical expansion.

Finally, we note that in related experiments we
observed statistically significant advantages of the
balAPinc measure for an unsupervised text catego-
rization task (on the 10 most frequent categories in
the Reuters-21578 collection). In this setting, cat-
egory names were taken as seeds and expanded by
distributional similarity, further measuring cosine
similarity with categorized documents similarly to
IR query expansion. These experiments fall be-
yond the scope of this paper and will be included
in a later and broader description of our work.

5 Conclusions and Future work

This paper advocates the use of directional similar-
ity measures for lexical expansion, and potentially
for other tasks, based on distributional inclusion of
feature vectors. We first identified desired proper-
ties for an inclusion measure and accordingly de-
signed a novel directional measure based on av-
eraged precision. This measure yielded the best
performance in our evaluations. More generally,
the evaluations supported the advantage of multi-
ple directional measures over the typical symmet-

ric LIN measure.
Error analysis showed that many false sentence

extractions were caused by ambiguous expanding
and expanded words. In future work we plan to
apply disambiguation techniques to address this
problem. We also plan to evaluate the performance
of directional measures in additional tasks, and
compare it with additional symmetric measures.
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Abstract

This paper explores methods to allevi-
ate the effect of lexical sparseness in the
classification of verbal arguments. We
show how automatically generated selec-
tional preferences are able to generalize
and perform better than lexical features in
a large dataset for semantic role classifi-
cation. The best results are obtained with
a novel second-order distributional simi-
larity measure, and the positive effect is
specially relevant for out-of-domain data.
Our findings suggest that selectional pref-
erences have potential for improving a full
system for Semantic Role Labeling.

1 Introduction

Semantic Role Labeling (SRL) systems usually
approach the problem as a sequence of two sub-
tasks: argument identification and classification.
While the former is mostly a syntactic task, the
latter requires semantic knowledge to be taken
into account. Current systems capture semantics
through lexicalized features on the predicate and
the head word of the argument to be classified.
Since lexical features tend to be sparse (especially
when the training corpus is small) SRL systems
are prone to overfit the training data and general-
ize poorly to new corpora.

This work explores the usefulness of selectional
preferences to alleviate the lexical dependence of
SRL systems. Selectional preferences introduce
semantic generalizations on the type of arguments
preferred by the predicates. Therefore, they are
expected to improve generalization on infrequent
and unknown words, and increase the discrimina-
tive power of the argument classifiers.

For instance, consider these two sentences:

JFK was assassinated (in Dallas)Location

JFK was assassinated (in November)Temporal

Both share syntactic and argument structure, so
the lexical features (i.e., the words ‘Dallas’ and
‘November’) represent the most important knowl-
edge to discriminate between the two different ad-
junct roles. The problem is that, in new text,
one may encounter similar expressions with new
words like Texas or Autumn.

We propose a concrete classification problem as
our main evaluation setting for the acquired selec-
tional preferences: given a verb occurrence and
a nominal head word of a constituent dependant
on that verb, assign the most plausible role to the
head word according to the selectional preference
model. This problem is directly connected to ar-
gument classification in SRL, but we have iso-
lated the evaluation from the complete SRL task.
This first step allows us to analyze the potential
of selectional preferences as a source of seman-
tic knowledge for discriminating among different
role labels. Ongoing work is devoted to the inte-
gration of selectional preference–derived features
in a complete SRL system.

2 Related Work

Automatic acquisition of selectional preferences
is a relatively old topic, and will mention the
most relevant references. Resnik (1993) proposed
to model selectional preferences using semantic
classes from WordNet in order to tackle ambiguity
issues in syntax (noun-compounds, coordination,
PP-attachment).

Brockman and Lapata (2003) compared sev-
eral class-based models (including Resnik’s se-
lectional preferences) on a syntactic plausibility
judgement task for German. The models re-
turn weights for (verb, syntactic function, noun)
triples, and the correlation with human plausibil-
ity judgement is used for evaluation. Resnik’s
selectional preference scored best among class-
based methods, but it performed equal to a simple,
purely lexical, conditional probability model.
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Distributional similarity has also been used to
tackle syntactic ambiguity. Pantel and Lin (2000)
obtained very good results using the distributional
similarity measure defined by Lin (1998).

The application of selectional preferences to se-
mantic roles (as opposed to syntactic functions)
is more recent. Gildea and Jurafsky (2002) is
the only one applying selectional preferences in
a real SRL task. They used distributional clus-
tering and WordNet-based techniques on a SRL
task on FrameNet roles. They report a very small
improvement of the overall performance when us-
ing distributional clustering techniques. In this pa-
per we present complementary experiments, with
a different role set and annotated corpus (Prop-
Bank), a wider range of selectional preference
models, and the analysis of out-of-domain results.

Other papers applying semantic preferences
in the context of semantic roles, rely on the
evaluation on pseudo tasks or human plausibil-
ity judgments. In (Erk, 2007) a distributional
similarity–based model for selectional preferences
is introduced, reminiscent of that of Pantel and
Lin (2000). The results over 100 frame-specific
roles showed that distributional similarities get
smaller error rates than Resnik and EM, with Lin’s
formula having the smallest error rate. Moreover,
coverage of distributional similarities and Resnik
are rather low. Our distributional model for selec-
tional preferences follows her formalization.

Currently, there are several models of distri-
butional similarity that could be used for selec-
tional preferences. More recently, Padó and Lap-
ata (2007) presented a study of several parameters
that define a broad family of distributional similar-
ity models, including publicly available software.

Our paper tests similar techniques to those pre-
sented above, but we evaluate selectional prefer-
ence models in a setting directly related to SR
classification, i.e., given a selectional preference
model for a verb we find the role which fits best
for a given head word. The problem is indeed
qualitatively different: we do not have to choose
among the head words competing for a role (as
in the papers above) but among selectional prefer-
ences competing for a head word.

3 Selectional Preference Models

In this section we present all the variants for ac-
quiring selectional preferences used in our study,
and how we apply them to the SR classification.

WordNet-based SP models: we use Resnik’s se-
lectional preference model.
Distributional SP models: Given the availabil-
ity of publicly available resources for distribu-
tional similarity, we used 1) a ready-made the-
saurus (Lin, 1998), and 2) software (Padó and La-
pata, 2007) which we run on the British National
Corpus (BNC).

In the first case, Lin constructed his thesaurus
based on his own similarity formula run over a
large parsed corpus comprising journalism texts.
The thesaurus lists, for each word, the most sim-
ilar words, with their weight. In order to get the
similarity for two words, we could check the entry
in the thesaurus for either word. But given that
the thesaurus is not symmetric, we take the av-
erage of both similarities. We will refer to this
similarity measure as simth

lin. Another option is
to use second-order similarity, where we compute
the similarity of two words using the entries in the
thesaurus, either using the cosine or Jaccard mea-
sures. We will refer to these similarity measures
as simth2

jac and simth2
cos hereinafter.

For the second case, we tried the optimal pa-
rameters as described in (Padó and Lapata, 2007,
p. 179): word-based space, medium context, log-
likelihood association, and 2,000 basis elements.
We tested Jaccard, cosine and Lin’s measure (Lin,
1998) for similarity, yielding simjac, simcos and
simlin, respectively.

3.1 Role Classification with SP Models

Given a target sentence where a predicate and sev-
eral potential argument and adjunct head words
occur, the goal is to assign a role label to each of
the head words. The classification of candidate
head words is performed independently of each
other.

Since we want to evaluate the ability of selec-
tional preference models to discriminate among
different roles, this is the only knowledge that will
be used to perform classification (avoiding the in-
clusion of any other feature commonly used in
SRL). Thus, for each head word, we will simply
select the role (r) of the predicate (p) which fits
best the head word (w). This selection rule is for-
malized as:
R(p, w) = arg maxr∈Roles(p) S(p, r, w)

being S(p, r, w) the prediction of the selectional
preference model, which can be instantiated with
all the variants mentioned above.
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For the sake of comparison we also define a lex-
ical baseline model, which will determine the con-
tribution of lexical features in argument classifica-
tion. For a test pair (p, w) the model returns the
role under which the head word occurred most of-
ten in the training data given the predicate.

4 Experimental Setting

The data used in this work is the benchmark cor-
pus provided by the CoNLL-2005 shared task on
SRL (Carreras and Màrquez, 2005). The dataset,
of over 1 million tokens, comprises PropBank sec-
tions 02-21 for training, and sections 24 and 23 for
development and test, respectively. In these ex-
periments, NEG, DIS and MOD arguments have
been discarded because, apart from not being con-
sidered “pure” adjunct roles, the selectional pref-
erences implemented in this study are not able to
deal with non-nominal argument heads.

The predicate–rol–head (p, r, w) triples for gen-
eralizing the selectional preferences are extracted
from the arguments of the training set, yield-
ing 71,240 triples, from which 5,587 different
predicate-role selectional preferences (p, r) are
derived by instantiating the different models in
Section 3.

Selectional preferences are then used, to predict
the corresponding roles of the (p, w) pairs from
the test corpora. The test set contains 4,134 pairs
(covering 505 different predicates) to be classified
into the appropriate role label. In order to study
the behavior on out-of-domain data, we also tested
on the PropBanked part of the Brown corpus. This
corpus contains 2,932 (p, w) pairs covering 491
different predicates.

The performance of each selectional preference
model is evaluated by calculating the standard pre-
cision, recall and F1 measures. It is worth men-
tioning that none of the models is able to predict
the role when facing an unknown head word. This
happens more often with WordNet based models,
which have a lower word coverage compared to
distributional similarity–based models.

5 Results and Discussion

The results are presented in Table 1. The lexi-
cal row corresponds to the baseline lexical match
method. The following row corresponds to the
WordNet-based selectional preference model. The
distributional models follow, including the results
obtained by the three similarity formulas on the

prec. rec. F1 prec. recall F1

lexical .779 .349 .482 .663 .059 .108
res .589 .495 .537 .505 .379 .433
simJac .573 .564 .569 .481 .452 .466
simcos .607 .598 .602 .507 .476 .491
simLin .580 .560 .570 .500 .470 .485
simth

Lin .635 .625 .630 .494 .464 .478
simth2

Jac .657 .646 .651 .531 .499 .515
simth2

cos .654 .644 .649 .531 .499 .515

Table 1: Results for WSJ test (left), and Brown
test (right)

co-occurrences extracted from the BNC (simJac,
simcos simLin), and the results obtained when
using Lin’s thesaurus directly (simth

Lin) and as a
second-order vector (simth2

Jac and simth2
cos).

As expected, the lexical baseline attains very
high precision in all datasets, which underscores
the importance of the lexical head word features
in argument classification. The recall is quite
low, specially in Brown, confirming and extend-
ing (Pradhan et al., 2008), which also reports sim-
ilar performance drops when doing argument clas-
sification on out-of-domain data.

One of the main goals of our experiments is to
overcome the data sparseness of lexical features
both on in-domain and out-of-domain data. All
our selectional preference models improve over
the lexical matching baseline in recall, up to 30
absolute percentage points in the WSJ test dataset
and 44 absolute percentage points in the Brown
corpus. This comes at the cost of reduced preci-
sion, but the overall F-score shows that all selec-
tional preference models improve over the base-
line, with up to 17 absolute percentage points
on the WSJ datasets and 41 absolute percentage
points on the Brown dataset. The results, thus,
show that selectional preferences are indeed alle-
viating the lexical sparseness problem.

As an example, consider the following head
words of potential arguments of the verb wear
found in the test set: doctor, men, tie, shoe. None
of these nouns occurred as heads of arguments of
wear in the training data, and thus the lexical fea-
ture would be unable to predict any role for them.
Using selectional preferences, we successfully as-
signed the Arg0 role to doctor and men, and the
Arg1 role to tie and shoe.

Regarding the selectional preference variants,
WordNet-based and first-order distributional sim-
ilarity models attain similar levels of precision,
but the former are clearly worse on recall and F1.
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The performance loss on recall can be explained
by the worse lexical coverage of WordNet when
compared to automatically generated thesauri. Ex-
amples of words missing in WordNet include ab-
breviations (e.g., Inc., Corp.) and brand names
(e.g., Texaco, Sony). The second-order distribu-
tional similarity measures perform best overall,
both in precision and recall. As far as we know,
it is the first time that these models are applied to
selectional preference modeling, and they prove to
be a strong alternative to first-order models. The
relative performance of the methods is consistent
across the two datasets, stressing the robustness of
all methods used.

Regarding the use of similarity software (Padó
and Lapata, 2007) on the BNC vs. the use of
Lin’s ready-made thesaurus, both seem to perform
similarly, as exemplified by the similar results of
simLin and simth

Lin. The fact that the former per-
formed better on the Brown data, and worse on the
WSJ data could be related to the different corpora
used to compute the co-occurrence, balanced cor-
pus and journalism texts respectively. This could
be an indication of the potential of distributional
thesauri to adapt to the target domain.

Regarding the similarity metrics, the cosine
seems to perform consistently better for first-order
distributional similarity, while Jaccard provided
slightly better results for second-order similarity.

The best overall performance was for second-
order similarity, also using the cosine. Given
the computational complexity involved in build-
ing a complete thesaurus based on the similarity
software, we used the ready-made thesaurus of
Lin, but could not try the second-order version on
BNC.

6 Conclusions and Future Work

We have empirically shown how automatically
generated selectional preferences, using WordNet
and distributional similarity measures, are able to
effectively generalize lexical features and, thus,
improve classification performance in a large-
scale argument classification task on the CoNLL-
2005 dataset. The experiments show substantial
gains on recall and F1 compared to lexical match-
ing, both on the in-domain WSJ test and, espe-
cially, on the out-of-domain Brown test.

Alternative selectional models were studied and
compared. WordNet-based models attain good
levels of precision but lower recall than distribu-

tional similarity methods. A new second-order
similarity method proposed in this paper attains
the best results overall in all datasets.

The evidence gathered in this paper suggests
that using semantic knowledge in the form of se-
lectional preferences has a high potential for im-
proving the results of a full system for SRL, spe-
cially when training data is scarce or when applied
to out-of-domain corpora.

Current efforts are devoted to study the integra-
tion of the selectional preference models presented
in this paper in a in-house SRL system. We are
particularly interested in domain adaptation, and
whether distributional similarities can profit from
domain corpora for better performance.
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Abstract

We present a syntactic and lexically based
discourse segmenter (SLSeg) that is de-
signed to avoid the common problem of
over-segmenting text. Segmentation is the
first step in a discourse parser, a system
that constructs discourse trees from el-
ementary discourse units. We compare
SLSeg to a probabilistic segmenter, show-
ing that a conservative approach increases
precision at the expense of recall, while re-
taining a high F-score across both formal
and informal texts.

1 Introduction∗

Discourse segmentation is the process of de-
composing discourse into elementary discourse
units (EDUs), which may be simple sentences or
clauses in a complex sentence, and from which
discourse trees are constructed. In this sense, we
are performing low-level discourse segmentation,
as opposed to segmenting text into chunks or top-
ics (e.g., Passonneau and Litman (1997)). Since
segmentation is the first stage of discourse parsing,
quality discourse segments are critical to build-
ing quality discourse representations (Soricut and
Marcu, 2003). Our objective is to construct a dis-
course segmenter that is robust in handling both
formal (newswire) and informal (online reviews)
texts, while minimizing the insertion of incorrect
discourse boundaries. Robustness is achieved by
constructing discourse segments in a principled
way using syntactic and lexical information.
Our approach employs a set of rules for insert-

ing segment boundaries based on the syntax of
each sentence. The segment boundaries are then
further refined by using lexical information that

∗This work was supported by an NSERC Discovery Grant
(261104-2008) to Maite Taboada. We thank Angela Cooper
and Morgan Mameni for their help with the reliability study.

takes into consideration lexical cues, including
multi-word expressions. We also identify clauses
that are parsed as discourse segments, but are not
in fact independent discourse units, and join them
to the matrix clause.
Most parsers can break down a sentence into

constituent clauses, approaching the type of out-
put that we need as input to a discourse parser.
The segments produced by a parser, however, are
too fine-grained for discourse purposes, breaking
off complement and other clauses that are not in a
discourse relation to any other segment. For this
reason, we have implemented our own segmenter,
utilizing the output of a standard parser. The pur-
pose of this paper is to describe our syntactic and
lexical-based segmenter (SLSeg), demonstrate its
performance against state-of-the-art systems, and
make it available to the wider community.

2 Related Work

Soricut and Marcu (2003) construct a statistical
discourse segmenter as part of their sentence-level
discourse parser (SPADE), the only implemen-
tation available for our comparison. SPADE is
trained on the RST Discourse Treebank (Carlson
et al., 2002). The probabilities for segment bound-
ary insertion are learned using lexical and syntac-
tic features. Subba and Di Eugenio (2007) use
neural networks trained on RST-DT for discourse
segmentation. They obtain an F-score of 84.41%
(86.07% using a perfect parse), whereas SPADE
achieved 83.1% and 84.7% respectively.
Thanh et al. (2004) construct a rule-based

segmenter, employing manually annotated parses
from the Penn Treebank. Our approach is con-
ceptually similar, but we are only concerned with
established discourse relations, i.e., we avoid po-
tential same-unit relations by preserving NP con-
stituency.
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3 Principles For Discourse Segmentation

Our primary concern is to capture interesting dis-
course relations, rather than all possible relations,
i.e., capturing more specific relations such as Con-
dition, Evidence or Purpose, rather than more gen-
eral and less informative relations such as Elabo-
ration or Joint, as defined in Rhetorical Structure
Theory (Mann and Thompson, 1988). By having a
stricter definition of an elementary discourse unit
(EDU), this approach increases precision at the ex-
pense of recall.
Grammatical units that are candidates for dis-

course segments are clauses and sentences. Our
basic principles for discourse segmentation follow
the proposals in RST as to what a minimal unit
of text is. Many of our differences with Carl-
son and Marcu (2001), who defined EDUs for the
RST Discourse Treebank (Carlson et al., 2002),
are due to the fact that we adhere closer to the orig-
inal RST proposals (Mann and Thompson, 1988),
which defined as ‘spans’ adjunct clauses, rather
than complement (subject and object) clauses. In
particular, we propose that complements of at-
tributive and cognitive verbs (He said (that)..., I
think (that)...) are not EDUs. We preserve con-
sistency by not breaking at direct speech (“X,” he
said.). Reported and direct speech are certainly
important in discourse (Prasad et al., 2006); we do
not believe, however, that they enter discourse re-
lations of the type that RST attempts to capture.
In general, adjunct, but not complement clauses

are discourse units. We require all discourse seg-
ments to contain a verb. Whenever a discourse
boundary is inserted, the two newly created seg-
ments must each contain a verb. We segment coor-
dinated clauses (but not coordinated VPs), adjunct
clauses with either finite or non-finite verbs, and
non-restrictive relative clauses (marked by com-
mas). In all cases, the choice is motivated by
whether a discourse relation could hold between
the resulting segments.

4 Implementation

The core of the implementation involves the con-
struction of 12 syntactically-based segmentation
rules, along with a few lexical rules involving a list
of stop phrases, discourse cue phrases and word-
level parts of speech (POS) tags. First, paragraph
boundaries and sentence boundaries using NIST’s

sentence segmenter1 are inserted. Second, a sta-
tistical parser applies POS tags and the sentence’s
syntactic tree is constructed. Our syntactic rules
are executed at this stage. Finally, lexical rules,
as well as rules that consider the parts-of-speech
for individual words, are applied. Segment bound-
aries are removed from phrases with a syntactic
structure resembling independent clauses that ac-
tually are used idiomatically, such as as it stands
or if you will. A list of phrasal discourse cues
(e.g., as soon as, in order to) are used to insert
boundaries not derivable from the parser’s output
(phrases that begin with in order to... are tagged as
PP rather than SBAR). Segmentation is also per-
formed within parentheticals (marked by paren-
theses or hyphens).

5 Data and Evaluation

5.1 Data
The gold standard test set consists of 9 human-
annotated texts. The 9 documents include 3 texts
from the RST literature2, 3 online product reviews
from Epinions.com, and 3 Wall Street Journal ar-
ticles taken from the Penn Treebank. The texts av-
erage 21.2 sentences, with the longest text having
43 sentences and the shortest having 6 sentences,
for a total of 191 sentences and 340 discourse seg-
ments in the 9 gold-standard texts.
The texts were segmented by one of the au-

thors following guidelines that were established
from the project’s beginning and was used as the
gold standard. The annotator was not directly in-
volved in the coding of the segmenter. To ensure
the guidelines followed clear and sound principles,
a reliability study was performed. The guidelines
were given to two annotators, both graduate stu-
dents in Linguistics, that had no direct knowledge
of the project. They were asked to segment the 9
texts used in the evaluation.
Inter-annotator agreement across all three anno-

tators using Kappa was .85, showing a high level
of agreement. Using F-score, average agreement
of the two annotators against the gold standard was
also high at .86. The few disagreements were pri-
marily due to a lack of full understanding of the
guidelines (e.g., the guidelines specify to break ad-
junct clauses when they contain a verb, but one
of the annotators segmented prepositional phrases

1http://duc.nist.gov/duc2004/software/
duc2003.breakSent.tar.gz

2Available from the RST website http://www.sfu.ca/rst/
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Epinions Treebank Original RST Combined Total
System P R F P R F P R F P R F
Baseline .22 .70 .33 .27 .89 .41 .26 .90 .41 .25 .80 .38

SPADE (coarse) .59 .66 .63 .63 1.0 .77 .64 .76 .69 .61 .79 .69
SPADE (original) .36 .67 .46 .37 1.0 .54 .38 .76 .50 .37 .77 .50

Sundance .54 .56 .55 .53 .67 .59 .71 .47 .57 .56 .58 .57
SLSeg (Charniak) .97 .66 .79 .89 .86 .87 .94 .76 .84 .93 .74 .83
SLSeg (Stanford) .82 .74 .77 .82 .86 .84 .88 .71 .79 .83 .77 .80

Table 1: Comparison of segmenters

that had a similar function to a full clause). With
high inter-annotator agreement (and with any dis-
agreements and errors resolved), we proceeded to
use the co-author’s segmentations as the gold stan-
dard.

5.2 Evaluation
The evaluation uses standard precision, recall and
F-score to compute correctly inserted segment
boundaries (we do not consider sentence bound-
aries since that would inflate the scores). Precision
is the number of boundaries in agreement with the
gold standard. Recall is the total number of bound-
aries correct in the system’s output divided by the
number of total boundaries in the gold standard.
We compare the output of SLSeg to SPADE.

Since SPADE is trained on RST-DT, it inserts seg-
ment boundaries that are different from what our
annotation guidelines prescribe. To provide a fair
comparison, we implement a coarse version of
SPADE where segment boundaries prescribed by
the RST-DT guidelines, but not part of our seg-
mentation guidelines, are manually removed. This
version leads to increased precision while main-
taining identical recall, thus improving F-score.
In addition to SPADE, we also used the Sun-

dance parser (Riloff and Phillips, 2004) in our
evaluation. Sundance is a shallow parser which
provides clause segmentation on top of a basic
word-tagging and phrase-chunking system. Since
Sundance clauses are also too fine-grained for our
purposes, we use a few simple rules to collapse
clauses that are unlikely to meet our definition of
EDU. The baseline segmenter in Table 1 inserts
segment boundaries before and after all instances
of S, SBAR, SQ, SINV, SBARQ from the syntac-
tic parse (text spans that represent full clauses able
to stand alone as sentential units). Finally, two
parsers are compared for their effect on segmenta-
tion quality: Charniak (Charniak, 2000) and Stan-

ford (Klein and Manning, 2003).

5.3 Qualitative Comparison
Comparing the outputs of SLSeg and SPADE on
the Epinions.com texts illustrates key differences
between the two approaches.

[Luckily we bought the extended pro-
tection plans from Lowe’s,] # [so we
are waiting] [for Whirlpool to decide]
[if they want to do the costly repair] [or
provide us with a new machine].

In this example, SLSeg inserts a single bound-
ary (#) before the word so, whereas SPADE in-
serts four boundaries (indicated by square brack-
ets). Our breaks err on the side of preserving se-
mantic coherence, e.g., the segment for Whirlpool
to decide depends crucially on the adjacent seg-
ments for its meaning. In our opinion, the rela-
tions between these segments are properly the do-
main of a semantic, but not a discourse, parser. A
clearer example that illustrates the pitfalls of fine-
grained discourse segmenting is shown in the fol-
lowing output from SPADE:

[The thing] [that caught my attention
was the fact] [that these fantasy novels
were marketed...]

Because the segments are a restrictive relative
clause and a complement clause, respectively,
SLSeg does not insert any segment boundaries.

6 Results

Results are shown in Table 1. The combined in-
formal and formal texts show SLSeg (using Char-
niak’s parser) with high precision; however, our
overall recall was lower than both SPADE and the
baseline. The performance of SLSeg on the in-
formal and formal texts is similar to our perfor-
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mance overall: high precision, nearly identical re-
call. Our system outperforms all the other systems
in both precision and F-score, confirming our hy-
pothesis that adapting an existing system would
not provide the high-quality discourse segments
we require.
The results of using the Stanford parser as an

alternative to the Charniak parser show that the
performance of our system is parser-independent.
High F-score in the Treebank data can be at-
tributed to the parsers having been trained on Tree-
bank. Since SPADE also utilizes the Charniak
parser, the results are comparable.
Additionally, we compared SLSeg and SPADE

to the original RST segmentations of the three
RST texts taken from RST literature. Performance
was similar to that of our own annotations, with
SLSeg achieving an F-score of .79, and SPADE
attaining .38. This demonstrates that our approach
to segmentation is more consistent with the origi-
nal RST guidelines.

7 Discussion

We have shown that SLSeg, a conservative rule-
based segmenter that inserts fewer discourse
boundaries, leads to higher precision compared to
a statistical segmenter. This higher precision does
not come at the expense of a significant loss in
recall, as evidenced by a higher F-score. Unlike
statistical parsers, our system requires no training
when porting to a new domain.
All software and data are available3. The

discourse-related data includes: a list of clause-
like phrases that are in fact discourse markers
(e.g., if you will, mind you); a list of verbs used
in to-infinitival and if complement clauses that
should not be treated as separate discourse seg-
ments (e.g., decide in I decided to leave the car
at home); a list of unambiguous lexical cues for
segment boundary insertion; and a list of attribu-
tive/cognitive verbs (e.g., think, said) used to pre-
vent segmentation of floating attributive clauses.
Future work involves studying the robustness of

our discourse segments on other corpora, such as
formal texts from the medical domain and other
informal texts. Also to be investigated is a quan-
titative study of the effects of high-precision/low-
recall vs. low-precision/high-recall segmenters on
the construction of discourse trees. Besides its use
in automatic discourse parsing, the system could

3http://www.sfu.ca/˜mtaboada/research/SLSeg.html

assist manual annotators by providing a set of dis-
course segments as starting point for manual an-
notation of discourse relations.
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Abstract 

The development of Dialog-Based Computer-

Assisted Language Learning (DB-CALL) sys-

tems requires research on the simulation of 

language learners. This paper presents a new 

method for generation of grammar errors, an 

important part of the language learner simula-

tor. Realistic errors are generated via Markov 

Logic, which provides an effective way to 

merge a statistical approach with expert know-

ledge about the grammar error characteristics 

of language learners. Results suggest that the 

distribution of simulated grammar errors gen-

erated by the proposed model is similar to that 

of real learners. Human judges also gave con-

sistently close judgments on the quality of the 

real and simulated grammar errors. 

1 Introduction 

Second Language Acquisition (SLA) researchers 

have claimed that feedback provided during con-

versational interaction facilitates the acquisition 

process. Thus, interest in developing Dialog-

Based Computer Assisted Language Learning 

(DB-CALL) systems is rapidly increasing. How-

ever, developing DB-CALL systems takes a long 

time and entails a high cost in collecting learners’ 
data. Also, evaluating the systems is not a trivial 

task because it requires numerous language 

learners with a wide range of proficiency levels 

as subjects.  

While previous studies have considered user 

simulation in the development and evaluation of 

spoken dialog systems (Schatzmann et al., 2006), 

they have not yet simulated grammar errors be-

cause those systems were assumed to be used by 

native speakers, who normally produce few 

grammar errors in utterances. However, as tele-

phone-based information access systems become 

more commonly available to the general public, 

the inability to deal with non-native speakers is 

becoming a serious limitation since, at least for 

some applications, (e.g. tourist information, le-

gal/social advice) non-native speakers represent 

a significant portion of the everyday user popula-

tion. Thus, (Raux and Eskenazi, 2004) conducted 

a study on adaptation of spoken dialog systems 

to non-native users. In particular, DB-CALL sys-

tems should obviously deal with grammar errors 

because language learners naturally commit nu-

merous grammar errors. Thus grammar error si-

mulation should be embedded in the user simula-

tion for the development and evaluation of such 

systems. 

In Foster’s (2007) pioneering work, she de-

scribed a procedure which automatically intro-

duces frequently occurring grammatical errors 

into sentences to make ungrammatical training 

data for a robust parser. However the algorithm 

cannot be directly applied to grammar error gen-

eration for language learner simulation for sever-

al reasons. First, it either introduces one error per 

sentence or none, regardless of how many words 

of the sentence are likely to generate errors. 

Second, it determines which type of error it will 

create only by relying on the relative frequencies 

of error types and their relevant parts of speech. 

This, however, can result in unrealistic errors. As 

exemplified in Table 1, when the algorithm tries 

to create an error by deleting a word, it would 

probably omit the word ‘go’ because verb is one 

of the most frequent parts of speech omitted re-

sulting in an unrealistic error like the first simu-

lated output. However, Korean/Japanese lan-

guage learners of English tend to make subject-

verb agreement errors, omission errors of the 

preposition of prepositional verbs, and omission 

errors of articles because their first language 

does not have similar grammar rules so that they 

may be slow on the uptake of such constructs. 

Thus, they often commit errors like the second 

simulated output.  
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This paper develops an approach to statistical 

grammar error simulation that can incorporate 

this type of knowledge about language learners’ 
error characteristics and shows that it does in-

deed result in realistic grammar errors. The ap-

proach is based on Markov logic, a representa-

tion language that combines probabilistic graphi-

cal models and first-order logic (Richardson and 

Domingos, 2006). Markov logic enables concise 

specification of very complex models. Efficient 

open-source Markov logic learning and inference 

algorithms were used to implement our solution.  

We begin by describing the overall process of 

grammar error simulation and then briefly re-

viewing the necessary background in Markov 

logic. We then describe our Markov Logic Net-

work (MLN) for grammar error simulation. Fi-

nally, we present our experiments and results. 

2 Overall process of grammar error si-

mulation 

The task of grammar error simulation is to gen-

erate an ill-formed sentence when given a well-

formed input sentence. The generation procedure 

involves three steps: 1) Generating probability 

over error types for each word of the well-

formed input sentence through MLN inference 2) 

Determining an error type by sampling the gen-

erated probability for each word 3) Creating an 

ill-formed output sentence by realizing the cho-

sen error types (Figure 1).  

3 Markov Logic 

Markov logic is a probabilistic extension of finite 

first-order logic (Richardson and Domingos, 

2006). An MLN is a set of weighted first-order 

clauses. Together with a set of constants, it de-

fines a Markov network with one node per 

ground atom and one feature per ground clause. 

The weight of a feature is the weight of the first-

order clause that originated it. The probability of 

a state x in such a network is given by ܲ(ݔ)  =

σ) ݔ݁ (ܼ/1)  ݅ݓ ݂݅ ݅(ݔ) ), where ܼ  is a normali-

zation constant, ݅ݓ  is the weight of the ݅th clause, ݂݅  =  1 if the ݅th clause is true, and ݂݅  =  0 oth-

erwise.  

Markov logic makes it possible to compactly 

specify probability distributions over complex 

relational domains. We used the learning and 

inference algorithms provided in the open-source 

Alchemy package (Kok et al., 2006).  In particu-

lar, we performed inference using the belief 

propagation algorithm (Pearl, 1988), and genera-

tive weight learning. 

4 An MLN for Grammar Error Simula-

tion 

This section presents our MLN implementation 

which consists of three components: 1) Basic 

formulas based on parts of speech, which are 

comparable to Foster’s method 2) Analytic for-

mulas drawn from expert knowledge obtained by 

error analysis on a learner corpus 3) Error limit-

ing formulas that penalize statistical model’s 

over-generation of nonsense errors.  

4.1 Basic formulas 

Error patterns obtained by error analysis, which 

might capture a lack or an over-generalization of 

knowledge of a particular construction, cannot 

explain every error that learners commit. Be-

cause an error can take the form of a perfor-

mance slip which can randomly occur due to 

carelessness or tiredness, more general formulas 

are needed as a default case. The basic formulas 

are represented by the simple rule: 
 ܲ݃ܽܶݏሺݏ, ݅, ,ݏ)݁ݕܶݎݎݎܧ ሻ ݐ+ ݅,  (ݐ݁+

where all free variables are implicitly universally 

quantified. The “+ݐ,  notation signifies ”ݐ݁+

that the MLN contains an instance of this rule for 

each (part of speech, error type) pair. The evi-

Input sentence 
He wants to go to a movie theater 

Unrealistic simulated output 
He wants to to a movie theater 

Realistic simulated output 

He want go to movie theater 

Table 1: Examples of simulated outputs  

Figure 1: An example process of grammar error simulation 

82



dence predicate in this case is ܲݏ)݃ܽܶݏ,  ,(ݐ,݅

which is true iff the ݅th position of the sentence ݏ 

has the part of speech ݐ. The query predicate is ݏ)݁ݕܶݎݎݎܧ, ݅,  It is true iff the ݅th position .(ݐ݁

of the sentence ݏ has the error type ݁ݐ, and infer-

ring it returns the probability that the word at 

position ݅ would commit an error of type ݁ݐ.  
4.2 Analytic formulas 

On top of the basic formulas, analytic formulas 

add concrete knowledge of realistic error charac-

teristics of language learners. Error analysis and 

linguistic differences between the first language 

and the second language can identify various 

error sources for each error type. We roughly 

categorize the error sources into three groups for 

explanation: 1) Over-generalization of the rules 

of the second language 2) Lack of knowledge of 

some rules of the second language 3) Applying 

rules and forms of the first language into the 

second language. 

Often, English learners commit pluralization 

error with irregular nouns. This is because they 

over-generalize the pluralization rule, i.e. attach-

ing ‘s/es’, so that they apply the rule even to ir-

regular  nouns such  as ‘fish’ and ‘feet’ etc. This 

characteristic is captured by the simple formula: 
 ݊ݑ݈ܰܽݎݑ݈ܲݎ݈ܽݑ݃݁ݎݎܫሺݏ, ݅ሻ ר ,ݏሺ݃ܽܶݏܲ ݅,ܰܰܵሻ 
 ݏ)݁ݕܶݎݎݎܧ,  (ܤܷܵ_ܯܷܰ_ܰ,݅

where ݊ݑ݈ܰܽݎݑ݈ܲݎ݈ܽݑ݃݁ݎݎܫሺݏ, ݅ሻ is true iff the ݅th word of the sentence ݏ is an irregular plural 

and N_NUM_SUB is the abbreviation for substi-

tution by noun number error.  

One trivial error caused by a lack of know-

ledge of the second language is using the singu-

lar noun form for weekly events: 
 ܹ݀ݎሺݏ, ݅ െ 1, ሻ݊ ר  ,ݏሺ݊ݑܰݕܽܦ ݅ሻר ,ݏሺ݃ܽܶݏܲ ݅,ܰܰܵሻ ݏ)݁ݕܶݎݎݎܧ,  (ܤܷܵ_ܯܷܰ_ܰ,݅
where ܹ݀ݎሺݏ, ݅ െ 1, ݅ ሻ is true iff the݊ െ 1th 

word is ‘on’ and ݊ݑܰݕܽܦሺݏ, ݅ሻ is true iff the ݅th word of the sentence ݏ is a noun describing 

day like Sunday(s). Another example is use of 

plurals behind ‘every’ due to the ignorance that a 

noun modified by ‘every’ should be singular: 
 ܹ݀ݎሺݏ,݀݅, ሻݕݎ݁ݒ݁ ר  ሻ݅݊,݅݀,ݏሺ݈ܴ݁ݎ݁݊݅݉ݎ݁ݐ݁ܦ
 (ܤܷܵ_ܯܷܰ_ܰ,݅݊,ݏ)݁ݕܶݎݎݎܧ 

where ݈ܴ݁ݎ݁݊݅݉ݎ݁ݐ݁ܦሺݏ,݀݅,݊݅ሻ  is true iff the ݀݅th word is the determiner of the ݊݅th word. 

An example of errors by applying the rules of 

the first language is that Korean/Japanese often 

allows omission of the subject of a sentence; thus, 

they easily commit the subject omission error. 

The following formula is for the case: 
 ܵݐ݆ܾܿ݁ݑሺݏ, ݅ሻ ݏ)݁ݕܶݎݎݎܧ,  (ܮܧܦ_ܥܺܮ_ܰ,݅

where ܵݐ݆ܾܿ݁ݑሺݏ, ݅ሻ is true iff the ݅th word is the 

subject and N_LXC_DEL is the abbreviation for 

deletion by noun lexis error.
1
 

4.3 Error limiting formulas 

A number of elementary formulas explicitly 

stated as hard formulas prevent the MLN from 

generating improbable errors that might result 

from over-generations of the statistical model. 

For example, a verb complement error should not 

have a probability at the words that are not com-

plements of a verb: 
 !ܸ݁ݐ݈݊݁݉݁݉ܥܾݎሺݏ, ,݅ݒ ܿ݅ሻ 
 !ݏ)݁ݕܶݎݎݎܧ,  .(ܤܷܵ_ܲܯܥ_ܸ,݅ܿ

where “!” denotes logically ‘not’ and “.” at the 

end signifies that it is a hard formula. Hard formu-

las are given maximum weight during inference. ܸ݁ݐ݈݊݁݉݁݉ܥܾݎሺݏ, ,݅ݒ ܿ݅ሻ  is true iff the ܿ݅ th 

word is a complement of the verb at the ݅ݒth po-

sition and V_CMP_SUB is the abbreviation for 

substitution by verb complement error. 

5 Experiments  

Experiments used the NICT JLE Corpus, which 

is speech samples from an English oral profi-

ciency interview test, the ACTFL-ALC Standard 

Speaking Test (SST). 167 of the files are error 

annotated. The error tagset consists of 47 tags 

that are described in Izumi (2005). We appended 

structural type of errors (substitution, addition, 

deletion) to the original error types because 

structural type should be determined when creat-

ing an error. For example, V_TNS_SUB consists 

of the original error type V_TNS (verb tense) and 

structural type SUB (substitution).  Level-

specific language learner simulation was accom-

plished by dividing the 167 error annotated files 

into 3 level groups: Beginner(level1-4), Interme-

diate(level5-6), Advanced(level7-9).  

The grammar error simulation was compared 

with real learners’ errors and the baseline model 

using only basic formulas comparable to Foster’s 

algorithm, with 10-fold cross validations per-

formed for each group. The validation results 

were added together across the rounds to com-

pare the number of simulated errors with the 

number of real errors. Error types that occurred 

less than 20 times were excluded to improve re-

liability. Result graphs suggest that the distribu-

tion of simulated grammar errors generated by 

the proposed model using all formulas is similar 

to that of real learners for all level groups and the 

                                                 
1
 Because space is limited, all formulas can be found at 

http://isoft.postech.ac.kr/ges/grm_err_sim.mln 
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proposed model outperforms the baseline model 

using only the basic formulas. The Kullback-

Leibler divergences, a measure of the difference 

between two probability distributions, were also 

measured for quantitative comparison. For all 

level groups, the Kullback-Leibler divergence of 

the proposed model from the real is less than that 

of the baseline model (Figure 2). 

Two human judges verified the overall realism 

of the simulated errors. They evaluated 100 ran-

domly chosen sentences consisting of 50 sen-

tences each from the real and simulated data. The 

sequence of the test sentences was mixed so that 

the human judges did not know whether the 

source of the sentence was real or simulated. 

They evaluated sentences with a two-level scale 

(0: Unrealistic, 1: Realistic). The result shows 

that the inter evaluator agreement (kappa) is 

moderate and that both judges gave relatively 

close judgments on the quality of the real and 

simulated data (Table 2). 

6 Summary and Future Work  

This paper introduced a somewhat new research 

topic, grammar error simulation. Expert know-

ledge of error characteristics was imported to 

statistical modeling using Markov logic, which 

provides a theoretically sound way of encoding 

knowledge into probabilistic first order logic. 

Results indicate that our method can make an 

error distribution more similar to the real error 

distribution than the baseline and that the quality 

of simulated sentences is relatively close to that 

of real sentences in the judgment of human eva-

luators. Our future work includes adding more 

expert knowledge through error analysis to in-

crementally improve the performance. Further-

more, actual development and evaluation of a 

DB-CALL system will be arranged so that we 

may investigate how much the cost of collecting 

data and evaluation would be reduced by using 

language learner simulation. 
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Advanced Level:  

DKL (Real || Proposed)=0.068, DKL (Real || Baseline)=0.122 

 
Intermediate Level: 

DKL (Real || Proposed)=0.075, DKL (Real || Baseline)=0.142 

Beginner Level: 
DKL (Real || Proposed)=0.075, DKL (Real || Baseline)=0.092 

Figure 2: Comparison between the distributions of the 

real and simulated data 

 Human 1 Human 2 Average Kappa 

Real 0.84 0.8 0.82 0.46 

Simulated 0.8 0.8 0.8 0.5 

Table 2: Human evaluation results 
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Abstract

This paper presents a predicate-argument
structure analysis that simultaneously con-
ducts zero-anaphora resolution. By adding
noun phrases as candidate arguments that
are not only in the sentence of the target
predicate but also outside of the sentence,
our analyzer identifies arguments regard-
less of whether they appear in the sen-
tence or not. Because we adopt discrimi-
native models based on maximum entropy
for argument identification, we can easily
add new features. We add language model
scores as well as contextual features. We
also use contextual information to restrict
candidate arguments.

1 Introduction

Predicate-argument structure analysis is a type of
semantic role labeling, which is an important mod-
ule to extract event information such as “who did
what to whom” from a sentence. There are many
arguments calledzero pronounsthat do not appear
in the surface of a sentence in Japanese. In this
case, predicate-argument structures cannot be con-
structed if we only rely on the syntactic informa-
tion of a single sentence. Similar phenomena also
happen in English noun predicates, in which ar-
guments of noun predicates sometimes do not ex-
ist in the sentence due to things such as ellipses
(Jiang and Ng, 2006). To correctly extract the
structures from such sentences, it is necessary to
resolve what zero pronouns refer to by using other
information such as context.

Although predicate-argument structure analysis
and zero-anaphora resolution are closely related,
it was not until recently that these two tasks were
lumped together. Due to the developments of
large annotated corpora with predicate-argument
and coreference relations (e.g.,(Iida et al., 2007))

and with case frames, several works using statisti-
cal models have been proposed to solve these two
tasks simultaneously (Sasano et al., 2008; Taira et
al., 2008).

In this paper, we present a predicate-argument
structure analysis that simultaneously resolves the
anaphora of zero pronouns in Japanese, based on
supervised learning. The analyzer obtains candi-
date arguments not only from the sentence of the
target predicate but also from the previous sen-
tences. It then identifies the most likely argu-
ments based on discriminative models. To iden-
tify arguments that appear in the sentence and are
represented by zero pronouns without distinction,
the analyzer introduces the following features and
techniques: the language model features of noun
phrases, contextual features, and restrictions of
candidate arguments.

2 Predicate-Argument Structure
Analyzer

2.1 Procedure and Models

The procedure of our predicate-argument structure
analyzer is as follows. The input to the analyzer is
an article (multiple sentences) because our target
is to identify arguments spread across sentences.

1. First, each sentence is individually analyzed
and segmented into base phrases by a morpho-
logical analyzer and a base phrase chunker. In
Japanese, a base phrase is usually constructed
by one or more content words (such as base
noun phrases) and function words (such as case
particles). In addition, dependency relations
among base phrases are parsed by a depen-
dency parser. In this paper, base phrases and
dependency relations are acquired from an an-
notated corpus (i.e., correct parses).

2. Next, predicates are extracted from the base
phrases. In general, a predicate is determined
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Name Note
Baseline
Features

Predicate Form and POS of the predi-
cate

Noun Form and POS of the head-
word of the candidate phrase

Particle Form and POS of the particle
of the candidate phrase

Path Dependency relation between
the predicate and the candi-
date phrase

Passive Passive auxiliary verbs that
the predicate contains

PhPosit Relative phrase position be-
tween the predicate and the
candidate phrase

SentPosit Relative sentence position be-
tween the predicate and the
candidate phrase

Additional
Features
(c.f.,
Sec. 2.2
and 2.3)

LangModel Language model scores
Used Flag whether the candidate

phrase was used as arguments
of previous predicates

SRLOrder Order in Salient Referent List

Table 1: Features Used in this Paper

based on parts of speech such as verbs and ad-
jectives. In this paper, the predicates are also
provided from an annotated corpus.

3. Concurrently, noun phrases and their head-
words are extracted as candidate arguments
from base phrases. If an argument of a predi-
cate is a zero pronoun, it is likely that the argu-
ment itself has appeared in previous sentences.
Therefore, the analyzer collects not only all
phrases in the sentence but also some phrases
in the previous sentences. We also add the spe-
cial noun phrase NULL, which denotes that the
argument of the predicate is not required or did
not appear in the article (i.e., exophoric).

4. Next, features needed for an argument iden-
tifier are extracted from each pair of a predi-
cate and a candidate argument. Features used
in this paper are shown in Table 1. Base-
line features are roughly those of the predi-
cate, the noun phrase, and their relations (on
the phrasal/sentential sequence and the depen-
dency tree). For binary features, we use all
combinations of these features listed above.

5. Finally, the argument identifier selects the best
phrases for nominative, accusative, and dative
cases from the candidate arguments (Figure 1).

In this paper, we use maximum entropy models
normalized for each predicate to each case. That
is, the identifier directly selects the best phrase that

NULL Phrase 1 Phrase 2 Phrase 3 Phrase 4 ...

Candidate Arguments

Phrase 1 Phrase 3 NULL

Candidate Arguments
in Sentence of Predicate

Candidate Arguments
before Sentences of Predicate

zero-anaphoric
(inter-sentential)

exophoric
or no argument

Select
Best

Phrase
Dat.

Model

Select
Best

Phrase
Acc.

Model

Select
Best

Phrase
Nom.
Model

Figure 1: Summary of Argument Identification

satisfies the following equations from the candi-
date arguments:

n̂ = argmax
nj∈N

P (d(nj) = 1|Xj ; Mc) (1)

P (d(nj) = 1|Xj ; Mc) =
1

Zc(X)
exp

∑
k

{λck
fk(d(nj) = 1, Xj)}(2)

Zc(X) =∑
nj∈N

exp
∑
k

{λck
fk(d(nj) = 1, Xj)} (3)

Xj = 〈nj , v, A〉 (4)

wheren, c, andv denote a noun phrase of an argu-
ment, the case, and the target predicate, respec-
tively, N denotes a set of candidate arguments,
d(n) is a function that returns 1 iff the phrasen
becomes the argument, andMc denotes the model
of the casec. In addition,fk(d(nj) = 1, Xj) is a
feature function,λck

denotes a weight parameter
of the feature function, andA denotes an article in
which all sentences are parsed.

As shown, our analyzer can assign the best noun
phrases to arguments regardless of whether they
appear in the sentence or not by collecting candi-
dates spread across multiple sentences. Further-
more, because the identifier is regarded as a selec-
tor based on the discriminative models, our ana-
lyzer has two properties: 1) New features can be
easily added. 2) The precision can be improved by
restricting the candidate arguments appropriately.

When we analyze predicate-argument struc-
tures and zero-anaphora resolution, syntactic in-
formation sometimes does not help because refer-
ents of zero pronouns do not appear in the sen-
tence of the predicate. To overcome this problem,
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we introduce additional information, i.e., language
model scores and contextual information.

2.2 Language Models

Even if syntactic information does not help to
identify arguments, we can expect that a certain
noun phrase might be the correct argument of the
predicate when we put it in place of the zero
pronoun and the sentence becomes meaningful.
Therefore, we add language model scores as fea-
tures of the identifier. Because the appearance or-
der of argument phrases is not strongly constricted
in Japanese, we construct generation models that
reflect dependency relations among a predicate, its
case and a noun phrase. That is, we regard gen-
eration probabilitiesP (n|c, v) acquired from the
dependency tree as the scores of language models.

The language models are built from large plain
texts by using a dependency parser. First, predi-
cates and the base phrases that directly depend on
the predicates are aquired from parsed sentences.
Next, case particles and headwords are extracted
from the base phrases. Finally, generation prob-
abilities are computed using maximum likelihood
estimation. Good-Turing discounting and backoff
smoothing are also applied. Here, it is necessary
to assign generation probabilities to NULLs. Re-
garding the training corpus that will be described
in Section 3, the NULL rates of the nominative,
accusative, and dative cases were 16.7%, 59.9%,
and 81.6%, respectively. We assign these rates to
the backoff termP (NULL |c).

Using the language models, generation proba-
bilities of the noun phrases are computed for ev-
ery case of the predicate, and features that main-
tain the logarithms of language model scores are
added (‘LangModel’ features in Table 1). Thus,
the values of these feature functions are real.

2.3 Usage of Context

Centering theory claims that noun phrases that
have been used once tend to be used again within
the same context. We adopt this claim and add two
different kinds of features. One is the feature that
indicates whether a candidate has been used as an
argument of predicates in the preceding sentences
(‘Used’ features). However, the Used features are
affected by the accuracy of the previous analyses.
Thus, we also adopt the Salience Reference List
(Nariyama, 2002), which only uses explicit sur-
face case markers or a topic marker, and added

Training Development Test
# of Articles 1,751 480 695
# of Sentences 24,225 4,833 9,272
# of Predicates 67,145 13,594 25,500
# of Arguments

Nom. 56,132 11,969 21,931
Acc. 26,899 5,566 10,329
Dat. 12,332 3,147 5,944

Table 2: Corpus Statistics

their priority order to the List as another feature
(‘SRLOrder’ feature).

Another way to adopt contextual information
is to restrict the candidate arguments. When we
analyzed the training corpus from the viewpoint
of zero pronouns, it was found that 102.2 noun
phrases on average were required as candidate ar-
guments if we did not stipulate any restrictions.
When the candidate arguments we had restricted
to those that had been used as arguments of the
predicate appeared in a previousone sentence
(namely, noun phrases appeared in more than one
sentence before have a chance to remain), then the
number of candidate arguments significantly de-
creased to an average of 3.2 but they covered the
62.5% of the referents of zero pronouns.

By using these characteristics, our analyzer re-
stricts the candidate arguments to those that are of
the same sentence, and those that were used as the
arguments of another predicate in a previous sen-
tence.

3 Experiments

3.1 Experimental Settings

Corpora: We used the NAIST Text Corpus ver-
sion 1.4b (Iida et al., 2007) and the Kyoto Text
Corpus 4.0 as the annotated corpora. We could
obtain dependency and predicate-argument struc-
tures because these corpora were annotated to al-
most the same newspaper articles. We divided
them into training, development, and test sets as
shown in Table 2.

Argument Identification Models: Maximum
entropy models were trained using the training set.
In these experiments, we used the Gaussian prior,
and the variance was tuned using the development
set. Candidate argument restrictions were applied
during both training and decoding.

Language Models: Language models were
trained from twelve years of newspaper articles
(Mainichi Shinbun newspaper 1991-2002, about
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# of
Case Type Args. Prec. Rec. F
Nom. Dep. 14,287 85.2% 88.8% 87.0%

Zero-Intra 4,581 58.8% 43.4% 50.0%
Zero-Inter 3,063 47.5% 7.6% 13.1%
Total 21,931 79.4% 68.0% 73.2%

Acc. Dep. 9,316 95.6% 92.2% 93.9%
Zero-Intra 742 53.7% 21.6% 30.8%
Zero-Inter 271 25.0% 0.4% 0.7%
Total 10,329 94.3% 84.7% 89.2%

Dat. Dep. 5,409 91.1% 72.6% 80.8%
Zero-Intra 396 0.0% 0.0% 0.0%
Zero-Inter 139 0.0% 0.0% 0.0%
Total 5,944 91.1% 66.1% 76.6%

Table 3: Results on the Test Set

5.5M sentences) using the method described in
Section 2.2. However, we eliminated articles that
overlap the NAIST Corpus.

Evaluation: We evaluated the precision and re-
call rates, and F scores, all of which were com-
puted by comparing system output and the correct
answer of each argument. We also evaluated the
rate at which all arguments of a predicate were
completely identified as predicate-argument accu-
racy.

3.2 Results

The results are shown in Table 3. This table
shows accuracies of the argument identification
according to each case and each dependency re-
lation between predicates and arguments. The
predicate-argument accuracy on the test set was
59.4% (15,140/25,500).

First, focusing on the F scores of the Dep. rela-
tions, which denote a predicate and an argument in
the same sentence and directly depend upon each
other, scores of over 80% were obtained for all
cases. Compared with Taira et al. (2008), they
were higher in the nominative and accusative cases
but were lower in the dative case. Overall, we ob-
tained F scores between 73.2% and 89.2%.

Next, focusing on the intra-sentential (Zero-
Intra) and inter-sentential (Zero-Intra) zero-
anaphora, the analyzer identified arguments at
some level from the viewpoint of precision. How-
ever, the recall rates and F scores were very
low. The Zero-Inter recall rate for the nominative
case, in which zero pronouns are centered, was
only 7.6%. This is because our method preferred
NULL phrases over unreliable phrases appearing
before the predicate sentence. In fact, the analyzer
output only 488 arguments, although the answer

was 3,063. To control the NULL preference is a
future work for our analyzer.

4 Discussions and Conclusions

We proposed a predicate-argument structure anal-
ysis that simultaneously conducts zero-anaphora
resolution. By adding noun phrases as candidate
arguments that are not only in the sentence of
the target predicate but also outside of the sen-
tence, our analyzer identified arguments regard-
less of whether they appear in the sentence or
not. Because we adopted discriminative models
for argument identification, we can easily add new
features. By using this property, we added lan-
guage model scores as well as contextual features.
We also used contextual information to restrict
candidate arguments. As a result, we achieved
predicate-argument accuracy of 59.4%, and accu-
racies of argument identification were F-scores of
73.2%–89.2%.

Verifying argument structures by language
models evokes selectional preference of case
frames. Sasano et al. (2008) has proposed statis-
tical models using case frames built from 1.6 B
sentences. Because the amount of the resources
used in our study is quite different, we cannot di-
rectly compare the methods and results. However,
because our analyzer has scalability that can freely
add new features, for our future work, we hope to
adopt the case frames as new features and compare
their effect.
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Abstract

Modeling of individual users is a promis-
ing way of improving the performance of
spoken dialogue systems deployed for the
general public and utilized repeatedly. We
define “implicitly-supervised” ASR accu-
racy per user on the basis of responses
following the system’s explicit confirma-
tions. We combine the estimated ASR ac-
curacy with the user’s barge-in rate, which
represents how well the user is accus-
tomed to using the system, to predict in-
terpretation errors in barge-in utterances.
Experimental results showed that the es-
timated ASR accuracy improved predic-
tion performance. Since this ASR accu-
racy and the barge-in rate are obtainable
at runtime, they improve prediction perfor-
mance without the need for manual label-
ing.

1 Introduction

The automatic speech recognition (ASR) result
is the most important input information for spo-
ken dialogue systems, and therefore, its errors are
critical problems. Many researchers have tackled
this problem by developing ASR confidence mea-
sures based on utterance-level information and
dialogue-level information (Litman et al., 1999;
Walker et al., 2000). Especially in systems de-
ployed for the general public such as those of (Ko-
matani et al., 2005) and (Raux et al., 2006), the
systems need to correctly detect interpretation er-
rors caused by various utterances made by vari-
ous kinds of users including novices. Furthermore,
since some users access such systems repeatedly
(Komatani et al., 2007), error detection by using
individual user models would be a promising way
of improving performance.

In another aspect in dialogue systems, cer-
tain dialogue patterns indicate that ASR results

in certain positions are reliable. For exam-
ple, Sudoh and Nakano (2005) proposed “post-
dialogue confidence scoring” in which ASR re-
sults corresponding to the user’s intention upon
dialogue completion are assumed to be correct
and are used for confidence scoring. Bohus and
Rudnicky (2007) proposed “implicitly-supervised
learning” in which users’ responses following the
system’s explicit confirmations are used for confi-
dence scoring. If ASR results can be regarded as
reliable after the dialogue, machine learning algo-
rithms can use such ASR results as teacher signals.
This approach enables the system to improve its
performance without any manual labeling or tran-
scription, a task which requires much time and la-
bor when spoken dialogue systems are developed.

We focus on users’ affirmative and negative re-
sponses to the system’s explicit confirmations as
in (Bohus and Rudnicky, 2007) and estimate the
user’s ASR accuracy on the basis of his or her his-
tory of responses. The estimated ASR accuracy is
combined with the user’s barge-in rate to predict
the interpretation error in the current barge-in ut-
terance. Because the estimated ASR accuracy and
the barge-in rate per user are obtainable at runtime,
it is possible to improve prediction performance
without any manual transcription or labeling.

2 Implicitly Supervised Estimation of
ASR Accuracy

2.1 Predicting Errors in Barge-in Utterance

We aim to predict interpretation errors in barge-
in utterances at runtime. These errors are caused
by ASR errors, and barge-in utterances are more
prone to be misrecognized. A user study con-
ducted by Rose and Kim (2003) revealed that there
are many more disfluencies when users barge-in
compared with when users wait until the system
prompt ends. It is difficult to select the erroneous
utterances to be rejected by using a classifier that
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distinguishes speech from noise on the basis of the
Gaussian Mixture Model (Lee et al., 2004); such
disfluencies and resulting utterance fragments are
parts of human speech.

Barge-in utterances are, therefore, more diffi-
cult to recognize correctly, especially when novice
users barge-in. To detect their interpretation er-
rors, other features should be incorporated instead
of speech signals or ASR results. We predicted
the interpretation errors in barge-in utterances on
the basis of each user’s barge-in rate (Komatani et
al., 2008). This rate intuitively corresponds to how
well users are accustomed to using the system, es-
pecially to its barge-in function.

Furthermore, we utilize a user’s ASR accuracy
in his or her history of all utterances including
barge-ins. The ASR accuracy also indicates the
user’s habituation. However, it has been shown
that the user’s ASR accuracy and barge-in rate
do not improve simultaneously (Komatani et al.,
2007). In fact, some expert users have low barge-
in rates. We thus can predict whether a barge-in
utterance will be correctly interpreted or not by
integrating the user’s current ASR accuracy and
barge-in rate.

2.2 Estimating ASR Accuracy by using
Implicitly Supervised Labels

To perform runtime prediction, we use informa-
tion derived from the dialogue patterns to estimate
the user’s ASR accuracy. We estimate the accu-
racy on the basis of the user’s history of responses
following the system’s explicit confirmations such
as “Leaving from Kyoto Station. Is that correct?”

Specifically, we assume that the ASR results
of affirmative or negative responses following ex-
plicit confirmations are correct and that the user
utterances corresponding to the content of the af-
firmative responses are also correct. We further
assume that the remaining utterances are incorrect
because users do not often respond with “no” for
explicit confirmations containing incorrect content
and instead repeat their original utterances. Con-
sequently, we regard that the ASR results of the
following utterances are correct: (1) affirmative
responses and their immediately preceding utter-
ances and (2) negative responses. Accordingly, all
other utterances are incorrect. We thus calculate
the user’s estimated ASR accuracy by using the
user’s utterance history, as follows:

(Estimated ASR accuracy)

=
2× (#affirmatives) + (#negatives)

(#all utterances)
(1)

2.3 Predicting Errors by Using Barge-in Rate
and ASR Accuracy

We predict the errors in barge-in utterances by us-
ing a logistic regression function:

P =
1

1 + exp(−(a1x1 + a2x2 + b))
.

Its inputs x1 and x2 are the barge-in rate until the
current utterance and ASR accuracy until the pre-
vious utterance. To account for temporal changes
in barge-in rates, we set a window when calculat-
ing them (Komatani et al., 2008). That is, when
the window width is N , the rates are calculated by
using only the last N utterances, and the previous
utterances are discarded. When the window width
exceeds the total number of utterances by the user,
the barge-in rates are calculated by using all the
user’s utterances. Thus, when the width exceeds
2,838, the maximum number of utterances made
by one user in our data, the barge-in rates equal
the average rates of all previous utterances by the
user.

We calculate the estimated ASR accuracy every
time a user makes an affirmative or negative re-
sponse. When the user makes other utterances, we
take the estimated accuracy when the last affirma-
tive/negative response is made to be the accuracy
of those utterances.

3 Experimental Evaluation

3.1 Target Data

We used data collected by the Kyoto City Bus In-
formation System (Komatani et al., 2005). This
system locates a bus that a user wants to ride and
tells the user how long it will be before the bus
arrives. The system was accessible to the public
by telephone. It used the safest strategy to prevent
erroneous responses, that is, to make explicit con-
firmations for all ASR results.

We used 27,519 utterances after removing calls
whose phone numbers were not recorded and
those the system developer called for debugging.
From that number, there were 7,193 barge-in ut-
terances, i.e., utterances that a user starts speaking
during a system prompt. The phone numbers of
the calls were recorded, and we assumed that each
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Table 1: ASR accuracy by response type
Correct Incorrect Total (Acc.)

Affirmative 9,055 246 9,301 (97.4%)
Negative 2,006 289 2,295 (87.4%)
Other 8,914 7,009 15,923 (57.9%)
Total 19,975 7,544 27,519 (72.6%)
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Figure 1: Correlation between transcription-based
and estimated ASR accuracy

number corresponded to one individual. Most of
the numbers were those of mobile phones, which
are usually not shared, so the assumption seems
reasonable.

Each utterance was transcribed and its interpre-
tation result, correct or not, was given manually.
We assumed that an interpretation result for an
utterance was correct if all content words in its
transcription were correctly included in the result.
The result was regarded as an error if any content
words were missed or misrecognized.

3.2 Verifying Implicitly Supervised Labels

We confirmed our assumption that the ASR re-
sults of affirmative or negative responses follow-
ing explicit confirmations are correct. We clas-
sified the user utterances into affirmatives, nega-
tives, and other, and calculated the ASR accuracies
(precision rates) as shown in Table 1. Affirmatives
include hai (‘yes’), soudesu (‘that’s right’), OK,
etc; and negatives include iie (‘no’), chigaimasu
(‘I don’t agree’), dame (‘No good’), etc. The ta-
ble indicates that the ASR accuracies of affirma-
tives and negatives were high. One of the reasons
for the high accuracy was that these utterances are
much shorter than other content words, so they
were not confused with other content words. An-
other reason was that the system often gave help
messages such as “Please answer yes or no.”

We then analyzed the correlation between the
transcription-based ASR accuracy and the esti-

 55

 60

 65

 70

 75

 80

 1  10  100  1000  10000

P
re

di
ct

io
n 

A
cc

.

Window width

barge-in rate only
correct ASR acc. + barge-in rate

estimated ASR acc. + barge-in rate

Figure 2: Prediction accuracy with various win-
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mated ASR accuracy based on Equation 1. We
plotted the two ASR accuracies in Figure 1 for
26,231 utterances made after at least one affir-
mative/negative response by the user. The corre-
lation coefficient between them was 0.806. Al-
though the assumption that all ASR results of af-
firmative/negative responses are correct might be
strong, the estimated ASR accuracy had a high
correlation with the transcription-based ASR ac-
curacy.

3.3 Prediction using Implicitly Supervised
Labels

We measured the prediction accuracy for 7,193
barge-in utterances under several conditions. We
did not set windows when calculating the ASR ac-
curacies and thus used all previous utterances of
the user, because the windows did not improve
prediction accuracy. One of the reasons for this
lack of improvement is that the ASR accuracies
did not change as significantly as the barge-in rates
because the accuracies of frequent users converged
earlier (Komatani et al., 2007).

We first confirmed the effect of the
transcription-based (“correct”, hereafter) ASR
accuracy. As shown in Figure 2 and Table 2,
the prediction accuracy improved by using the
ASR accuracy in addition to the barge-in rate.
The best prediction accuracy (78.6%) was when
the window width of the barge-in rate was 100,
and the accuracy converged when the width was
30. The prediction accuracy was 72.7% when
only the “correct” ASR accuracy was used, and
the prediction accuracy was 71.8% when only
the barge-in rate was used. Thus, the prediction
accuracy was better when both inputs were used
rather than when either input was used. This
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Table 2: Best prediction accuracies for each con-
dition and window width w

Conditions (Used inputs) Prediction acc. (%)

barge-in rate 71.8 (w=30)
correct ASR acc. 72.7
+ barge-in rate 78.6 (w=100)
estimated ASR acc. 59.4
+ barge-in rate 74.3 (w=30)

fact indicates that both the barge-in rate and
ASR accuracy have different information and
contribute to the prediction accuracy.

Next, we analyzed the prediction accuracy after
replacing the correct ASR accuracy with the esti-
mated one described in Section 2.2. The best ac-
curacy (74.3%) was when the window width was
30. This accuracy was higher than that of using
only barge-in rates. Hence, the estimated ASR ac-
curacy without manual labeling is effective in pre-
dicting the errors in barge-in utterances at runtime.

4 Conclusion

We proposed a method to estimate the errors in
barge-in utterances by using a novel dialogue-level
feature obtainable at runtime. This method does
not require supervised manual labeling. The esti-
mated ASR accuracy based on the user’s utterance
history was dependable in predicting the errors in
the current utterance. We thus showed that ASR
accuracy can be estimated in an implicitly super-
vised manner.

The information obtained by our method can be
used for confidence scoring. Thus, our future work
will include integrating the proposed features with
bottom-up information such as acoustic-score-
based confidence measures. Additionally, we sim-
ply assumed in this study that all affirmative and
negative responses following the explicit confir-
mation are correct. By modeling this assumption
more precisely, prediction accuracy will improve.
Finally, we identified individuals on the basis of
their telephone numbers. If we utilize user identi-
fication techniques to account for situations when
no speaker information is available beforehand,
this method can be applied to systems other than
telephone-based ones, e.g., to human-robot inter-
action.
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Abstract
One of the basic problems of efficiently
generating information-seeking dialogue
in interactive question answering is to find
the topic of an information-seeking ques-
tion with respect to the answer documents.
In this paper we propose an approach to
solving this problem using concept clus-
ters. Our empirical results on TREC col-
lections and our ambiguous question col-
lection shows that this approach can be
successfully employed to handle ambigu-
ous and list questions.

1 Introduction

Question Answering systems have received a lot
of interest from NLP researchers during the past
years. But it is often the case that traditional QA
systems cannot satisfy the information needs of
the users as the question processing part may fail
to properly classify the question or the informa-
tion needed for extracting and generating the an-
swer is either implicit or not present in the ques-
tion. In such cases, interactive dialogue is needed
to clarify the information needs and reformulate
the question in a way that will help the system to
find the correct answer.

Due to the fact that casual users often ask ques-
tions with ambiguity and vagueness, and most of
the questions have multiple answers, current QA
systems return a list of answers for most questions.
The answers for one question usually belong to
different topics. In order to satisfy the information
needs of the user, information-seeking dialogue
should take advantage of the inherent grouping of
the answers.

Several methods have been investigated for gen-
erating topics for questions in information-seeking
dialogue. Hori et al. (2003) proposed a method
for generating the topics for disambiguation ques-
tions. The scores are computed purely based on

the syntactic ambiguity present in the question.
Phrases that are not modified by other phrases are
considered to be highly ambiguous while phrases
that are modified are considered less ambiguous.
Small et al. (2004) utilizes clarification dialogue
to reduce the misunderstanding of the questions
between the HITIQA system and the user. The
topics for such clarification questions are based
on manually constructed topic frames. Similarly
in (Hickl et al., 2006), suggestions are made to
users in the form of predictive question and answer
pairs (known as QUABs) which are either gener-
ated automatically from the set of documents re-
turned for a query (using techniques first described
in (Harabagiu et al., 2005), or are selected from a
large database of questions-answer pairs created
offline (prior to a dialogue) by human annotators.
In Curtis et al. (2005), query expansion of the
question based on Cyc Knowledge is used to gen-
erate topics for clarification questions. In Duan et
al. (2008), the tree-cutting model is used to select
topics from a set of relevant questions from Yahoo
Answers.

None of the above methods consider the con-
texts of the list of answers in the documents re-
turned by QA systems. The topic of a good
information-seeking question should not only be
relevant to the original question but also should be
able to distinguish each answer from the others so
that the new information can reduce the ambiguity
and vagueness in the original question. Instead of
using traditional clustering methods on categoriza-
tion of web results, we present a new topic gener-
ation approach using concept clusters and a sepa-
rability scoring mechanism for ranking the topics.

2 Topic Generation Based on Concept
Clustering

Text categorization and clustering especially hier-
archical clustering are predominant approaches to
organizing large amounts of information into top-
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ics or categories. But the main issue of catego-
rization is that it is still difficult to automatically
construct a good category structure, and manu-
ally formed hierarchies are usually small. And the
main challenge of clustering algorithms is that the
automatically formed cluster hierarchy may be un-
readable or meaningless for human users. In order
to overcome the limits of the above methods, we
propose a concept clusters method and choose the
labels of the clusters as topics.

Recent research on automatically extracting
concepts and clusters of words from large database
makes it feasible to grow a big set of concept clus-
ters. Clustering by Committee (CBC) in Pantel
et al. (2002) made use of the fact that words in
the same cluster tend to appear in similar con-
texts. Pasca et al. (2008) utilized Google logs and
lexico-syntactic patterns to get clusters with labels
simultaneously. Google also released Google Sets
which can be used to grow concept clusters with
different sizes.

Currently our clusters are the union of the sets
generated by the above three approaches, and
we label them using the method described in
Pasca et al. (2008). We define the concept
clusters in our collection as {C1, C2, ..., Cn}.
Ci={ei1, ei2, ..., eim}, eij is jth subtopic of clus-
ter Ci and m is the size of Ci.

We designed our system to take a question
and its corresponding list of answers as input
and then retrieve Google snippet documents for
each of the answers with respect to the ques-
tion. In a vectorspace model, a document is
represented by a vector of keywords extracted
from the document, with associated weights rep-
resenting the importance of the keywords in the
document and within the whole document col-
lection. A document Dj in the collection is
represented as {W0j ,W1j , ...,Wnj}, and Wij is
the weight of word i in document j. Here we
use our concept clusters to create concept clus-
ter vectors. A document Dj now is represented
as <WC1j ,WC2j , ...,WCnj>, and WCij is the
score vector of document Dj for concept cluster
Ci:
WCij = <Scorej(ei1), Scorej(ei2), ...Scorej(eim)>

Scorej(eip) is the weight of subtopic eip of cluster Ci in

document Dj .
Currently we use tf-idf scheme (Yang et al., 1999)
to calculate the weight of subtopics.

3 Concept Cluster Separability Measure

We view different concept clusters from the con-
texts of the answers as different groups of fea-
tures that can be used to classify the answers docu-
ments. We rank different context features by their
separability on the answers. Currently our system
retrieves the answers from Google search snippets,
and each snippet is quite short. So we combine the
top 50 snippets for one answer into one document.
One answer is associated with one such big doc-
ument. We propose the following interclass mea-
sure to compare the separability of different clus-
ters:

Score(Ci) =
D

N

N∑
p<q

Dis(Dp, Dq),

D is the Dimension Penalty score, D = 1
M ,

M is the size of cluster Ci,
N is the combined total number of classes from all the answers

Dis(Dp, Dq) =

√
n∑

m=0

(Scorep(eim)− Scoreq(eim))2

We introduceD, the ”Dimension Penalty” score
which gives higher penalty to bigger clusters. Cur-
rently we use the reciprocal of the size of the clus-
ter. The second part is the average pairwise dis-
tance between answers. N is the total number of
classes of the answers. Next we describe in detail
how to use the concept cluster vectors and separa-
bility measure to rank clusters.

4 Cluster Ranking Algorithm
Input:
Answer set A = {A1, A2, ..., Ap};
Documents set D = {D1, D2, ..., Dp} associated with answer set A;
Concept cluster set CS = {Ci | some of the subtopics from Ci occurs in D};
Threshold Θ1, Θ2; The question Q;
Concept cluster set QS = {Ci | some of the subtopics from Ci occurs in Q}
Output:
T = {< Ci, Score >}, a set of pairs of a concept cluster and its ranking
score;
QS;
Variables: X , Y ;
Steps:

1. CS = CS −QS
2. For each cluster Ci in CS
3. X = No. of answers in which context subtopics from Ci are present;
4. Y = No. of subtopics from Ci that occurs in the answers’ contexts;
5. If X < Θ1 or Y < Θ2
6. delete Ci from CS
7. continue
8. Represent every document as a concept cluster vector on Ci (see

section 2)
9. Calculate the Score(Ci) using our separability measure

10. Store < Ci, Score > in T
11. return T the medoid.

Figure 1: Concept Cluster Ranking Algorithm

Figure 1 describes the algorithm for rank-
ing concept clusters based on their separabil-
ity score. This algorithm starts by deleting all
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the clusters which are in QS from CS so that
we only focus on the context clusters whose
subtopics are present in the answers. However
in some cases this assumption is incorrect1. Tak-
ing the question shown in Table 2 for example,
there are 6 answers for question LQ1, and in
Step 1 CS = {C41American State, C1522Times,
C414Tournament, C10004Y ear, ...} and QS =
{C4545Event}. Using cluster C414 (see Table 2),
D = {D1{Daytona 500, 24 Hours of Daytona,
24 Hours of Le Mans, ...}, D2{3M Performance
400, Cummins 200, ...}, D3{Indy 500, Truck se-
ries, ...}, ...}, and hence the vector representa-
tion for a given document Dj using C414 will
be<Scorej(indy 500), Scorej(Cummins 200),
Scorej(daytona 500), ...>.

In Step 2 through 11 from Figure 1, for each
context clusterCi inCS we calculateX (the num-
ber of answers in which context subtopics from Ci

are present), and Y (the number of subtopics from
Ci that occurs in the answers’ contexts). We would
like the clusters to hold two characteristics: (a) at
least occur in Θ1 answers as we want to have a
cluster whose subtopics are widely distributed in
the answers. Currently we set Θ1 as half the num-
ber of the answers; (b) at least have Θ2 subtopics
occurring in the answers’ documents. We set Θ2

as the number of the answers. For example, for
cluster C414, X = 6, Y = 10, Θ1 = 3 and Θ2 =
6, so this cluster has the above two characteris-
tics. If a cluster has the above two characteris-
tics, we use our separability measure described in
section 3 to calculate a score for this cluster. The
size of C414 is 11, so Score(C414) = 1

11×6

∑N
p<q

Dis(Dp, Dq). Ranking the clusters based on this
separability score means we will select a clus-
ter which has several subtopics occurring in the
answers and the answers are distinguished from
each other because they belong to these different
subtopics. The top three clusters for question LQ1
is shown in Table 2.

5 Experiment

5.1 Data Set and Baseline Method
To the best of our knowledge, the only available
test data of multiple answer questions are list ques-
tions from TREC 2004-2007 Data. For our first

1For the question ”In which movies did Christopher
Reeve acted?”, cluster Actor{Christopher Reeve, michael
caine, anthony hopkins, ...} is quite useful. While for ”Which
country won the football world cup?” cluster Sports{football,
hockey, ...} is useless.

list question collection we randomly selected 200
questions which have at least 3 answers. We
changed the list questions to factoid ones with
additional words from their context questions to
eliminate ellipsis and reference. For the ambigu-
ous questions, we manually choose 200 questions
from TREC 1999-2007 data and some questions
discussed as examples in Hori et al. (2003) and
Burger et al. (2001).

We compare our approach with a baseline
method. Our baseline system does not rank the
clusters by the above separability score instead it
prefers the cluster which occurs in more answers
and have more subtopics distributed in the answer
documents. If we still useX to represent the num-
ber of answers in which context subtopics from
one cluster are present and Y to represent the num-
ber of subtopics from this cluster that occurs in the
answers’ contexts, for the baseline system, we will
use X × Y to rank all the concept clusters found
in the contexts.

5.2 Results and Error Analysis

We applied our algorithm on the two collections
of questions. Two assessors were involved in the
manual judgments with an inter-rater agreement
of 97%. For each approach, we obtained the top
20 clusters based on their scores. Given a clus-
ter with its subtopics in the contexts of the an-
swers, an assessor manually labeled each cluster
’good’ or ’bad’. If it is labeled ’good’, the cluster
is deemed relevant to the question and the clus-
ter’s label could be used as dialogue seeking ques-
tion’s topic to distinguish one answer from the oth-
ers. Otherwise, the assessor will label a cluster as
’bad’. We use the above two ranking approaches
to rank the clusters for each question. Table 1 pro-
vides the statistics of the performance on the the
two question collection. List B means the base-
line method on the list question set while Am-
biguous S means our separability method on the
ambiguous questions. The ’MAP’ column is the
mean of average precisions over the set of clusters.
The ’P@1’ column is the precision of the top one
cluster while the ’P@3’ column is the precision
of the top three clusters2. The ’Err@3’ column is
the percentage of questions whose top three clus-
ters are all labeled ’bad’. One example associated
with the manually constructed desirable questions

2’P@3’ is the number of ’good’ clusters out of the top
three clusters
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Table 1: Experiment results
Methods MAP P@1 P@3 Err@3
List B 41.3% 42.1% 27.7% 33.0%
List S 60.3% 90.0% 81.3% 11.0%

Ambiguous B 31.1% 33.2% 21.8% 47.1%
Ambiguous S 53.6% 71.1% 64.2% 29.7%

Table 2: TREC Question Examples

LQ1: Who is the winners of the NASCAR races?
1st C414(Tournament):{indy 500, Cummins 200, day-

tona 500, ...}
Q1 Which Tournament are you interested in?
2nd C41(American State):{houston, baltimore, los an-

geles, ...}
Q2 Which American State were the races held?
3rd C1522(Times):{once, twice, three times, ...}
Q3 How many times did the winner win?

is shown in Table 2.
From Table 1, we can see that our approach

outperforms the baseline approach in terms of all
the measures. We can see that 11% of the ques-
tions have no ‘good’ clusters. Further analysis
of the answer documents shows that the ‘bad’
clusters fall into four categories. First, there are
noisy subtopics in some clusters. Second, some
questions’ clusters are all labeled ‘bad’ because
the contexts for different answers are too simi-
lar. Third, unstructured web document soften con-
tain multiple subtopics. This means that different
subtopics are in the context of the same answer.
Currently we only look for context words while
not using any scheme to specify whether there is a
relationship between the answer and the subtopics.
Finally, for other ‘bad’ cases and the questions
with no good clusters all of the separability scores
are quite low. This is because the answers fall
into different topics which do not share a common
topic in our cluster collection.

6 Conclusion and Discussion

This paper proposes a new approach to solve
the problem of generating an information-seeking
question’s topic using concept clusters that can be
used in a clarification dialogue to handle ambigu-
ous questions. Our empirical results show that this
approach leads to good performance on TREC col-
lections and our ambiguous question collections.
The contribution of this paper are: (1) a new con-
cept cluster method that maps a document into a
vector of subtopics; (2) a new ranking scheme to

rank the context clusters according to their sepa-
rability. The labels of the chosen clusters can be
used as topics in an information-seeking question.
Finally our approach shows significant improve-
ment (nearly 48% points) over comparable base-
line system.

But currently we only consider the context clus-
ters while ignoring the clusters associated with the
questions. In the future, we will further investigate
the relationships between the concept clusters in
the question and the answers.
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Abstract

We examine correlations between native
speaker judgements on automatically gen-
erated German text against automatic eval-
uation metrics. We look at a number of
metrics from the MT and Summarisation
communities and find that for a relative
ranking task, most automatic metrics per-
form equally well and have fairly strong
correlations to the human judgements.
In contrast, on a naturalness judgement
task, the General Text Matcher (GTM) tool
correlates best overall, although in gen-
eral, correlation between the human judge-
ments and the automatic metrics was quite
weak.

1 Introduction

During the development of a surface realisation
system, it is important to be able to quickly and au-
tomatically evaluate its performance. The evalua-
tion of a string realisation system usually involves
string comparisons between the output of the sys-
tem and some gold standard set of strings. Typi-
cally automatic metrics from the fields of Machine
Translation (e.g. BLEU) or Summarisation (e.g.
ROUGE) are used, but it is not clear how success-
ful or even appropriate these are. Belz and Reiter
(2006) and Reiter and Belz (2009) describe com-
parison experiments between the automatic eval-
uation of system output and human (expert and
non-expert) evaluation of the same data (English
weather forecasts). Their findings show that the
NIST metric correlates best with the human judge-
ments, and all automatic metrics favour systems
that generate based on frequency. They conclude
that automatic evaluations should be accompanied
by human evaluations where possible. Stent et al.
(2005) investigate a number of automatic evalua-
tion methods for generation in terms of adequacy

and fluency on automatically generated English
paraphrases. They find that the automatic metrics
are reasonably good at measuring adequacy, but
not good measures of fluency, i.e. syntactic cor-
rectness.

In this paper, we carry out experiments to corre-
late automatic evaluation of the output of a surface
realisation ranking system for German against hu-
man judgements. We particularly look at correla-
tions at the individual sentence level.

2 Human Evaluation Experiments

The data used in our experiments is the output of
the Cahill et al. (2007) German realisation rank-
ing system. That system is couched within the
Lexical Functional Grammar (LFG) grammatical
framework. LFG has two levels of representa-
tion, C(onstituent)-Structure which is a context-
free tree representation and F(unctional)-Structure
which is a recursive attribute-value matrix captur-
ing basic predicate-argument-adjunct relations.

Cahill et al. (2007) use a large-scale hand-
crafted grammar (Rohrer and Forst, 2006) to gen-
erate a number of (almost always) grammatical
sentences given an input F-Structure. They show
that a linguistically-inspired log-linear ranking
model outperforms a simple baseline tri-gram lan-
guage model trained on the Huge German Corpus
(HGC), a corpus of 200 million words of newspa-
per and other text.

Cahill and Forst (2009) describe a number of
experiments where they collect judgements from
native speakers about the three systems com-
pared in Cahill et al. (2007): (i) the original
corpus string, (ii) the string chosen by the lan-
guage model, and (iii) the string chosen by the
linguistically-inspired log-linear model.1 We only
take the data from 2 of those experiments since
the remaining experiments would not provide any

1In all cases, the three strings were different.
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informative correlations. In the first experiment
that we consider (A), subjects are asked to rank
on a scale from 1–3 (1 being the best, 3 being
the worst) the output of the three systems (joint
rankings were not permitted). In the second ex-
periment (B), subjects were asked to rank on a
scale from 1–5 (1 being the worst, 5 being the
best) how natural sounding the string chosen by
the log-linear model was. The goal of experiment
B was to determine whether the log-linear model
was choosing good or bad alternatives to the orig-
inal string. Judgements on the data were collected
from 24 native German speakers. There were 44
items in Experiment A with an average sentence
length of 14.4, and there were 52 items in Exper-
iment B with an average sentence length of 12.1.
Each item was judged by each native speaker at
least once.

3 Correlation with Automatic Metrics

We examine the correlation between the human
judgements and a number of automatic metrics:

BLEU (Papineni et al., 2001) calculates the number of n-
grams a solution shares with a reference, adjusted by a
brevity penalty. Usually the geometric mean for scores
up to 4-gram are reported.

ROUGE (Lin, 2004) is an evaluation metric designed to eval-
uate automatically generated summaries. It comprises
a number of string comparison methods including n-
gram matching and skip-ngrams. We use the default
ROUGE-L longest common subsequence f-score mea-
sure.2

GTM General Text Matching (Melamed et al., 2003) calcu-
lates word overlap between a reference and a solution,
without double counting duplicate words. It places less
importance on word order than BLEU.

SED Levenshtein (String Edit) distance

WER Word Error Rate

TER Translation Error Rate (Snover et al., 2006) computes

the number of insertions, deletions, substitutions and

shifts needed to match a solution to a reference.

Most of these metrics come from the Machine
Translation field, where the task is arguably sig-
nificantly different. In the evaluation of a surface
realisation system (as opposed to a complete gen-
eration system), typically the choice of vocabulary
is limited and often the task is closer to word re-
ordering. Many of the MT metrics have methods

2Preliminary experiments with the skip n-grams per-
formed worse than the default parameters.

Experiment A Experiment B
GOLD LM LL LL

human A (rank 1–3) 1.4 2.55 2.05
human B (scale 1–5) 3.92
BLEU 1.0 0.67 0.72 0.79
ROUGE-L 1.0 0.85 0.78 0.85
GTM 1.0 0.55 0.60 0.74
SED 1.0 0.54 0.61 0.71
WER 0.0 48.04 39.88 28.83
TER 0.0 0.16 0.14 0.11
DEP 100 82.60 87.50 93.11
WDEP 1.0 0.70 0.82 0.90

Table 1: Average scores of each metric for Exper-
iment A data

Sentence Corpus
corr p-value corr p-value

BLEU -0.615 <0.001 -1 0.3333
ROUGE-L -0.644 <0.001 -0.5 1
GTM -0.643 <0.001 -1 0.3333
SED -0.628 <0.001 -1 0.3333
WER 0.623 <0.001 1 0.3333
TER 0.608 <0.001 1 0.3333

Table 2: Correlation between human judgements
for experiment A (rank 1–3) and automatic metrics

for attempting to account for different but equiva-
lent translations of a given source word, typically
by integrating a lexical resource such as WordNet.
Also, these metrics were mostly designed to eval-
uate English output, so it is not clear that they will
be equally appropriate for other languages, espe-
cially freer word order ones, such as German.

The scores given by each metric for the data
used in both experiments are presented in Table 1.
For the Experiment A data, we use the Spearman
rank correlation coefficient to measure the corre-
lation between the human judgements and the au-
tomatic scorers. The results are presented in Table
2 for both the sentence and the corpus level corre-
lations, we also present p-values for statistical sig-
nificance. Since we only have judgements on three
systems, the corpus correlation is not that informa-
tive. Interestingly, the ROUGE-L metric is the only
one that does not rank the output of the three sys-
tems in the same order as the judges. It ranks the
strings chosen by the language model higher than
the strings chosen by the log-linear model. How-
ever, at the level of the individual sentence, the
ROUGE-L metric correlates best with the human
judgements. The GTM metric correlates at about
the same level, but in general there seems to be
little difference between the metrics.

For the Experiment B data we use the Pearson
correlation coefficient to measure the correlation
between the human judgements and the automatic
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Sentence
Correlation P-Value

BLEU 0.095 0.5048
ROUGE-L 0.207 0.1417
GTM 0.424 0.0017
SED 0.168 0.2344
WER -0.188 0.1817
TER -0.024 0.8646

Table 3: Correlation between human judgements
for experiment B (naturalness scale 1–5) and au-
tomatic metrics

metrics. The results are given in Table 3. Here
we only look at the correlation at the individual
sentence level, since we are looking at data from
only one system. For this data, the GTM met-
ric clearly correlates most closely with the human
judgements, and it is the only metric that has a sta-
tistically significant correlation. BLEU and TER

correlate particularly poorly, with correlation co-
efficients very close to zero.

3.1 Syntactic Metrics

Recently, there has been a move towards more
syntactic, rather than purely string based, evalu-
ation of MT output and summarisation (Hovy et
al., 2005; Owczarzak et al., 2008). The idea is to
go beyond simple string comparisons and evaluate
at a deeper linguistic level. Since most of the work
in this direction has only been carried out for En-
glish so far, we apply the idea rather than a specific
tool to the data. We parse the data from both ex-
periments with a German dependency parser (Hall
and Nivre, 2008) trained on the TIGER Treebank
(with sentences 8000-10000 heldout for testing).
This parser achieves 91.23% labelled accuracy on
the 2000-sentence test set.

To calculate the correlation between the human
judgements and the dependency parser, we parse
the original strings as well as the strings chosen
by the log-linear and language models. The stan-
dard evaluation procedure relies on both strings
being identical to calculate (un-)labelled depen-
dency accuracy, and so we map the dependen-
cies produced by the parser into sets of triples
as used in the evaluation software of Crouch et
al. (2002) where each dependency is represented
as deprel(head,word) and each word is in-
dexed with its position in the original string.3 We
compare the parses for both experiments against

3This is a 1-1 mapping, and the indexing ensures that du-
plicate words in a sentence are not confused.

Experiment A Experiment B
corr p-value corr p-value

Dependencies -0.640 <0.001 0.186 0.1860
Unweighted Deps -0.657 <0.001 0.290 0.03686

Table 4: Correlation between dependency-based
evaluation and human judgements

the parses of the original strings. We calculate
both a weighted and unweighted dependency f-
score, as given in Table 1. The unweighted f-score
is calculated by taking the average of the scores
for each dependency type, while the weighted f-
score weighs each average score by its frequency
in the test corpus. We calculate the Spearman
and Pearson correlation coefficients as before; the
results are given in Table 4. The results show
that the unweighted dependencies correlate more
closely (and statistically significantly) with the hu-
man judgements than the weighted ones. This sug-
gests that the frequency of a dependency type does
not matter as much as its overall correctness.

4 Discussion

The large discrepancy between the absolute corre-
lation coefficients for Experiment A and B can be
explained by the fact that they are different tasks.
Experiment A ranks 3 strings relative to one an-
other, while Experiment B measures the natural-
ness of the string. We would expect automatic
metrics to be better at the first task than the sec-
ond, as it is easier to rank systems relative to each
other than to give a system an absolute score.

Disappointingly, the correlation between the de-
pendency parsing metric and the human judge-
ments was no higher than the simple GTM string-
based metric (although it did outperform all other
automatic metrics). This does not correspond to
related work on English Summarisation evalua-
tion (Owczarzak, 2009) which shows that a met-
ric based on an automatically induced LFG parser
for English achieves comparable or higher correla-
tion with human judgements than ROUGE and Ba-
sic Elements (BE).4 Parsers of German typically
do not achieve as high performance as their En-
glish counterparts, and further experiments includ-
ing alternative parsers are needed to see if we can
improve performance of this metric.

The data used in our experiments was almost
always grammatically correct. Therefore the task

4The GTM metric was not compared in that paper
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of an evaluation system is to score more natural
sounding strings higher than marked or unnatural
ones. In this respect, our findings mirror those of
Stent et al. (2005) for English data, that the au-
tomatic metrics do not correlate well with human
judges on syntactic correctness.

5 Conclusions

We presented data that examined the correla-
tion between native speaker judgements and au-
tomatic evaluation metrics on automatically gen-
erated German text. We found that for our first
experiment, all metrics were correlated to roughly
the same degree (with ROUGE-L achieving the
highest correlation at an individual sentence level
and the GTM tool not far behind). At a corpus
level all except ROUGE were in agreement with
the human judgements. In the second experiment,
the General Text Matcher Tool had the strongest
correlation. We carried out an experiment to test
whether a more sophisticated syntax-based evalua-
tion metric performed better than the more simple
string-based ones. We found that while the un-
weighted dependency evaluation metric correlated
with the human judgements more strongly than al-
most all metrics, it did not outperform the GTM

tool. The correlation between the human judge-
ments and the automatic evaluation metrics was
much higher for the relative ranking task than for
the naturalness task.
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Abstract 

Prior approaches to sentence compression 

have taken low level syntactic constraints into 

account in order to maintain grammaticality. 

We propose and successfully evaluate a more 

comprehensive, generalizable feature set that 

takes syntactic and structural relationships into 

account in order to sustain variable compres-

sion rates while making compressed sentences 

more coherent, grammatical and readable.  

1 Introduction 

We present an evaluation of the effect of syntac-

tic and structural constraints at multiple levels of 

granularity on the robustness of sentence com-

pression at varying compression rates.  Our eval-

uation demonstrates that the new feature set pro-

duces significantly improved compressions 

across a range of compression rates compared to 

existing state-of-the-art approaches. Thus, we 

name our system for generating compressions the 

Adjustable Rate Compressor (ARC).   

Knight and Marcu (2000) (K&M, henceforth) 

presented two approaches to the sentence com-

pression problem: one using a noisy channel 

model, the other using a decision-based model. 

The performances of the two models were com-

parable though their experiments suggested that 

the noisy channel model degraded more smooth-

ly than the decision-based model when tested on 

out-of-domain data. Riezler et al. (2003) applied 

linguistically rich LFG grammars to a sentence 

compression system. Turner and Charniak (2005) 

achieved similar performance to K&M using an 

unsupervised approach that induced rules from 

the Penn Treebank.  

A variety of feature encodings have previous-

ly been explored for the problem of sentence 

compression.  Clarke and Lapata (2007) included 

discourse level features in their framework to 

leverage context for enhancing coherence. 

McDonald’s (2006) model (M06, henceforth) is 

similar to K&M except that it uses discriminative 

online learning to train feature weights. A key 

aspect of the M06 approach is a decoding algo-

rithm that searches the entire space of compres-

sions using dynamic programming to choose the 

best compression (details in Section 2). We use 

M06 as a foundation for this work because its 

soft constraint approach allows for natural inte-

gration of additional classes of features. Similar 

to most previous approaches, our approach com-

presses sentences by deleting words only. 

The remainder of the paper is organized as 

follows. Section 2 discusses the architectural 

framework.  Section 3 describes the innovations 

in the proposed model. We conclude after pre-

senting the results of our evaluation in Section 4. 

2 Experimental Paradigm 

Supervised approaches to sentence compression 

typically use parallel corpora consisting of origi-

nal and compressed sentences (paired corpus, 

henceforth). In this paper, we will refer to these 

pairs as a 2-tuple <x, y>, where x is the original 

sentence and y is the compressed sentence. 

We implemented the M06 system as an expe-

rimental framework in which to conduct our in-

vestigation. The system uses as input the paired 

corpus, the corresponding POS tagged corpus, 

the paired corpus parsed using the Charniak 

parser (Charniak, 2000), and dependency parses 

from the MST parser (McDonald et al., 2005). 

Features are extracted over adjacent pairs of 

words in the compressed sentence and weights 

are learnt at training time using the MIRA algo-

rithm (Crammer and Singer, 2003). We decode 

as follows to find the best compression:  

Let the score of a compression y for a sen-

tence x be s(x, y). This score is factored using a 

first-order Markov assumption over the words in 

the compressed sentence, and is defined by the 

dot product between a high dimensional feature 

representation and a corresponding weight vector 

(for details, refer to McDonald, 2006). The equa-

tions for decoding are as follows: 
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where C is the dynamic programming table and 

C[i] represents the highest score for compres-

sions ending at word i for the sentence x. 

The M06 system takes the best scoring com-

pression from the set of all possible compres-

sions.  In the ARC system, the model determines 

the compression rate and enforces a target com-

pression length by altering the dynamic pro-

gramming algorithm as suggested by M06: 
 

1,]][1[

0.0]1][1[
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C
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where C is the dynamic programming table as 

before and C[i][r] is the score for the best com-

pression of length r that ends at position i in the 

sentence x. This algorithm runs in O (n
2
r) time.  

We define the rate of human generated com-

pressions in the training corpus as the gold stan-

dard compression rate (GSCR). We train a linear 

regression model over the training data to predict 

the GSCR for a sentence based on the ratio be-

tween the lengths of each compressed-original 

sentence pair in the training set. The predicted 

compression rate is used to force the system to 

compress sentences in the test set to a specific 

target length. Based on the computed regression, 

the formula for computing the Predicted Com-

pression Rate (PCR) from the Original Sentence 

Length (OSL) is as follows: 
 

OSLPCR 004.086.0  
 

In our work, enforcing specific compression 

rates serves two purposes. First, it allows us to 

make a more controlled comparison across ap-

proaches, since variation in compression rate 

across approaches confounds comparison of oth-

er aspects of performance.  Second, it allows us 

to investigate how alternative models work at 

higher compression rates. Here our primary con-

tribution is of robustness of the approach with 

respect to alternative feature spaces and com-

pression rates. 

3 Extended Feature Set 

A major focus of our work is the inclusion of 

new types of features derived from syntactic ana-

lyses in order to make the resulting compressions 

more grammatical and thus increase the versatili-

ty of the resulting compression models.   

The M06 system uses features extracted from 

the POS tagged paired corpus: POS bigrams, 

POS context of the words added to or dropped 

from the compression, and other information 

about the dropped words. For a more detailed 

description, please refer to McDonald, 2006.   

From the phrase structure trees, M06 extracts 

context information about nodes that subsume 

dropped words. These features attempt to ap-

proximately encode changes in the grammar 

rules between source and target sentences. De-

pendency features include information about the 

dropped words’ parents as well as conjunction 

features of the word and the parent. 

Our extensions to the M06 feature set are in-

spired by an analysis of the compressions gener-

ated by it, and allow for a richer encoding of 

dropped words and phrases using properties of 

the words and their syntactic relations to the rest 

of the sentence. Consider this example (dropped 

words are marked as such):  
 

* 68000 Sweden AB of Uppsala , Sweden , intro-

duced the TeleServe , an integrated answering 

machine and voice-message handler that links a 

Macintosh to Touch-Tone phones . 
  

Note in the above example that the syntactic 

head of the sentence introduced has been 

dropped. Using the dependency parse, we add a 

class of features to be learned during training that 

lets the system decide when to drop the syntactic 

head of the sentence. Also note that answering 

machine in the original sentence was preceded 

by an while the word the was used with Tele-

serve (dropped in the compression). While POS 

information helps the system to learn that the 

answering machine is a good POS sequence, we 

do not have information that links the correct 

article to the noun. Information from the depen-

dency parse allows us to learn when we can drop 

words whose heads are retained and when we 

can drop a head and still retain the dependent.  

Now, consider the following example: 
 

Examples for editors are applicable to awk pat-

terns , grep and egrep .  
 

    Here, Examples has been dropped, while for 

editors which has Examples as a head is retained. 

Besides, in the sequence, editors are applica-

ble…, the word editors behaves as the subject of 

are although the correct compression would have 

examples as its subject. A change in the argu-

ments of the verbs will distort the meaning of the 

sentence. We augmented the feature set to in-

clude a class of features about structural informa-

tion that tells us when the subject (or object) of a 

verb can be dropped while the verb itself is re-

tained. Thus, now if the system does retain the 
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are, it is more likely to retain the correct argu-

ments of the word from the original sentence. 

    The new classes of features use only the de-

pendency labels generated by the parser and are 

not lexicalized. Intuitively, these features help 

create units within the sentences that are tightly 

bound together, e.g., a subject and an object with 

its parent verb. We notice, as one would expect, 

that some dependency bindings are less strong 

than others. For instance, when faced with a 

choice, our system drops a relative pronoun thus 

breaking the dependency between the retained 

noun and the relative pronoun, rather than drop 

the noun, which was the retained subject. 

Below is a summary of the information that 

the new features in our system encode: 

[Parent-Child]- When a word is dropped, is its 

parent retained in the compression?  

[Dependent]- When a word is dropped, are 

other words dependent on it (its children) 

also dropped or are they retained?  

[Verb-Arg]- Information from the dependency 

parse about the subjects and objects of 

verbs can be used to encode more specific 

features (similar to the above) that say 

whether or not the subject (or object) was 

retained when the verb was dropped.  

[Sent-Head-Dep]- Is the syntactic head of a 

sentence dropped? 

4 Evaluation 

We evaluate our model in comparison with M06. 

At training time, compression rates were not en-

forced on the ARC or M06 model. Our evalua-

tion demonstrates that the proposed feature set 

produces more grammatical sentences across 

varying compression rates.  In this section, 

GSCR denotes gold standard compression rate 

(i.e., the compression rate found in training data), 

CR denotes compression rate.   

4.1 Corpora 

Sentence compression systems have been tested 

on product review data from the Ziff-Davis (ZD, 

henceforth) Corpus by Knight and Marcu (2000), 

general news articles by Clarke and Lapata (CL, 

henceforth) corpus (2007) and biomedical ar-

ticles (Lin and Wilbur, 2007). To evaluate our 

system, we used 2 test sets: Set 1 contained 50 

sentences; all 32 sentences from the ZD test set 

and 18 additional sentences chosen randomly 

from the CL test set; Set 2 contained 40 sen-

tences selected from the CL corpus, 20 of which 

were compressed at 75% of GSCR and 20 at 

50% of GSCR (the percentages denote the en-

forced compression rates). 

Three examples comparing compressed sen-

tences are given below:  
 
 

Original: Like FaceLift, much of ATM 's screen 

performance depends on the underlying applica-

tion. 

Human: Much of ATM 's performance depends 

on the underlying application . 

M06: 's screen performance depends on applica-

tion  

ARC: ATM 's screen performance depends on 

the underlying application . 
 

Original: The discounted package for the Sparc-

server 470 is priced at $89,900 , down from the 

regular $107,795 . 

Human: The Sparcserver 470 is priced at 

$89,900 , down from the regular $107,795 . 

M06: Sparcserver 470 is $89,900 regular 

$107,795 

ARC: The discounted package is priced at 

$89,900 , regular $107,795 .  
 

 

The example below has compressions at 50% 

compression rate for M06 and ARC systems: 
 
 

Original: Cutbacks in local defence establish-

ments is also a factor in some constituencies . 

M06: establishments is a factor in some consti-

tuencies . 

ARC: Cutbacks is a factor in some constituen-

cies .  
 

 

Note that the subject of is is correctly retained 

in the ARC system. 

4.2 User Study 

In order to evaluate the effect of the features that 

we added to create the ARC model, we con-

ducted a user study, adopting an experimental 

methodology similar to that used by K&M and 

M06.  Each of four human judges, who were na-

tive speakers of English and not involved in the 

research we report in this paper, were instructed 

to rate two different sets of compressions along 

two dimensions, namely Grammaticality and 

Completeness, on a scale of 1 to 5. We chose to 

replace Importance (used by K&M), which is a 

task specific and possibly user specific notion, 

with the more general notion of Completeness, 

defined as the extent to which the compressed 

sentence is a complete sentence and communi-

cates the main idea of the original sentence.  

For Set 1, raters were given the original sen-

tence and 4 compressed versions (presented in 

103



random order as in the M06 evaluation): the hu-

man compression, the compression produced by 

the original M06 system, the compression from 

the M06 system with GSCR, and the ARC sys-

tem with GSCR. For Set 2, raters were given the 

original sentence, this time with two compressed 

versions, one from the M06 system and one from 

the ARC system, which were presented in a ran-

dom order.  Table 1 presents all the results in 

terms of human ratings of Grammaticality and 

Completeness as well as automatically computed 

ROUGE F1 scores (Lin and Hovy, 2003). The 

scores in parentheses denote standard deviations. 
 

 Grammati-

cality 

(Human 

Scores) 

Com-

pleteness 

(Human 

Scores) 

 

ROUGE 

F1 

Gold 

Standard 
4.60 (0.69) 3.80(.99) 1.00 (0) 

ARC 

(GSCR) 
3.70 (1.10) 3.50(1.10) .72 (.18) 

M06 3.50 (1.30) 3.10(1.30) .70 (.20) 

M06 

(GSCR) 
3.10 (1.10) 3.10(1.10) .71 (.18) 

ARC 

(75%CR) 
2.60 (1.10) 2.60(1.10) .72 (.14) 

M06 

(75%CR) 
2.20 (1.20) 2.00(1.00) .67 (.20) 

ARC 

(50%CR) 
2.30 (1.30) 1.90(1.00) .54 (.22) 

M06 

(50%CR) 
1.90 (1.10) 1.80(1.00) .58 (.22) 

Table 1: Results of human judgments and ROUGE F1 
 

 ROUGE scores were determined to have a 

significant positive correlation both with Gram-

maticality (R = .46, p < .0001) and Completeness 

(R = .39, p < .0001) when averaging across the 4 

judges’ ratings.  On Set 1, a 2-tailed paired t-test 

reveals similar patterns for Grammaticality and 

Completeness: the human compressions are sig-

nificantly better than any of the systems.  ARC is 

significantly better than M06, both with enforced 

GSCR and without. M06 without GSCR is sig-

nificantly better than M06 with GSCR.  In Set 2 

(with 75% and 50% GSCR enforced), the quality 

of compressions degrade as compression rate is 

made more severe; however, the ARC model 

consistently outperforms the M06 model with a 

statistically significant margin across compres-

sion rates on both evaluation criteria. 

5 Conclusions and Future Work 

In this paper, we designed a set of new classes of 

features to generate better compressions, and 

they were found to produce statistically signifi-

cant improvements over the state-of-the-art. 

However, although the user study demonstrates 

the expected positive impact of grammatical fea-

tures, an error analysis (Gupta et al., 2009) re-

veals some limitations to improvements that can 

be obtained using grammatical features that refer 

only to the source sentence structure, since the 

syntax of the source sentence is frequently not 

preserved in the gold standard compression. In 

our future work, we hope to explore alternative 

approaches that allow reordering or paraphrasing 

along with deleting words to make compressed 

sentences more grammatical and coherent. 
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Abstract

In the context of the Document Understand-
ing Conferences, the task of Query-Focused
Multi-Document Summarization is intended to
improve agreement in content among human-
generated model summaries. Query-focus also
aids the automated summarizers in directing
the summary at specific topics, which may re-
sult in better agreement with these model sum-
maries. However, while query focus corre-
lates with performance, we show that high-
performing automatic systems produce sum-
maries with disproportionally higher query
term density than human summarizers do. Ex-
perimental evidence suggests that automatic
systems heavily rely on query term occurrence
and repetition to achieve good performance.

1 Introduction
The problem of automatically summarizing text doc-
uments has received a lot of attention since the early
work by Luhn (Luhn, 1958). Most of the current auto-
matic summarization systems rely on a sentence extrac-
tive paradigm, where key sentences in the original text
are selected to form the summary based on the clues (or
heuristics), or learning based approaches.

Common approaches for identifying key sentences
include: training a binary classifier (Kupiec et al.,
1995), training a Markov model or CRF (Conroy et al.,
2004; Shen et al., 2007) or directly assigning weights
to sentences based on a variety of features and heuris-
tically determined feature weights (Toutanova et al.,
2007). But, the question of which components and fea-
tures of automatic summarizers contribute most to their
performance has largely remained unanswered (Marcu
and Gerber, 2001), until Nenkova et al. (Nenkova et
al., 2006) explored the contribution of frequency based
measures. In this paper, we examine the role a query
plays in automated multi-document summarization of
newswire.

One of the issues studied since the inception of auto-
matic summarization is that of human agreement: dif-
ferent people choose different content for their sum-
maries (Rath et al., 1961; van Halteren and Teufel,
2003; Nenkova et al., 2007). Later, it was as-
sumed (Dang, 2005) that having a question/query to

provide focus would improve agreement between any
two human-generated model summaries, as well as be-
tween a model summary and an automated summary.
Starting in 2005 until 2007, a query-focused multi-
document summarization task was conducted as part of
the annual Document Understanding Conference. This
task models a real-world complex question answering
scenario, where systems need to synthesize from a set
of 25 documents, a brief (250 words), well organized
fluent answer to an information need.

Query-focused summarization is a topic of ongoing
importance within the summarization and question an-
swering communities. Most of the work in this area
has been conducted under the guise of “query-focused
multi-document summarization”, “descriptive question
answering”, or even “complex question answering”.

In this paper, based on structured empirical evalu-
ations, we show that most of the systems participat-
ing in DUC’s Query-Focused Multi-Document Sum-
marization (QF-MDS) task have been query-biased in
building extractive summaries. Throughout our discus-
sion, the term ‘query-bias’, with respect to a sentence,
is precisely defined to mean that the sentence has at
least one query term within it. The term ‘query-focus’
is less precisely defined, but is related to the cognitive
task of focusing a summary on the query, which we as-
sume humans do naturally. In other words, the human
generated model summaries are assumed to be query-
focused.

Here we first discuss query-biased content in Sum-
mary Content Units (SCUs) in Section 2 and then in
Section 3 by building formal models on query-bias we
discuss why/how automated systems are query-biased
rather than being query-focused.

2 Query-biased content in
Summary Content Units (SCUs)

Summary content units, referred as SCUs hereafter, are
semantically motivated subsentential units that are vari-
able in length but not bigger than a sentential clause.
SCUs are constructed from annotation of a collection
of human summaries on a given document collection.
They are identified by noting information that is re-
peated across summaries. The repetition is as small
as a modifier of a noun phrase or as large as a clause.
The evaluation method that is based on overlapping
SCUs in human and automatic summaries is called the
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Figure 1: SCU annotation of a source document.

pyramid method (Nenkova et al., 2007).
The University of Ottawa has organized the pyramid

annotation data such that for some of the sentences in
the original document collection, a list of correspond-
ing content units is known (Copeck et al., 2006). A
sample of an SCU mapping from topic D0701A of
the DUC 2007 QF-MDS corpus is shown in Figure 1.
Three sentences are seen in the figure among which
two have been annotated with system IDs and SCU
weights wherever applicable. The first sentence has not
been picked by any of the summarizers participating in
Pyramid Evaluations, hence it is unknown if the sen-
tence would have contributed to any SCU. The second
sentence was picked by 8 summarizers and that sen-
tence contributed to an SCU of weight 3. The third
sentence in the example was picked by one summa-
rizer, however, it did not contribute to any SCU. This
example shows all the three types of sentences avail-
able in the corpus: unknown samples, positive samples
and negative samples.

We extracted the positive and negative samples in the
source documents from these annotations; types of sec-
ond and third sentences shown in Figure 1. A total
of 14.8% sentences were annotated to be either posi-
tive or negative. When we analyzed the positive set,
we found that 84.63% sentences in this set were query-
biased. Also, on the negative sample set, we found that
69.12% sentences were query-biased. That is, on an
average, 76.67% of the sentences picked by any au-
tomated summarizer are query-biased. On the other
hand, for human summaries only 58% sentences were
query-biased. All the above numbers are based on the
DUC 2007 dataset shown in boldface in Table 1 1.

There is one caveat: The annotated sentences come
only from the summaries of systems that participated in
the pyramid evaluations. Since only 13 among a total
32 participating systems were evaluated using pyramid
evaluations, the dataset is limited. However, despite
this small issue, it is very clear that at least those sys-
tems that participated in pyramid evaluations have been
biased towards query-terms, or at least, they have been
better at correctly identifying important sentences from
the query-biased sentences than from query-unbiased
sentences.

1We used DUC 2007 dataset for all experiments reported.

3 Formalizing query-bias
Our search for a formal method to capture the relation
between occurrence of query-biased sentences in the
input and in summaries resulted in building binomial
and multinomial model distributions. The distributions
estimated were then used to obtain the likelihood of a
query-biased sentence being emitted into a summary by
each system.

For the DUC 2007 data, there were 45 summaries
for each of the 32 systems (labeled 1-32) among which
2 were baselines (labeled 1 and 2), and 18 summaries
from each of 10 human summarizers (labeled A-J). We
computed the log-likelihood, log(L[summary;p(Ci)]),
of all human and machine summaries from DUC’07
query focused multi-document summarization task,
based on both distributions described below (see Sec-
tions 3.1, 3.2).

3.1 The binomial model

We represent the set of sentences as a binomial distribu-
tion over type of sentences. Let C0 and C1 denote the
sets of sentences without and with query-bias respec-
tively. Let p(Ci) be the probability of emitting a sen-
tence from a specified set. It is also obvious that query-
biased sentences will be assigned lower emission prob-
abilities, because the occurrence of query-biased sen-
tences in the input is less likely. On average each topic
has 549 sentences, among which 196 contain a query
term; which means only 35.6% sentences in the input
were query-biased. Hence, the likelihood function here
denotes the likelihood of a summary to contain non
query-biased sentences. Humans’ and systems’ sum-
maries must now constitute low likelihood to show that
they rely on query-bias.

The likelihood of a summary then is :

L[summary; p(Ci)] =
N !

n0!n1!
p(C0)n0p(C1)n1 (1)

Where N is the number of sentences in the sum-
mary, and n0 + n1 = N; n0 and n1 are the cardinali-
ties of C0 and C1 in the summary. Table 2 shows var-
ious systems with their ranks based on ROUGE-2 and
the average log-likelihood scores. The ROUGE (Lin,
2004) suite of metrics are n-gram overlap based met-
rics that have been shown to highly correlate with hu-
man evaluations on content responsiveness. ROUGE-2
and ROUGE-SU4 are the official ROUGE metrics for
evaluating query-focused multi-document summariza-
tion task since DUC 2005.

3.2 The multinomial model

In the previous section (Section 3.1), we described
the binomial model where we classified each sentence
as being query-biased or not. However, if we were
to quantify the amount of query-bias in a sentence,
we associate each sentence to one among k possible
classes leading to a multinomial distribution. Let Ci ∈
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Dataset total positive biased positive negative biased negative % bias in positive % bias in negative
DUC 2005 24831 1480 1127 1912 1063 76.15 55.60
DUC 2006 14747 1047 902 1407 908 86.15 71.64
DUC 2007 12832 924 782 975 674 84.63 69.12

Table 1: Statistical information on counts of query-biased sentences.

ID rank LL ROUGE-2 ID rank LL ROUGE-2 ID rank LL ROUGE-2
1 31 -1.9842 0.06039 J -3.9465 0.13904 24 4 -5.8451 0.11793
C -2.1387 0.15055 E -3.9485 0.13850 9 12 -5.9049 0.10370
16 32 -2.2906 0.03813 10 28 -4.0723 0.07908 14 14 -5.9860 0.10277
27 30 -2.4012 0.06238 21 22 -4.2460 0.08989 5 23 -6.0464 0.08784
6 29 -2.5536 0.07135 G -4.3143 0.13390 4 3 -6.2347 0.11887

12 25 -2.9415 0.08505 25 27 -4.4542 0.08039 20 6 -6.3923 0.10879
I -3.0196 0.13621 B -4.4655 0.13992 29 2 -6.4076 0.12028

11 24 -3.0495 0.08678 19 26 -4.6785 0.08453 3 9 -7.1720 0.10660
28 16 -3.1932 0.09858 26 21 -4.7658 0.08989 8 11 -7.4125 0.10408
2 18 -3.2058 0.09382 23 7 -5.3418 0.10810 17 15 -7.4458 0.10212
D -3.2357 0.17528 30 10 -5.4039 0.10614 13 5 -7.7504 0.11172
H -3.4494 0.13001 7 8 -5.6291 0.10795 32 17 -8.0117 0.09750
A -3.6481 0.13254 18 19 -5.6397 0.09170 22 13 -8.9843 0.10329
F -3.8316 0.13395 15 1 -5.7938 0.12448 31 20 -9.0806 0.09126

Table 2: Rank, Averaged log-likelihood score based on binomial model, true ROUGE-2 score for the summaries
of various systems in DUC’07 query-focused multi-document summarization task.

ID rank LL ROUGE-2 ID rank LL ROUGE-2 ID rank LL ROUGE-2
1 31 -4.6770 0.06039 10 28 -8.5004 0.07908 5 23 -14.3259 0.08784
16 32 -4.7390 0.03813 G -9.5593 0.13390 9 12 -14.4732 0.10370
6 29 -5.4809 0.07135 E -9.6831 0.13850 22 13 -14.8557 0.10329
27 30 -5.5110 0.06238 26 21 -9.7163 0.08989 4 3 -14.9307 0.11887
I -6.7662 0.13621 J -9.8386 0.13904 18 19 -15.0114 0.09170

12 25 -6.8631 0.08505 19 26 -10.3226 0.08453 14 14 -15.4863 0.10277
2 18 -6.9363 0.09382 B -10.4152 0.13992 20 6 -15.8697 0.10879
C -7.2497 0.15055 25 27 -10.7693 0.08039 32 17 -15.9318 0.09750
H -7.6657 0.13001 29 2 -12.7595 0.12028 7 8 -15.9927 0.10795
11 24 -7.8048 0.08678 21 22 -13.1686 0.08989 17 15 -17.3737 0.10212
A -7.8690 0.13254 24 4 -13.2842 0.11793 8 11 -17.4454 0.10408
D -8.0266 0.17528 30 10 -13.3632 0.10614 31 20 -17.5615 0.09126
28 16 -8.0307 0.09858 23 7 -13.7781 0.10810 3 9 -19.0495 0.10660
F -8.2633 0.13395 15 1 -14.2832 0.12448 13 5 -19.3089 0.11172

Table 3: Rank, Averaged log-likelihood score based on multinomial model, true ROUGE-2 score for the sum-
maries of various systems in DUC’07 query-focused multi-document summarization task.

{C0, C1, C2, . . . , Ck} denote the k levels of query-
bias. Ci is the set of sentences, each having i query
terms.

The number of sentences participating in each class
varies highly, with C0 bagging a high percentage of
sentences (64.4%) and the rest {C1, C2, . . . , Ck} dis-
tributing among themselves the rest 35.6% sentences.
Since the distribution is highly-skewed, distinguish-
ing systems based on log-likelihood scores using this
model is easier and perhaps more accurate. Like be-
fore, Humans’ and systems’ summaries must now con-
stitute low likelihood to show that they rely on query-
bias.

The likelihood of a summary then is :
L[summary; p(Ci)] =

N !

n0!n1! · · · nk!
p(C0)

n0p(C1)
n1 · · · p(Ck)

nk

(2)

Where N is the number of sentences in the sum-
mary, and n0 + n1 + · · · + nk = N; n0, n1,· · · ,nk

are respectively the cardinalities of C0, C1, · · · ,Ck,

in the summary. Table 3 shows various systems with
their ranks based on ROUGE-2 and the average log-
likelihood scores.

3.3 Correlation of ROUGE and log-likelihood
scores

Tables 2 and 3 display log-likelihood scores of vari-
ous systems in the descending order of log-likelihood
scores along with their respective ROUGE-2 scores.
We computed the pearson correlation coefficient (ρ) of
‘ROUGE-2 and log-likelihood’ and ‘ROUGE-SU4 and
log-likelihood’. This was computed for systems (ID: 1-
32) (r1) and for humans (ID: A-J) (r2) separately, and
for both distributions.

For the binomial model, r1 = -0.66 and r2 = 0.39 was
obtained. This clearly indicates that there is a strong
negative correlation between likelihood of occurrence
of a non-query-term and ROUGE-2 score. That is, a
strong positive correlation between likelihood of occur-

107



rence of a query-term and ROUGE-2 score. Similarly,
for human summarizers there is a weak negative cor-
relation between likelihood of occurrence of a query-
term and ROUGE-2 score. The same correlation anal-
ysis applies to ROUGE-SU4 scores: r1 = -0.66 and r2
= 0.38.

Similar analysis with the multinomial model have
been reported in Tables 4 and 5. Tables 4 and 5 show
the correlation among ROUGE-2 and log-likelihood
scores for systems2 and humans3.

ρ ROUGE-2 ROUGE-SU4
binomial -0.66 -0.66

multinomial -0.73 -0.73

Table 4: Correlation of ROUGE measures with log-
likelihood scores for automated systems

ρ ROUGE-2 ROUGE-SU4
binomial 0.39 0.38

multinomial 0.15 0.09

Table 5: Correlation of ROUGE measures with log-
likelihood scores for humans

4 Conclusions and Discussion

Our results underscore the differences between human
and machine generated summaries. Based on Sum-
mary Content Unit (SCU) level analysis of query-bias
we argue that most systems are better at finding impor-
tant sentences only from query-biased sentences. More
importantly, we show that on an average, 76.67% of
the sentences picked by any automated summarizer are
query-biased. When asked to produce query-focused
summaries, humans do not rely to the same extent on
the repetition of query terms.

We further confirm based on the likelihood of emit-
ting non query-biased sentence, that there is a strong
(negative) correlation among systems’ likelihood score
and ROUGE score, which suggests that systems are
trying to improve performance based on ROUGE met-
rics by being biased towards the query terms. On the
other hand, humans do not rely on query-bias, though
we do not have statistically significant evidence to sug-
gest it. We have also speculated that the multinomial
model helps in better capturing the variance across the
systems since it distinguishes among query-biased sen-
tences by quantifying the amount of query-bias.

From our point of view, most of the extractive sum-
marization algorithms are formalized based on a bag-
of-words query model. The innovation with individ-
ual approaches has been in formulating the actual algo-
rithm on top of the query model. We speculate that

2All the results in Table 4 are statistically significant with
p-value (p < 0.00004, N=32)

3None of the results in Table 5 are statistically significant
with p-value (p > 0.265, N=10)

the real difference in human summarizers and auto-
mated summarizers could be in the way a query (or rel-
evance) is represented. Traditional query models from
IR literature have been used in summarization research
thus far, and though some previous work (Amini and
Usunier, 2007) tries to address this issue using con-
textual query expansion, new models to represent the
query is perhaps one way to induce topic-focus on the
summary. IR-like query models, which are designed
to handle ‘short keyword queries’, are perhaps not ca-
pable of handling ‘an elaborate query’ in case of sum-
marization. Since the notion of query-focus is appar-
ently missing in any or all of the algorithms, the future
summarization algorithms must try to incorporate this
while designing new algorithms.
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Abstract

We demonstrate that the bidirectionality
of deep grammars, allowing them to gen-
erate as well as parse sentences, can be
used to automatically and effectively iden-
tify errors in the grammars. The system is
tested on two implemented HPSG gram-
mars: Jacy for Japanese, and the ERG for
English. Using this system, we were able
to increase generation coverage in Jacy by
18% (45% to 63%) with only four weeks
of grammar development.

1 Introduction

Linguistically motivated analysis of text provides
much useful information for subsequent process-
ing. However, this is generally at the cost of re-
duced coverage, due both to the difficulty of pro-
viding analyses for all phenomena, and the com-
plexity of implementing these analyses. In this
paper we present a method of identifying prob-
lems in a deep grammar by exploiting the fact that
it can be used for both parsing (interpreting text
into semantics) and generation (realizing seman-
tics as text). Since both parsing and generation use
the same grammar, their performance is closely
related: in general improving the performance or
cover of one direction will also improve the other.
(Flickinger, 2008)

The central idea is that we test the grammar on
a full round trip: parsing text to its semantic repre-
sentation and then generating from it. In general,
any sentence where we cannot reproduce the orig-
inal, or where the generated sentence significantly
differs from the original, identifies a flaw in the
grammar, and with enough examples we can pin-
point the grammar rules causing these problems.
We call our systemEgad, which stands for Erro-
neous Generation Analysis and Detection.

∗This research was carried out while visiting NICT.

2 Background

This work was inspired by the error mining ap-
proach of van Noord (2004), who identified prob-
lematic input for a grammar by comparing sen-
tences that parsed and those that didn’t from a
large corpus. Our approach takes this idea and fur-
ther applies it to generation. We were also inspired
by the work of Dickinson and Lee (2008), whose
“variation n-gram method” models the likelihood
a particular argument structure (semantic annota-
tion) is accurate given the verb and some context.

We testedEgadon two grammars: Jacy (Siegel,
2000), a Japanese grammar and the English Re-
source Grammar (ERG) (Flickinger, 2000, 2008)
from the DELPH-IN1 group. Both grammars are
written in the Head-driven Phrase Structure Gram-
mar (HPSG) (Pollard and Sag, 1994) framework,
and use Minimal Recursion Semantics (MRS)
(Copestake et al., 2005) for their semantic rep-
resentations. The Tanaka Corpus (Tanaka, 2001)
provides us with English and Japanese sentences.

The specific motivation for this work was to in-
crease the quality and coverage of generated para-
phrases using Jacy and the ERG. Bond et al.
(2008) showed they could improve the perfor-
mance of a statistical machine translation system
by training on a corpus that included paraphrased
variations of the English text. We want to do the
same with Japanese text, but Jacy was not able to
produce paraphrases as well (the ERG had 83%
generation coverage, while Jacy had 45%) Im-
proving generation would also greatly benefit X-
to-Japanese machine translation tasks using Jacy.

2.1 Concerning Grammar Performance

There is a difference between the theoretical and
practical power of the grammars. Sometimes the

1Deep Linguistic Processing with HPSG Initiative – see
http://www.delph-in.net for background informa-
tion, including the list of current participants and pointers to
available resources and documentation
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parser or generator can reach the memory (i.e.
edge) limit, resulting in a valid result not being
returned. Also, we only look at the top-ranked2

parse and the first five generations for each item.
This is usually not a problem, but it could cause
Egad to report false positives.

HPSG grammars are theoretically symmetric
between parsing and generation, but in practice
this is not always true. For example, to improve
performance, semantically empty lexemes are not
inserted into a generation unless a “trigger-rule”
defines a context for them. These trigger-rules
may not cover all cases.

3 Grammar Analysis

When analyzing a grammar,Egad looks at all in-
put sentences, parses, and generations processed
by the grammar and uses the information therein
to determine characteristics of these items. These
characteristics are encoded in a vector that can be
used for labeling and searching items. Some char-
acteristics are useful for error mining, while others
are used for grammar analysis.

3.1 Characteristic Types

Egaddetermines both general characteristics of an
item (parsability and generability), and character-
istics comparing parses with generations.

General characteristics show whether each item
could: be parsed (“parsable”), generate from
parsed semantics (“generable”), generate the orig-
inal parsed sentence (“reproducible”), and gener-
ate other sentences (“paraphrasable”).

For comparative characteristics,Egad com-
pares every generated sentence to the parsed sen-
tence whence its semantics originated, and deter-
mines if the generated sentence uses the same set
of lexemes, derivation tree,3 set of rules, surface
form, and MRS as the original.

3.2 Characteristic Patterns

Having determined all applicable characteristics
for an item or a generated sentence, we encode the
values of those characteristics into a vector. We
call this vector acharacteristic pattern, or CP.
An example CP showing general characteristics is:

0010 -----

2Jacy and the ERG both have parse-ranking models.
3In comparing the derivation trees, we only look at phrasal

nodes. Lexemes and surface forms are not compared.

The first four digits are read as: the item is
parsable, generable, not reproducible, and is para-
phrasable. The five following dashes are for com-
parative characteristics and are inapplicable except
for generations.

3.3 Utility of Characteristics

Not all characteristics are useful for all tasks. We
were interested in improving Jacy’s ability to gen-
erate sentences, so we primarily looked at items
that were parsable but ungenerable. In comparing
generated sentences with the original parsed sen-
tence, those with differing semantics often point to
errors, as do those with a different surface form but
the same derivation tree and lexemes (which usu-
ally means an inflectional rule was misapplied).

4 Problematic Rule Detection

Our method for detecting problematic rules is to
train a maximum entropy-based classifier4 with n-
gram paths of rules from a derivation tree as fea-
tures and characteristic patterns as labels. Once
trained, we do feature-selection to look at what
paths of rules are most predictive of certain labels.

4.1 Rule Paths

We extract n-grams overrule paths, or RPs,
which are downward paths along the derivation
tree. (Toutanova et al., 2005) By creating sepa-
rate RPs for each branch in the derivation tree, we
retain some information about the order of rule ap-
plication without overfitting to specific tree struc-
tures. For example, Figure 1 is the derivation tree
for (1). A couple of RPs extracted from the deriva-
tion tree are shown in Figure 2.

(1) 写真写りが
shashin-utsuri-ga
picture-taking-NOM

いい

ii
good

(X is) good at taking pictures.

4.2 Building a Model

We build a classification model by using a parsed
or generated sentence’s RPs as features and that
sentence’s CP as a label. The set of RPs includes
n-grams over all specified values of N. The labels
are, to be more accurate, regular expressions of

4We would like to look at using different classifiers here,
such as Decision Trees. We initially chose MaxEnt because
it was easy to implement, and have since had little motivation
to change it because it produced useful results.
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utterance rule-decl-finite

head subj rule

hf-complement-rule

quantify-n-lrule

compounds-rule

shashin
写写写真真真

utsuri 1
写写写りりり

ga
ががが

unary-vstem-vend-rule

adj-i-lexeme-infl-rule

ii-adj
いいいいいい

Figure 1: Derivation tree for (1)

quantify-n-lrule → compounds-rule → shashin
quantify-n-lrule → compounds-rule → utsuri 1

Figure 2: Example RPs extracted from Figure 1

CPs and may be fully specified to a unique CP or
generalize over several.5 The user can weight the
RPs by their N value (e.g. to target unigrams).

4.3 Finding Problematic Rules

After training the model, we have a classifier that
predicts CPs given a set of RPs. What we want,
however, is the RP most strongly associated with
a given CP. The classifier we use provides an easy
method to get the score a given feature has for
some label. We iterate over all RPs, get their score,
then sort them based on the score. To help elim-
inate redundant results, we exclude any RP that
either subsumes or is subsumed by a previous (i.e.
higher ranked) RP.

Given a CP, the RP with the highest score
should indeed be the one most closely associated
to that CP, but it might not lead to the greatest
number of items affected. Fixing the second high-
est ranked RP, for example, may improve more
items than fixing the top ranked one. To help the
grammar developer decide the priority of prob-
lems to fix, we also output the count of items ob-
served with the given CP and RP.

5 Results and Evaluation

We can look at two sets of results: how well
Egad was able to analyze a grammar and detect
errors, and how well a grammar developer could
useEgad to fix a problematic grammar. While the
latter is also influenced by the skill of the gram-
mar developer, we are interested in how wellEgad

5For example, /0010 -----/ is fully specified.
/00.. -----/ marginalizes two general characteristics

points to the most significant errors, and how it can
help reduce development time.

5.1 Error Mining

Table 1 lists the ten highest ranked RPs associated
with items that could parse but could not generate
in Jacy. Some RPs appear several times in differ-
ent contexts. We made an effort to decrease the
redundancy, but clearly this could be improved.

From this list of ten problematic RPs, there
are four unique problems: quantify-n-lrule (noun
quantification), no-nspec (noun specification), to-
comp-quotarg (と to quotative particle), and te-
adjunct (verb conjugation). The extra rules listed
in each RP show the context in which each
problem occurs, and this can be informative as
well. For instance,quantify-n-lrule occurs in
two primary contexts (abovecompounds-rule and
nominal-numcl-rule). The symptoms of the prob-
lem occur in the interation of rules in each context,
but the source of the problem isquantify-n-lrule.

Further, the problems identified are not always
lexically marked. quantify-n-lrule occurs for all
bare noun phrases (ie. without determiners). This
kind of error cannot be accurately identified by us-
ing just word or POS n-grams, we need to use the
actual parse tree.

5.2 Error Correction

Egad greatly facilitated our efforts to find and fix
a wide variety of errors in Jacy. For example, we
restructured semantic predicate hierarchies, fixed
noun quantification, allowed some semantically
empty lexemes to generate in certain contexts,
added pragmatic information to distinguish be-
tween politeness levels in pronouns, allowed im-
peratives to generate, allowed more constructions
for numeral classifiers, and more.

Egadalso identified some issues with the ERG:
both over-generation (an under-constrained inflec-
tional rule) and under-generation (sentences with
the constructiontake {care|charge|. . . } of were
not generating).

5.3 Updated Grammar Statistics

After fixing the most significant problems in Jacy
(outlined in Section 5.2) as reported byEgad,
we obtained new statistics about the grammar’s
coverage and characteristics. Table 2 shows the
original and updated general statistics for Jacy.
We increased generability by 18%, doubled repro-
ducibility, and increased paraphrasability by 17%.
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Score Count Rule Path N-grams
1.42340952569648 109 hf-complement-rule→ quantify-n-lrule→ compounds-rule
0.960090299833317 54 hf-complement-rule→ quantify-n-lrule→ nominal-numcl-rule→ head-specifier-rule
0.756227560530811 63 head-specifier-rule→ hf-complement-rule→ no-nspec→ ”の”
0.739668926140179 62 hf-complement-rule→ head-specifier-rule→ hf-complement-rule→ no-nspec
0.739090261637851 22 hf-complement-rule→ hf-adj-i-rule→ quantify-n-lrule→ compounds-rule
0.694215264789286 36 hf-complement-rule→ hf-complement-rule→ to-comp-quotarg→ ”と”
0.676244980660372 82 vstem-vend-rule→ te-adjunct→ ”て”
0.617621482523537 26 hf-complement-rule→ hf-complement-rule→ to-comp-varg→ ”と”
0.592260546433334 36 hf-adj-i-rule→ hf-complement-rule→ quantify-n-lrule→ nominal-numcl-rule
0.564790702894285 62 quantify-n-lrule→ compounds-rule→ vn2n-det-lrule

Table 1: Top 10 RPs for ungenerable items

Original Modified
Parsable 82% 83%
Generable 45% 63%
Reproducible 11% 22%
Paraphrasable 44% 61%

Table 2: Jacy’s improved general statistics

As an added bonus, our work focused on improv-
ing generation also improved parsability by 1%.
Work is now continuing on fixing the remainder
of the identified errors.

6 Future Work

In future iterations ofEgad, we would like to ex-
pand our feature set (e.g. information from failed
parses), and make the system more robust, such
as replacing lexical-ids (specific to a lexeme) with
lexical-types, since all lexemes of the same type
should behave identically. A more long-term goal
would allow Egad to analyze the internals of the
grammar and point out specific features within the
grammar rules that are causing problems. Some
of the errors detected byEgad have simple fixes,
and we believe there is room to explore methods
of automatic error correction.

7 Conclusion

We have introduced a system that identifies er-
rors in implemented HPSG grammars, and further
finds and ranks the possible sources of those prob-
lems. This tool can greatly reduce the amount
of time a grammar developer would spend find-
ing bugs, and helps them make informed decisions
about which bugs are best to fix. In effect, we are
substituting cheap CPU time for expensive gram-
mar developer time. Using our system, we were
able to improve Jacy’s absolute generation cover-
age by 18% (45% to 63%) with only four weeks

of grammar development.
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Abstract 

This paper introduces a novel hierarchical 
summarization approach for automatic multi-
document summarization. By creating a 
hierarchical representation of the words in the 
input document set, the proposed approach is 
able to incorporate various objectives of multi-
document summarization through an 
integrated framework. The evaluation is 
conducted on the DUC 2007 data set. 

1 Introduction and Background 

Multi-document summarization requires creating 
a short summary from a set of documents which 
concentrate on the same topic. Sometimes an 
additional query is also given to specify the 
information need of the summary. Generally, an 
effective summary should be relevant, concise 
and fluent. It means that the summary should 
cover the most important concepts in the original 
document set, contain less redundant information 
and should be well-organized.  

Currently, most successful multi-document 
summarization systems follow the extractive 
summarization framework. These systems first 
rank all the sentences in the original document 
set and then select the most salient sentences to 
compose summaries for a good coverage of the 
concepts. For the purpose of creating more 
concise and fluent summaries, some intensive 
post-processing approaches are also appended on 
the extracted sentences. For example, 
redundancy removal (Carbonell and Goldstein, 
1998) and sentence compression (Knight and 
Marcu, 2000) approaches are used to make the 
summary more concise. Sentence re-ordering 
approaches (Barzilay et al., 2002) are used to 
make the summary more fluent. In most systems, 
these approaches are treated as independent steps. 
A sequential process is usually adopted in their 
implementation, applying the various approaches 
one after another. 

In this paper, we suggest a new summarization 
framework aiming at integrating multiple 
objectives of multi-document summarization. 
The main idea of the approach is to employ a 
hierarchical summarization process which is 
motivated by the behavior of a human 
summarizer. While the document set may be 
very large in multi-document summarization, the 
length of the summary to be generated is usually 
limited. So there are always some concepts that 
can not be included in the summary. A natural 
thought is that more general concepts should be 
considered first. So, when a human summarizer 
faces a set of many documents, he may follow a 
general-specific principle to write the summary. 
The human summarizer may start with finding 
the core topic in a document set and write some 
sentences to describe this core topic. Next he 
may go to find the important sub-topics and 
cover the subtopics one by one in the summary, 
then the sub-sub-topics, sub-sub-sub-topics and 
so on. By this process, the written summary can 
convey the most salient concepts. Also, the 
general-specific relation can be used to serve 
other objectives, i.e. diversity, coherence and etc.  

Motivated by this experience, we propose a 
hierarchical summarization approach which 
attempts to mimic the behavior of a human 
summarizer. The approach includes two phases. 
In the first phase, a hierarchical tree is 
constructed to organize the important concepts in 
a document set following the general-to-specific 
order. In the second phase, an iterative algorithm 
is proposed to select the sentences based on the 
constructed hierarchical tree with consideration 
of the various objectives of multi-document 
summarization. 

2 Word Hierarchical  Representation 

2.1 Candidate Word Identification 

As a matter of fact, the concepts in the original 
document set are not all necessary to be included 
in the summary. Therefore, before constructing 
the hierarchical representation, we first conduct a 
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filtering process to remove the unnecessary 
concepts in the document set in order to improve 
the accuracy of the hierarchical representation. In 
this study, concepts are represented in terms of 
words. Two types of unnecessary words are 
considered. One is irrelevant words that are not 
related to the given query. The other is general 
words that are not significant for the specified 
document set. The two types of words are 
filtered through two features, i.e. query-

relevance and topic-specificity.  
The query-relevance of a word is defined as 

the proportion of the number of sentences that 
contains both the word and at least one query 
word to the number of sentences that contains the 
word. If a feature value is large, it means that the 
co-occurrence rate of the word and the query is 
high, thus it is more related to the query. The 
topic-specificity of a word is defined as the 
entropy of its frequencies in different document 
sets. If the feature value is large, it means that the 
word appears uniformly in document sets, so its 
significance to a specified document set is low. 
Thus, the words with very low query-relevance 
or with very high topic-specificity are filtered 
out1. 

2.2 Word Relation Identification and 

Hierarchical Representation 

To construct a hierarchical representation for the 
words in a given document set, we follow the 
idea introduced by Lawrie et al. (2001) who use 
the subsuming relation to express the general-to-
specific structure of a document set. A 
subsumption is defined as an association of two 
words if one word can be regarded as a sub-
concept of the other one. In our approach, the 
pointwise mutual information (PMI) is used to 
identify the subsumption between words. 
Generally, two words with a high PMI is 
regarded as related. Using the identified relations, 
the word hierarchical tree is constructed in a top-
bottom manner. Two constraints are used in the 
tree construction process: 
(1) For two words related by a subsumption 
relation, the one which appears more frequently 
in the document set serves as the parent node in 
the tree and the other one serves as the child 
node. 
(2) For a word, its parent node in the hierarchical 
tree is defined as the most related word, which is 
identified by PMI.  

                                                 
1 Experimental thresholds are used on the evaluated data.  
2 http://duc.nist.gov/ 

The construction algorithm is detailed below. 

Algorithm 1: Hierarchical Tree Construction 

1: Sort the identified key words by their 
frequency in the document set in descending 
order, denoted as T = {t1, t2 ,…, tn} 
2: For each ti, i from 1 to n, find the most 
relevant word tj from all the words before ti in T, 
as Ti = {t1, t2 ,…, ti-1}. Here the relevance of two 
words is calculated by their PMI, i.e. 
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being subsumed by tj. Here freq(ti) is the 
frequency of ti in the document set and  freq(ti, 

ti) is the co-occurrence of ti and tj in the same 
sentences of the document set. N is the total 
number of tokens in the document set. 
4: After all the subsumption relations are found, 
the tree is constructed by connecting the related 
words from the first word t1. 

An example of a tree fragment is demonstrated 
below. The tree is constructed on the document 
set D0701A from DUC 20072, the query of this 
document set is “Describe the activities of 
Morris Dees and the Southern Poverty Law 
Center”. 

 

3 Summarization based on Word 

Hierarchical Representation 

3.1 Word Significance Estimation 

In order to include the most significant concepts 
into the summary, before using the hierarchical 
tree to create an extract, we need to estimate the 
significance of the words on the tree first. 
Initially, a rough estimation of the significance of 
a word is given by its frequency in the document 
set. However, this simple frequency-based 
measure is obviously not accurate. One thing we 
observe from the constructed hierarchical tree is 
that a word which subsumes many other words is 
usually very important, though it may not appear 

Center 

Dee Law group 

Morris hatePoverty Southern

lawyer organizationcivil Klan
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frequently in the document set. The reason is that 
the word covers many key concepts so it is 
dominant in the document set. Motivated by this, 
we develop a bottom-up algorithm which 
propagates the significance of the child nodes in 
the hierarchical tree backward to their parent 
nodes to boost the significance of nodes with 
many descendants. 

Algorithm 2: Word Scoring Theme 

1: Set the initial score of each word in T as its 
log-frequency, i.e. score(ti) =log freq(ti). 
2: For ti from n to 1, propagate an importance 
score to its parent node par(ti) (if exists) 
according to their relevance, i.e. score(par(ti)) = 

score(par(ti)) + log freq(ti, par(ti)).  

3.2 Sentence Selection  

Based on the word hierarchical tree and the 
estimated word significance, we propose an 
iterative algorithm to select sentences which is 
able to integrate the multiple objectives for 
composing a relevant, concise and fluent 
summary. The algorithm follows a general-to-
specific order to select sentences into the 
summary. In the implementation, the idea is 
carried out by following a top-down order to 
cover the words in the hierarchical tree. In the 
beginning, we consider several “seed” words 
which are in the top-level of the tree (these 
words are regarded as the core concepts in the 
document set). Once some sentences have been 
extracted according to these “seed” words, the 
algorithm moves to down-level words through 
the subsumption relations between the words. 
Then new sentences are added according to the 
down-level words and the algorithm continues 
moving to lower levels of the tree until the whole 
summary is generated. For the purpose of 
reducing redundancy, the words already covered 
by the extracted sentences will be ignored while 
selecting new sentences. To improve the fluency 
of the generated summary, after a sentence is 
selected, it is inserted to the position according to 
the subsumption relation between the words of 
this sentence and the sentences which are already 
in the summary. The detailed process of the 
sentence selection algorithm is described below. 

Algorithm 3: Summary Generation  

1: For the words in the hierarchical tree, set the 
initial states of the top n words

3
 as “activated” 

and the states of other words as “inactivated”. 
2: For all the sentences in the document set, 

                                                 
3 n is set to 3 experimentally on the evaluation data set. 

select the sentence with the largest score 
according to the “activated” word set. The 
score of a sentence s is defined as 

 )(
||

1
)( itscore

s
sscore  where ti is a word 

belongs to s and the state of ti should be 
“activated”. | s | is the number of words in s. 
3: For the selected sentence sk, the subsumption 
relations between it and the existing sentences 
in the current summary are calculated and the 
most related sentence sl is selected. sk is then 
inserted to the position right behind sl. 
4: For each word ti belongs to the selected 
sentence sk, set its state to “inactivated”; for 
each word tj which is subsumed by ti, set its 
state to “activated”. 
5: Repeat step 2-4 until the length limit of the 
summary is exceeded. 

4 Experiment  

Experiments are conducted on the DUC 2007 
data set which contains 45 document sets. Each 
document set consists of 25 documents and a 
topic description as the query. In the task 
definition, the length of the summary is limited 
to 250 words. In our summarization system, pre-
processing includes stop-word removal and word 
stemming (conducted by GATE4). 

One of the DUC evaluation methods, ROUGE 
(Lin and Hovy, 2003), is used to evaluate the 
content of the generated summaries. ROUGE is a 
state-of-the-art automatic evaluation method 
based on N-gram matching between system 
summaries and human summaries. In the 
experiment, our system is compared to the top 
systems in DUC 2007. Moreover, a baseline 
system which considers only the frequencies of 
words but ignores the relations between words is 
included for comparison. Table 1 below shows 
the average recalls of ROUGE-1, ROUGE-2 and 
ROUGE-SU4 over the 45 DUC 2007document 
sets. In the experiment, the proposed 
summarization system outperforms the baseline 
system, which proves the benefit of considering 
the relations between words. Also, the system 
ranks the 6th among the 32 submitted systems in 
DUC 2007. This shows that the proposed 
approach is competitive. 

  ROUGE-1 ROUGE-2 ROUGE-SU4

S15 0.4451 0.1245 0.1771 
S29 0.4325 0.1203 0.1707 
S4 0.4342 0.1189 0.1699 
S24 0.4526 0.1179 0.1759 

                                                 
4 http://gate.ac.uk/ 
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S13 0.4218 0.1117 0.1644 
Ours 0.4257 0.1110 0.1608 

Baseline 0.4088 0.1040 0.1542 

Table 1. ROUGE Evaluation Results 

To demonstrate the advantage of the proposed 
approach, i.e. its ability to incorporate multiple 
summarization objectives, the fragments of the 
generated summaries on the data set D0701A are 
also provided below as a case study. 

The summary produced by our system 

The Southern Poverty Law Center tracks hate 
groups, and Intelligence Report covers right-wing 
extremists. 
Morris Dees, co-founder of the Southern Poverty 
Law Center in Montgomery, Ala. 
Dees, founder of the Southern Poverty Law 
Center, has won a series of civil right suits against 
the Ku Klux Klan and other racist organizations in 
a campaign to drive them out of business. 
In 1987, Dees won a $7 million verdict against a 
Ku Klux Klan organization over the slaying of a 
19-year-old black man in Mobile, Ala. 

The summary produced by the baseline system

Morris Dees, co-founder of the Southern Poverty 
Law Center in Montgomery, Ala.  
The Southern Poverty Law Center tracks hate 
groups, and Intelligence Report covers right-wing 
extremists.  
The Southern Poverty Law Center previously 
recorded a 20-percent increase in hate groups 
from 1996 to 1997.  
The verdict was obtained by lawyers for the 
Southern Poverty Law Center, a nonprofit 
organization in Birmingham, Ala. 

Comparing the generated summaries of the 
two systems, we can see that the summary 
generated by the proposed approach is better in 
coherence and fluency since these factors are 
considered in the integrated summarization 
framework. Various summarization approaches, 
i.e. sentence ranking, redundancy removal and 
sentence re-ordering, are all implemented in the 
sentence selection algorithm based on the word 
hierarchical tree. However, we also observe that 
the proposed approach fails to generate better 
summaries on some document sets. The main 
problem is that the quality of the constructed 
hierarchical tree is not always satisfied. In the 
proposed summarization approach, we mainly 
rely on the PMI between the words to construct 
the hierarchical tree. However, a single PMI-
based measure is not enough to characterize the 
word relation. Consequently the constructed tree 
can not always well represent the concepts for 
some document sets. Another problem is that the 

two constraints used in the tree construction 
algorithm are not always right in real data. So we 
regard developing better tree construction 
approaches as of primary importance. Also, there 
are other places which can be improved in the 
future, such as the word significance estimation 
and sentence inserting algorithms. Nevertheless, 
we believe that the idea of incorporating the 
multiple summarization objectives into one 
integrated framework is meaningful and worth 
further study. 

5 Conclusion  

We introduced a summarization framework 
which aims at integrating various summarization 
objectives. By constructing a hierarchical tree 
representation for the words in the original 
document set, we proposed a summarization 
approach for the purpose of generating a relevant, 
concise and fluent summary. Experiments on 
DUC 2007 showed the advantages of the 
integrated framework.  
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Abstract 

In this paper, we propose a novel ranking 

framework – Co-Feedback Ranking (Co-

FRank), which allows two base rankers to 

supervise each other during the ranking 

process by providing their own ranking results 

as feedback to the other parties so as to boost 

the ranking performance. The mutual ranking 

refinement process continues until the two 

base rankers cannot learn from each other any 

more. The overall performance is improved by 

the enhancement of the base rankers through 

the mutual learning mechanism. We apply this 

framework to the sentence ranking problem in 

query-focused summarization and evaluate its 

effectiveness on the DUC 2005 data set. The 

results are promising.  

1 Introduction and Background 

Sentence ranking is the issue of most concern in 

extractive summarization. Feature-based 

approaches rank the sentences based on the 

features elaborately designed to characterize the 

different aspects of the sentences. They have 

been extensively investigated in the past due to 

their easy implementation and the ability to 

achieve promising results. The use of feature-

based ranking has led to many successful (e.g. 

top five) systems in DUC 2005-2007 query-

focused summarization (Over et al., 2007). A 

variety of statistical and linguistic features, such 

as term distribution, sentence length, sentence 

position, and named entity, etc., can be found in 

literature. Among them, query relevance, 

centroid (Radev et al., 2004) and signature term 

(Lin and Hovy, 2000) are most remarkable.  

There are two alternative approaches to 

integrate the features. One is to combine features 

into a unified representation first, and then use it 

to rank the sentences. The other is to utilize rank 

fusion or rank aggregation techniques to combine 

the ranking results (orders, ranks or scores) 

produced by the multiple ranking functions into a 

unified rank. The most popular implementation 

of the latter approaches is to linearly combine the 

features to obtain an overall score which is then 

used as the ranking criterion. The weights of the 

features are either experimentally tuned or 

automatically derived by applying learning-based 

mechanisms. However, both of the above-

mentioned “combine-then-rank” and “rank-then-

combine” approaches have a common drawback. 

They do not make full use of the information 

provided by the different ranking functions and 

neglect the interaction among them before 

combination. We believe that each individual 

ranking function (we call it base ranker) is able 

to provide valuable information to the other base 

rankers such that they learn from each other by 

means of mutual ranking refinement, which in 

turn results in overall improvement in ranking. 

To the best of our knowledge, this is a research 

area that has not been well addressed in the past.  

The inspiration for the work presented in this 

paper comes from the idea of Co-Training (Blum 

and Mitchell, 1998), which is a very successful 

paradigm in the semi-supervised learning 

framework for classification. In essence, co-

training employs two weak classifiers that help 

augment each other to boost the performance of 

the learning algorithms. Two classifiers mutually 

cooperate with each other by providing their own 

labeling results to enrich the training data for the 

other parties during the supervised learning 

process. Analogously, in the context of ranking, 

although each base ranker cannot decide the 

overall ranking well on itself, its ranking results 

indeed reflect its opinion towards the ranking 

from its point of view. The two base rankers can 

then share their own opinions by providing the 

ranking results to each other as feedback. For 

each ranker, the feedback from the other ranker 

contains additional information to guide the 

refinement of its ranking results if the feedback 

is defined and used appropriately. This process 

continues until the two base rankers can not learn 

from each other any more. We call this ranking 

paradigm Co-Feedback Ranking (Co-FRank). 

The way how to use the feedback information 
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varies depending on the nature of a ranking task. 

In this paper, we particularly consider the task of 

query-focused summarization. We design a new 

sentence ranking algorithm which allows a 

query-dependent ranker and a query-independent 

ranker mutually learn from each other under the 

Co-FRank framework. 

2 Co-Feedback Ranking for Query-

Focused Summarization 

2.1 Co-Feedback Ranking Framework 

Given a set of objects O, one can define two base 

ranker f1 and f2:     Ooofof  ,, 21
. The 

ranking results produced by f1 and f2 individually 

are by no means perfect but the two rankers can 

provide relatively reasonable ranking 

information to supervise each other so as to 

jointly improve themselves. One way to do Co-

Feedback ranking is to take the most confident 

ranking results (e.g. highly ranked instances 

based on orders, ranks or scores) from one base 

ranker as feedback to update the other’s ranking 

results, and vice versa. This process continues 

iteratively until the termination condition is 

reached, as depicted in Procedure 1. While the 

standard Co-Training algorithm requires two 

sufficient and redundant views, we suggest f1 and 

f2 be two independent rankers which emphasize 

two different aspects of the objects in O. 

Procedure 1. Co-FRank(f1, f2, O) 

1:  Rank O with f1 and obtain the ranking results r1; 

2:  Rank O with f2 and obtain the ranking results r2; 

3:  Repeat  

4:  Select the top N ranked objects 1  from r1 as 

feedback to supervise f2, and re-rank O using f2 

and 1 ; Update r2; 

5:  Select the top N ranked objects 2  from r2 as 

feedback to supervise f1, and re-rank O using f1 

and 2 ; Update r1; 

5:  Until I(O). 

The termination condition I(O) can be defined 

according to different application scenarios. For 

example, I(O) may require the top K ranked 

objects in r1 and r2 to be identical if one is 

particularly interested in the top ranked objects. 

It is also very likely that r1 and r2 do not change 

any more after several iterations (or the top K 

objects do not change). In this case, the two base 

rankers can not learn from each other any more, 

and the Co-Feedback ranking process should 

terminate either. The final ranking results can be 

easily determined by combining the two base 

rankers without any parameter, because they 

have already learnt from each other and can be 

equally treated.  

2.2 Query-Focused Summarization based 

on Co-FRank  

The task of query-focused summarization is to 

produce a short summary (250 words in length) 

for a set of related documents D with respect to 

the query q that reflects a user’s information 

need. We follow the traditional extractive 

summarization framework in this study, where 

the two critical processes involved are sentence 

ranking and sentence selection, yet we focus 

more on the sentence ranking algorithm based on 

Co-FRank. As for sentence selection, we 

incrementally add into the summary the highest 

ranked sentence if it doesn’t significantly repeat1 

the information already included in the summary 

until the word limitation is reached. 

In the context of query-focused summarization, 

two kinds of features, i.e. query-dependent and 

query-independent features are necessary and 

they are supposed to complement each other. We 

then use these two kinds of features to develop 

the two base rankers. The query-dependent 

feature (i.e. the relevance of the sentence s to the 

query q) is defined as the cosine similarity 

between s and q.  

    qsqsqsqsrelf  /,cos,
1

 (1) 

The words in s and q vectors are weighted by 

tf*isf. Meanwhile, the query-independent feature 

(i.e. the sentence significance based on word 

centroid) is defined as 

    swcscf
sw

/
2  

   (2) 

where c(w) is the centroid weight of the word w 

in s and     D
SDs w

s Nisftfwc
w

   . D
SN  is the total 

number of the sentences in D, s

w
tf  is the 

frequency of w in s, and  
w

D

w
sfNisf

S
log  is the 

inverse sentence frequency (ISF) of w, where sfw  

is the sentence frequency of w in D. The sentence 

ranking algorithm based on Co-FRank is detailed 

in the following Algorithm 1.  

Algorithm 1. Co-FRank(f1, f2, D, q) 

1:  Extract sentences S={s1, … sm} from D;  

2:  Rank S with f1 and obtain the ranking results r1; 

3:  Rank S with f2 and obtain the ranking results r2; 

4:  Normalize r1,            11111 minmaxmin rrrsrsr ii  ;

5:  Normalize r2,            22222 minmaxmin rrrsrsr ii  ; 

6:  Repeat  

                                                 
1 A sentence is discarded if the cosine similarity of it to any 

sentence already selected into the summary is greater than 

0.9. 
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7:  Select the top N ranked sentences at round n n

1
  

from r1 as feedback for f2, and re-rank S using f2 

and n

1
 ,                                                

        nssims
n

k

k

ii
/,

1

2 1


  ,  
   

22

22

2
minmax

min







  

            
iii

ssfsr
222

1                           (3)

8: Select the top N ranked sentences at round n n

2
  

from r2 as feedback for f1, and re-rank S using f1

and n

2
 ;  

         nssims
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11
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iii

ssfsr
111

1                                (4) 

9: Until the top K sentences in r1 and r2 are the same, 

both r1 and r2 do not change any more, or 

maximum iteration round is achieved. 

10: Calculate the final ranking results, 

            221 iii srsrsr  .                                        (5) 

The update strategies used in Algorithm 1, as 

formulated in Formulas (3) and (4), are designed 

based on the intuition that the new ranking of the 

sentence s from one base ranker (say f1) consists 

of two parts. The first part is the initial ranking 

produced by f1. The second part is the similarity 

between s and the top N feedback provided by 

the other ranker (say f2), and vice versa. The top 

K ranked sentences by f2 are supposed to be 

highly supported by f2. As a result, a sentence 

that is similar to those top ranked sentences 

should deserve a high rank as well.  n
issim

2
,  

captures the effect of such feedback at round n 

and the definition of it may vary with regard to 

the application background. For example, it can 

be defined as the maximum, the minimum or the 

average similarity value between si and a set of 

feedback sentences in 
2

 . Through this mutual 

interaction, the two base rankers supervise each 

other and are expected as a whole to produce 

more reliable ranking results.  

We assume each base ranker is most confident 

with its first ranked sentence and set N to 1. 

Accordingly,  n
issim

2
, is defined as the similarity 

between si and the one sentence in n

2
 .   is a 

balance factor which can be viewed as the 

proportion of the dependence of the new ranking 

results on its initial ranking results. K is set to 10 

as 10 sentences are basically sufficient for the 

summarization task we work on. We carry out at 

most 5 iterations in the current implementation. 

3 Experimental Study   

We take the DUC 2005 data set as the evaluation 

corpus in this preliminary study. ROUGE (Lin 

and Hovy, 2003), which has been officially 

adopted in the DUC for years is used as the 

evaluation criterion. For the purpose of 

comparison, we implement the following two 

basic ranking functions and the linear 

combination of them for reference, i.e. the query 

relevance based ranker (denoted by QRR, same 

as f1) and the word centroid based ranker 

(denoted by WCR, same as f2), and the linear 

combined ranker, LCR=  QRR+(1-  )WCR, 

where   is a combination parameter. QRR and 

WCR are normalized by    minmaxmin x , 

where x, max and min denote the original ranking 

score, the maximum ranking score and minimum 

ranking score produced by a ranker, respectively. 

Table 1 shows the results of the average recall 

scores of ROUGE-1, ROUGE-2 and ROUGE-

SU4 along with their 95% confidence intervals 

included within square brackets. Among them, 

ROUGE-2 is the primary DUC evaluation 

criterion.  

 ROUGE-1 ROUGE-2 ROUGE-SU4

QRR 
0.3597 

[0.3540, 0.3654]

0.0664 
[0.0630, 0.0697] 

0.1229 
[0.1196, 0.1261]

WCR 
0.3504 

[0.3436, 0.3565]

0.0644 
[0.0614, 0.0675] 

0.1171 
[0.1138, 0.1202]

LCR* 
0.3513 

[0.3449, 0.3572]

0.0645 
[0.0613, 0.0676] 

0.1177 
[0.1145, 0.1209]

Co- 

FRank
+

0.3769 
[0.3712, 0.3829]

0.0762 
[0.0724, 0.0799] 

0.1317 
[0.1282, 0.1351]

LCR** 
0.3753 

[0.3692, 0.3813]

0.0757 
[0.0719, 0.0796] 

0.1302 
[0.1265, 0.1340]

Co- 

FRank
++

0.3783 
[0.3719, 0.3852]

0.0775 
[0.0733, 0.0810] 

0.1323 
[0.1293, 0.1360]

* The worst results produced by LCR when   = 0.1 
+ The worst results produced by Co-FRank when   = 0.6 

** The best results produced by LCR when   = 0.4 
++ The best results produced by Co-FRank when   = 0.8 

Table 1 Compare different ranking strategies 

Note that the improvement of LCR over QRR 

and WCR is rather significant if the combination 

parameter   is selected appropriately. Besides, 

Co-FRank is always superior to LCR regardless 

of the best or the worst ouput, and the 

improvement is visible. The reason is that both 

QRR and WCR are enhanced step by step in Co-

FRank, which in turn results in the increased 

overall performance. The trend of the 

improvement has been clearly observed in the 

experiments. This observation validates our 

motivation and the rationality of the algorithm 

proposed in this paper and motivates our further 

investigation on this topic.  

We continue to examine the parameter settings 

in LCR and Co-FRank. Table 2 shows the results 

of LCR when the value of   changes from 0.1 to 
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1.0, and Table 3 shows the results of Co-FRank 

with   ranging from 0.5 to 0.9. Notice that   is 

not a combination parameter. We believe that a 

base ranker should have at least half belief in its 

initial ranking results and thus the value of the   

should be greater than 0.5. We find that LCR 

heavily depends on  . LCR produces relatively 

good and stable results with   varying from 0.4 

to 0.6. However, the ROUGE scores drop 

apparently when   heading towards its two end 

values, i.e. 0.1 and 1.0. 

  ROUGE-1 ROUGE-2 ROUGE-SU4

0.1 
0.3513 

[0.3449, 0.3572] 

0.0645 
[0.0613, 0.0676] 

0.1177 
[0.1145, 0.1209] 

0.2 
0.3623 

[0.3559, 0.3685] 

0.0699 
[0.0662, 0.0736] 

0.1235 
[0.1197, 0.1271] 

0.3 
0.3721 

[0.3660, 0.3778] 

0.0741 
[0.0706, 0.0778] 

0.1281 
[0.1246, 0.1318] 

0.4 
0.3753 

[0.3692, 0.3813] 

0.0757 
[0.0719, 0.0796] 

0.1302 
[0.1265, 0.1340] 

0.5 
0.3756 

[0.3698, 0.3814] 

0.0755 
[0.0717, 0.0793] 

0.1307 
[0.1272, 0.1342] 

0.6 
0.3770 

[0.3710, 0.3826] 

0.0754 
[0.0716, 0.0791] 

0.1323 
[0.1286, 0.1357] 

0.7 
0.3698 

[0.3636, 0.3759] 

0.0718 
[0.0680, 0.0756] 

0.1284 
[0.1246, 0.1318] 

0.8 
0.3672 

[0.3613, 0.3730] 

0.0706 
[0.0669, 0.0743] 

0.1271 
[0.1234, 0.1305] 

0.9 
0.3651 

[0.3591, 0.3708] 

0.0689 
[0.0652, 0.0726] 

0.1258 
[0.1220, 0.1293] 

Table 2 LCR with different   values 

As shown in Table 3, the Co-FRank can 

always produce stable and promising results 

regardless of the change of  . More important, 

even the worst result produced by Co-FRank still 

outperforms the best result produced by LCR. 

  ROUGE-1 ROUGE-2 ROUGE-SU4

0.5 
0.3750 

[0.3687, 0.3810] 

0.0766 
[0.0727, 0.0804] 

0.1308 
[0.1270, 0.1344] 

0.6 
0.3769 

[0.3712, 0.3829] 
0.0762 

[0.0724, 0.0799] 
0.1317 

[0.1282, 0.1351]

0.7 
0.3775 

[0.3713, 0.3835] 
0.0763 

[0.0724, 0.0801] 
0.1319 

[0.1282, 0.1354]

0.8 
0.3783 

[0.3719, 0.3852] 

0.0775 
[0.0733, 0.0810] 

0.1323 
[0.1293, 0.1360] 

0.9 
0.3779 

[0.3722, 0.3835] 

0.0765 
[0.0728, 0.0803] 

0.1319 
[0.1285, 0.1354 

Table 3 Co-FRank with different   values 

We then compare our results to the DUC 

participating systems. We present the following 

representative ROUGE results of (1) the top 

three DUC participating systems according to 

ROUGE-2 scores (S15, S17 and S10); and (2) 

the NIST baseline which simply selects the first 

sentences from the documents. 

 ROUGE-1 ROUGE-2 ROUGE-SU4

Co-FRank 0.3783 0.0775 0.1323 

S15 - 0.0725 0.1316 

S17 - 0.0717 0.1297 

S10 - 0.0698 0.1253 

Baseline   0.0403 0.0872 

Table 4 Compare with DUC participating systems 

It is clearly shown in Table 4 that Co-FRank 

can produce a very competitive result, which 

significantly outperforms the NIST baseline and 

meanwhile it is superior to the best participating 

system in the DUC 2005. 

4 Conclusion and Future Work 

In this paper, we propose a novel ranking 

framework, namely Co-Feedback Ranking (Co-

FRank), and examine its effectiveness in query-

focused summarization. There is still a lot of 

work to be done on this topic. Although we show 

the promising achievements of Co-Frank from 

the perspective of experimental studies, we 

expect a more theoretical analysis on Co-FRank. 

Meanwhile, we would like to investigate more 

appropriate techniques to use feedback, and we 

are interested in applying Co-FRank to the other 

applications, such as opinion summarization 

where the integration of opinion-biased and 

document-biased ranking is necessary. 
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Abstract

This paper presents an effective approach
to discard most entries of the rule table for
statistical machine translation. The rule ta-
ble is filtered by monolingualkey phrases,
which are extracted from source text us-
ing a technique based on term extraction.
Experiments show that 78% of the rule ta-
ble is reduced without worsening trans-
lation performance. In most cases, our
approach results in measurable improve-
ments in BLEU score.

1 Introduction

In statistical machine translation (SMT) commu-
nity, the state-of-the-art method is to use rules that
contain hierarchical structures to model transla-
tion, such as the hierarchical phrase-based model
(Chiang, 2005). Rules are more powerful than
conventional phrase pairs because they contain
structural information for capturing long distance
reorderings. However, hierarchical translation
systems often suffer from a large rule table (the
collection of rules), which makes decoding slow
and memory-consuming.

In the training procedure of SMT systems, nu-
merous rules are extracted from the bilingual cor-
pus. During decoding, however, many of them are
rarely used. One of the reasons is that these rules
have low quality. The rule quality are usually eval-
uated by the conditional translation probabilities,
which focus on the correspondence between the
source and target phrases, while ignore the quality
of phrases in a monolingual corpus.

In this paper, we address the problem of reduc-
ing the rule table with the information of mono-
lingual corpus. We useC-value, a measurement
of automatic term recognition, to score source
phrases. A source phrase is regarded as akey
phraseif its score greater than a threshold. Note

that a source phrase is either aflat phrase consists
of words, or ahierarchicalphrase consists of both
words and variables. For rule table reduction, the
rule whose source-side is not key phrase is dis-
carded.

Our approach is different from the previous re-
search. Johnson et al. (2007) reduced the phrase
table based on the significance testing of phrase
pair co-occurrence in bilingual corpus. The ba-
sic difference is that they used statistical infor-
mation of bilingual corpus while we use that of
monolingual corpus. Shen et al. (2008) pro-
posed a string-to-dependency model, which re-
stricted the target-side of a rule by dependency
structures. Their approach greatly reduced the rule
table, however, caused a slight decrease of trans-
lation quality. They obtained improvements by
incorporating an additional dependency language
model. Different from their research, we restrict
rules on the source-side. Furthermore, the system
complexity is not increased because no additional
model is introduced.

The hierarchical phrase-based model (Chiang,
2005) is used to build a translation system. Exper-
iments show that our approach discards 78% of the
rule table without worsening the translation qual-
ity.

2 Monolingual Phrase Scoring

2.1 Frequency

The basic metrics for phrase scoring is the fre-
quency that a phrase appears in a monolingual cor-
pus. The more frequent a source phrase appears in
a corpus, the greater possibility the rule that con-
tains the source phrase may be used.

However, one limitation of this metrics is that if
we filter the rule table by the source phrase with
lower frequency, most long phrase pairs will be
discarded. Because the longer the phrase is, the
less possibility it appears. However, long phrases
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are very helpful for reducing ambiguity since they
contains more information than short phrases.

Another limitation is that the frequency metrics
focuses on a phrase appearing by itself while ig-
nores it appears as a substring of longer phrases.
It is therefore inadequate for hierarchical phrases.

We use an example for illustration. Considering
the following three rules (the subscripts indicate
word alignments):

R1 :
�É1 Ù�2 oÚ3 �4 ��5

accept1 President3 Bush2 ’s4 invitation5

R2 :
�É1 Ù�2 X3 �4 ��5

accept1 X3 Bush2 ’s4 invitation5

R3 :
�É1 X2 �3 ��4

accept1 X2 ’s3 invitation4

We usef1, f2 andf3 to represent their source-
sides, respectively. The hierarchical phrasesf2

andf3 are sub-strings off1. However,R3 is sug-
gested to be more useful thanR2. The reason is
that f3 may appears in various phrases, such as
“�É{I���, accept France ’s invitation”.
While f2 almost always appears inf1, indicating
that the variable X may not be replaced with other
words expect “President”. It indicates thatR2 is
not likely to be useful, althoughf2 may appears
frequently in a corpus.

2.2 C-value

C-value, a measurement of automatic term recog-
nition, is proposed by Frantzi and Ananiadou
(1996) to extract nested collocations, collocations
that substrings of other longer ones.

We useC-value for two reasons: on one hand,
it uses rich factors besides phrase frequency, e.g.
the phrase length, the frequency that a sub-phrase
appears in longer phrases. Thus it is appropriate
for extracting hierarchical phrases. On the other
hand, the computation ofC-value is efficient.

Analogous to (Frantzi and Ananiadou, 1996),
we use 4 factors(L, F, S, N) to determine if a
phrasep is a key phrase:

1. L(p), the length ofp;

2. F (p), the frequency thatp appears in a cor-
pus;

Algorithm 1 Key Phrase Extraction
Input: Monolingual Text
Output: Key Phrase TableKP

1: Extract candidate phrases
2: for all phrasesp in length descending order

do
3: if N(p) = 0 then
4: C-value = (L(p)− 1)× F (p)
5: else
6: C-value = (L(p)− 1)× (F (p)− S(p)

N(p))
7: end if
8: if C-value ≥ ε then
9: addp to KP

10: end if
11: for all sub-stringsq of p do
12: S(q) = S(q) + F (p)− S(p)
13: N(q) = N(q) + 1
14: end for
15: end for

3. S(p), the frequency thatp appears as a sub-
string in other longer phrases;

4. N(p), the number of phrases that containp as
a substring.

Given a monolingual corpus, key phrases can be
extracted efficiently according to Algorithm 1.

Firstly (line 1), all possible phrases are ex-
tracted as candidates of key phrases. This step
is analogous to the rule extraction as described in
(Chiang, 2005). The basic difference is that there
are no word alignment constraints for monolingual
phrase extraction, which therefore results in a sub-
stantial number of candidate phrases. We use the
following restrictions to limit the phrase number:

1. The length of a candidate phrase is limited to
pl;

2. The length of the initial phrase used to create
hierarchical phrases is limited toipl;

3. The number of variables in hierarchical
phrases is limited tonv, and there should be
at least 1 word between variables;

4. The frequency of a candidate phrase appears
in a corpus should be greater thanfreq.

In our experiments, we setpl = 5, ipl = 10, nv =
2, freq = 3. Note that the first 3 settings are used
in (Chiang, 2005) for rule extraction.
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Secondly (line 3 to 7), for each candidate
phrase,C-value is computed according to the
phrase appears by itself (line 4) or as a substring
of other long phrases (line 6). TheC-value is in
direct proportion to the phrase length (L) and oc-
currences (F, S), while in inverse proportion to the
number of phrases that contain the phrase as a sub-
string (N ). This overcomes the limitations of fre-
quency measurement. A phrase is regarded as a
key phrase if itsC-value is greater than a thresh-
old ε.

Finally (line 11 to 14),S(q) andN(q) are up-
dated for each substringq.

We use the example in Section 2.1 for illustra-
tion. The quadruple forf1 is (5, 2, 0, 0), indicating
that the phrase length is 5 and appears 2 times by
itself in the corpus. ThereforeC-value(f1) = 8.
The quadruple forf2 is (4, 2, 2, 1), indicating that
the phrase length is 4 and appears 2 times in the
corpus. However, the occurrences are as a sub-
string of the phrasef1. Therefore,C-value(f2) =
0. While the quadruple forf3 is (3, 11, 11, 9),
which indicates that the phrase length is 3 and ap-
pears 11 times as a substring in 9 phrases, thus
C-value(f3) = 19.6. Given the thresholdε = 5,
f1 andf3 are viewed as key phrases. ThusR2 will
be discarded because its source-side is not a key
phrase.

3 Experiments

Our experiments were carried out on two language
pairs:

• Chinese-English: For this task, the corpora
are from the NIST evaluation. The parallel
corpus1 consists of 1M sentence pairs . We
trained two trigram language models: one on
the Xinhua portion of the Gigaword corpus,
and the other on the target-side of the paral-
lel corpus. The test sets were NIST MT06
GALE set (06G) and NIST set (06N) and
NIST MT08 test set.

• German-English: For this task, the corpora
are from the WMT2 evaluation. The paral-
lel corpus contains 1.3M sentence pairs. The
target-side was used to train a trigram lan-
guage model. The test sets were WMT06 and
WMT07.

1LDC2002E18 (4,000 sentences), LDC2002T01,
LDC2003E07, LDC2003E14, LDC2004T07, LDC2005T10,
LDC2004T08HK Hansards (500,000 sentences)

2http://www.statmt.org/wmt07/shared-task.html

For both the tasks, the word alignment were
trained by GIZA++ in two translation directions
and refined by “grow-diag-final” method (Koehn
et al., 2003). The source-side of the parallel cor-
pus is used to extract key phrases.

3.1 Results

We reimplemented the state-of-the-art hierarchical
MT system, Hiero (Chiang, 2005), as the baseline
system. The results of the experiments are shown
in Table 1 and Table 2.

Table 1 shows theC-value threshold effect
on the size of the rule table, as well as the
BLEU scores. Originally, 103M and 195M rules
are respectively extracted for Chinese-English and
German-English. For both the two tasks, about
78% reduction of the rule table (for Chinese-
English ε = 200 and for German-Englishε =
100) does not worsen translation performance. We
achieved improvements in BLEU on most of the
test corpora, except a slight decrease (0.06 point)
on WMT07.

We also compared the effects offrequencyand
C-value metrics for the rule table reduction on
Chinese-English test sets. The rule table is re-
duced to the same size (22% of original table)
using the two metrics, separately. However, as
shown in Table 2, thefrequencymethod decreases
the BLEU scores, while theC-value achieves im-
provements. It indicates thatC-value is more ap-
propriate thanfrequency to evaluate the impor-
tance of phrases, because it considers more fac-
tors.

With the rule table filtered by key phrases on
the source side, the number of source phrases re-
duces. Therefore during decoding, a source sen-
tence is suggested to be decomposed into a num-
ber of “key phrases”, which are more reliable than
the discarded phrases. Thus the translation quality
does not become worse.

3.2 Adding C-value as a Feature

Conventional phrase-based approaches performed
phrase segmentation for a source sentence with a
uniform distribution. However, they do not con-
sider the weights of source phrases. Although any
strings can be phrases, it is believed that some
strings are more likely phrases than others. We
useC-value to describe the weight of a phrase in
a monolingual corpus and add it as a feature to the
translation model:
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C-value Chinese-English Germany-English
Thresholdε Rule Table (%) 06G 06N 08 Rule Table (%) 06 07

0 100% 12.43 28.58 21.57 100% 27.30 27.95
5 61% 12.22 28.40 21.33 54% 27.39 28.05
20 44% 12.24 28.29 21.21 37% 27.47 27.94
100 28% 12.36 28.56 21.67 22% 27.54 27.89
200 22% 12.66 28.69 22.12 17% 27.26 27.80
300 20% 12.41 27.76 21.52 15% 27.41 27.69
400 18% 11.88 26.98 20.70 13% 27.36 27.76
500 16% 11.65 26.40 20.32 12% 27.25 27.76

Table 1: C-value threshold effect on the rule table size and BLEU scores.

System Rule Table (%) 06G 06N 08
Baseline 100% 12.43 28.58 21.57

Frequency 22% 12.24 27.77 21.20
C-value 22% 12.66 28.69 22.12∗

+CV-Feature 22% 12.89∗ 29.22∗+ 22.56∗+

Table 2: BLEU scores on the test sets of the Chinese-English task.∗ means significantly better than
baseline atp < 0.01. + means significantly better than C-value atp < 0.05.

h(F J
1 ) =

K∑
k=1

log(C-value(f̃k)) (1)

where,f̃k is the source-side of a rule.

The results are shown in the row+CV-Feature
in Table 2. Measurable improvements are ob-
tained on all test corpora of the Chinese-English
task by adding theC-value feature. The improve-
ments over the baseline are statistically significant
at p < 0.01 by using the significant test method
described in (Koehn, 2004).

4 Conclusion

In this paper, we successfully discarded most
entries of the rule table with monolingual key
phrases. Experiments show that about 78% of the
rule table is reduced and the translation quality
does not become worse. We achieve measurable
improvements by incorporatingC-value into the
translation model.

The use of key phrases is one of the simplest
method for the rule table reduction. In the future,
we will use sophisticated metrics to score phrases
and reduce the rule table size with the information
of both the source and target sides.
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Abstract

Recently, various synchronous grammars
are proposed for syntax-based machine
translation, e.g. synchronous context-free
grammar and synchronous tree (sequence)
substitution grammar, either purely for-
mal or linguistically motivated. Aim-
ing at combining the strengths of differ-
ent grammars, we describes a synthetic
synchronous grammar (SSG), which ten-
tatively in this paper, integrates a syn-
chronous context-free grammar (SCFG)
and a synchronous tree sequence substitu-
tion grammar (STSSG) for statistical ma-
chine translation. The experimental re-
sults on NIST MT05 Chinese-to-English
test set show that the SSG based transla-
tion system achieves significant improve-
ment over three baseline systems.

1 Introduction

The use of various synchronous grammar based
formalisms has been a trend for statistical ma-
chine translation (SMT) (Wu, 1997; Eisner, 2003;
Galley et al., 2006; Chiang, 2007; Zhang et al.,
2008). The grammar formalism determines the in-
trinsic capacities and computational efficiency of
the SMT systems.

To evaluate the capacity of a grammar formal-
ism, two factors, i.e. generative power and expres-
sive power are usually considered (Su and Chang,
1990). The generative power refers to the abil-
ity to generate the strings of the language, and
the expressive power to the ability to describe the
same language with fewer or no extra ambigui-
ties. For the current synchronous grammars based
SMT, to some extent, the generalization ability of
the grammar rules (the usability of the rules for the
new sentences) can be considered as a kind of the
generative power of the grammar and the disam-

biguition ability to the rule candidates can be con-
sidered as an embodiment of expressive power.

However, the generalization ability and the dis-
ambiguition ability often contradict each other in
practice such that various grammar formalisms
in SMT are actually different trade-off be-
tween them. For instance, in our investiga-
tions for SMT (Section 3.1), the Formally SCFG
based hierarchical phrase-based model (here-
inafter FSCFG) (Chiang, 2007) has a better gen-
eralization capability than a Linguistically moti-
vated STSSG based model (hereinafter LSTSSG)
(Zhang et al., 2008), with 5% rules of the former
matched by NIST05 test set while only 3.5% rules
of the latter matched by the same test set. How-
ever, from expressiveness point of view, the for-
mer usually results in more ambiguities than the
latter.

To combine the strengths of different syn-
chronous grammars, this paper proposes a statisti-
cal machine translation model based on a synthetic
synchronous grammar (SSG) which syncretizes
FSCFG and LSTSSG. Moreover, it is noteworthy
that, from the combination point of view, our pro-
posed scheme can be considered as a novel system
combination method which goes beyond the ex-
isting post-decoding style combination of N -best
hypotheses from different systems.

2 The Translation Model Based on the
Synthetic Synchronous Grammar

2.1 The Synthetic Synchronous Grammar

Formally, the proposed Synthetic Synchronous
Grammar (SSG) is a tuple

G = 〈Σs,Σt, Ns, Nt, X,P〉

where Σs(Σt) is the alphabet set of source (target)
terminals, namely the vocabulary; Ns(Nt) is the
alphabet set of source (target) non-terminals, such
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把 给 我钢笔

Figure 1: A syntax tree pair example. Dotted lines
stands for the word alignments.

as the POS tags and the syntax labels; X repre-
sents the special nonterminal label in FSCFG; and
P is the grammar rule set which is the core part of
a grammar. Every rule r in P is as:

r = 〈α, γ,ANT , AT , ω̄〉

where α ∈ [{X}, Ns,Σs]+ is a sequence of one or
more source words in Σs and nonterminals sym-
bols in [{X}, Ns];γ ∈ [{X}, Nt,Σt]+ is a se-
quence of one or more target words in Σt and non-
terminals symbols in [{X}, Nt]; AT is a many-to-
many corresponding set which includes the align-
ments between the terminal leaf nodes from source
and target side, and ANT is a one-to-one corre-
sponding set which includes the synchronizing re-
lations between the non-terminal leaf nodes from
source and target side; ω̄ contains feature values
associated with each rule.

Through this formalization, we can see that
FSCFG rules and LSTSSG rules are both in-
cluded. However, we should point out that the
rules with mixture of X non-terminals and syn-
tactic non-terminals are not included in our cur-
rent implementation despite that they are legal
under the proposed formalism. The rule extrac-
tion in current implementation can be considered
as a combination of the ones in (Chiang, 2007)
and (Zhang et al., 2008). Given the sentence pair
in Figure 1, some SSG rules can be extracted as
illustrated in Figure 2.

2.2 The SSG-based Translation Model
The translation in our SSG-based translation
model can be treated as a SSG derivation. A
derivation consists of a sequence of grammar rule
applications. To model the derivations as a latent
variable, we define the conditional probability dis-
tribution over the target translation e and the cor-

Input: A source parse tree T (fJ
1 )

Output: A target translation ê
for u := 0 to J − 1 do

for v := 1 to J − u do
foreach rule r = 〈α, γ, ANT , AT , ω̄〉 spanning
[v, v + u] do

if ANT of r is empty then
Add r into H[v, v + u];

end
else

Substitute the non-terminal leaf node pair
(Nsrc, Ntgt) with the hypotheses in the
hypotheses stack corresponding with Nsrc’s
span iteratively.

end
end

end
end
Output the 1-best hypothesis in H[1, J] as the final translation.

Figure 3: The pseudocode for the decoding.
responding derivation d of a given source sentence
f as

(1) pΛ(d, e|f) =
exp

∑
k λkHk(d, e, f)
ΩΛ(f)

where Hk is a feature function ,λk is the corre-
sponding feature weight and ΩΛ(f) is a normal-
ization factor for each derivation of f. The main
challenge of SSG-based model is how to distin-
guish and weight the different kinds of derivations
. For a simple illustration, using the rules listed in
Figure 2, three derivations can be produced for the
sentence pair in Figure 1 by the proposed model:

d1 = (R4, R1, R2)
d2 = (R6, R7, R8)
d3 = (R4, R7, R2)

All of them are SSG derivations while d1 is also a
FSCFG derivation, d2 is also a LSTSSG deriva-
tion. Ideally, the model is supposed to be able
to weight them differently and to prefer the better
derivation, which deserves intensive study. Some
sophisticated features can be designed for this is-
sue. For example, some features related with
structure richness and grammar consistency1 of a
derivation should be designed to distinguish the
derivations involved various heterogeneous rule
applications. For the page limit and the fair com-
parison, we only adopt the conventional features
as in (Zhang et al., 2008) in our current implemen-
tation.

1This relates with reviewers’ questions: “can a rule ex-
pecting an NN accept an X?” and “. . . the interaction between
the two typed of rules . . . ”. In our study in progress, we
would design some features to distinguish the derivation steps
which fulfill the expectation or not, to measure how much
heterogeneous rules are applied in a derivation and so on.
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Figure 2: Some synthetic synchronous grammar rules can be extracted from the sentence pair in Figure
1. R1-R3 are bilingual phrase rules, R4-R5 are FSCFG rules and R6-R8 are LSTSSG rules.

2.3 Decoding
For efficiency, our model approximately search for
the single ‘best’ derivation using beam search as

(2) (ê, d̂) = argmax
e,d

{∑
k

λkhk(d, e, f)
}
.

The major challenge for such a SSG-based de-
coder is how to apply the heterogeneous rules in a
derivation. For example, (Chiang, 2007) adopts a
CKY style span-based decoding while (Liu et al.,
2006) applies a linguistically syntax node based
bottom-up decoding, which are difficult to inte-
grate. Fortunately, our current SSG syncretizes
FSCFG and LSTSSG. And the conventional de-
codings of both FSCFG and LSTSSG are span-
based expansion. Thus, it would be a natural way
for our SSG-based decoder to conduct a span-
based beam search. The search procedure is given
by the pseudocode in Figure 3. A hypotheses
stack H[i, j] (similar to the “chart cell” in CKY
parsing) is arranged for each span [i, j] for stor-
ing the translation hypotheses. The hypotheses
stacks are ordered such that every span is trans-
lated after its possible antecedents: smaller spans
before larger spans. For translating each span
[i, j], the decoder traverses each usable rule r =
〈α, γ,ANT , AT , ω̄〉. If there is no nonterminal
leaf node in r, the target side γ will be added into
H[i, j] as the candidate hypothesis. Otherwise, the
nonterminal leaf nodes in r should be substituted
iteratively by the corresponding hypotheses until
all nonterminal leaf nodes are processed. The key
feature of our decoder is that the derivations are
based on synthetic grammar, so that one derivation
may consist of applications of heterogeneous rules
(Please see d3 in Section 2.2 as a simple demon-
stration).

3 Experiments and Discussions

Our system, named HITREE, is implemented in
standard C++ and STL. In this section we report

Extracted(k) Scored(k)(S/E%) Filtered(k)(F/S%)
BP 11,137 4,613(41.4%) 323(0.5%)
LSTSSG 45,580 28,497(62.5%) 984(3.5%)
FSCFG 59,339 25,520(43.0%) 1,266(5.0%)
HITREE 93,782 49,404(52.7%) 1,927(3.9%)

Table 1: The statistics of the counts of the rules in
different phases. ‘k’ means one thousand.

on experiments with Chinese-to-English transla-
tion base on it. We used FBIS Chinese-to-English
parallel corpora (7.2M+9.2M words) as the train-
ing data. We also used SRI Language Model-
ing Toolkit to train a 4-gram language model on
the Xinhua portion of the English Gigaword cor-
pus(181M words). NIST MT2002 test set is used
as the development set. The NIST MT2005 test
set is used as the test set. The evaluation met-
ric is case-sensitive BLEU4. For significant test,
we used Zhang’s implementation (Zhang et al.,
2004)(confidence level of 95%). For comparisons,
we used the following three baseline systems:
LSTSSG An in-house implementation of linguis-
tically motivated STSSG based model similar
to (Zhang et al., 2008).
FSCFG An in-house implementation of purely
formally SCFG based model similar to (Chiang,
2007).
MBR We use an in-house combination system
which is an implementation of a classic sentence
level combination method based on the Minimum
Bayes Risk (MBR) decoding (Kumar and Byrne,
2004).

3.1 Statistics of Rule Numbers in Different
Phases

Table 1 summarizes the statistics of the rules for
different models in three phases: after extrac-
tion (Extracted), after scoring(Scored), and af-
ter filtering (Filtered) (filtered by NIST05 test
set just, similar to the filtering step in phrase-
based SMT system). In Extracted phase, FSCFG
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ID System BLEU4 #of used rules(k)
1 LSTSSG 0.2659±0.0043 984
2 FSCFG 0.2613±0.0045 1,266
3 HITREE 0.2730±0.0045 1,927
4 MBR(1,2) 0.2685±0.0044 –

Table 2: The Comparison of LSTSSG, FSCFG
,HITREE and the MBR.

has obvious more rules than LSTSSG. However,
in Scored phase, this situation reverses. Inter-
estingly, the situation reverses again in Filtered
phase. The reasons for these phenomenons are
that FSCFG abstract rules involves high-degree
generalization. Each FSCFG abstract rule aver-
agely have several duplicates2 in the extracted rule
set. Then, the duplicates will be discarded dur-
ing scoring. However, due to the high-degree gen-
eralization , the FSCFG abstract rules are more
likely to be matched by the test sentences. Con-
trastively, LSTSSG rules have more diversified
structures and thus weaker generalization capabil-
ity than FSCFG rules. From the ratios of two tran-
sition states, Table 1 indicates that HITREE can
be considered as compromise of FSCFG between
LSTSSG.
3.2 Overall Performances
The performance comparison results are presented
in Table 2. The experimental results show that
the SSG-based model (HITREE) achieves signifi-
cant improvements over the models based on the
two isolated grammars: FSCFG and LSTSSG
(both p < 0.001). From combination point of
view, the newly proposed model can be consid-
ered as a novel method going beyond the con-
ventional post-decoding style combination meth-
ods. The baseline Minimum Bayes Risk com-
bination of LSTSSG based model and FSCFG
based model (MBR(1, 2)) obtains significant im-
provements over both candidate models (both p <
0.001). Meanwhile, the experimental results show
that the proposed model outperforms MBR(1, 2)
significantly (p < 0.001). These preliminary re-
sults indicate that the proposed SSG-based model
is rather promising and it may serve as an alterna-
tive, if not superior, to current combination meth-
ods.

4 Conclusions

To combine the strengths of different gram-
mars, this paper proposes a statistical machine

2Rules with identical source side and target side are du-
plicated.

translation model based on a synthetic syn-
chronous grammar (SSG) which syncretizes a
purely formal synchronous context-free gram-
mar (FSCFG) and a linguistically motivated syn-
chronous tree sequence substitution grammar
(LSTSSG). Experimental results show that SSG-
based model achieves significant improvements
over the FSCFG-based model and LSTSSG-based
model.

In the future work, we would like to verify
the effectiveness of the proposed model on vari-
ous datasets and to design more sophisticated fea-
tures. Furthermore, the integrations of more dif-
ferent kinds of synchronous grammars for statisti-
cal machine translation will be investigated.
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Abstract 

In Cross-Language Information Retrieval 
(CLIR), Out-of-Vocabulary (OOV) detection 
and translation pair relevance evaluation still 
remain as key problems. In this paper, an Eng-
lish-Chinese Bi-Directional OOV translation 
model is presented, which utilizes Web mining 
as the corpus source to collect translation pairs 
and combines supervised learning to evaluate 
their association degree. The experimental re-
sults show that the proposed model can suc-
cessfully filter the most possible translation 
candidate with the lower computational cost, 
and improve the OOV translation ranking ef-
fect, especially for popular new words. 

1 Introduction 

In Cross-Language Information Retrieval (CLIR), 
most of queries are generally composed of short 
terms, in which there are many Out-of-
Vocabulary (OOV) terms like named entities, 
new words, terminologies and so on. The transla-
tion quality of OOVs directly influences the pre-
cision of querying relevant multilingual informa-
tion. Therefore, OOV translation has become a 
very important and challenging issue in CLIR. 

The translation of OOVs can either be ac-
quired from parallel or comparable corpus (Lee, 
2006) or mining from Web (Lu, 2004). However, 
how to evaluate the degree of association be-
tween source query term and its target translation 
is quite important. In this paper, an OOV transla-
tion model is established based on the combina-
tion pattern of Web mining and translation rank-
ing. Given an OOV, its related information are 
gotten from search results by search engine, from 
which the possible translation terms in target 
language can be extracted and then ranked 
through supervised learning such as Support 
Vector Machine (SVM) and Ranking-SVM (Cao, 
2006). The basic framework of the translation 
model is shown in Figure 1. 

 
Figure 1. The basic framework of English-

Chinese Bi-Directional OOV translation model. 

2 Related Research Work 

With the rapid growth of Web information, in-
creasing new terms and terminologies cannot be 
found in bilingual dictionaries. The state-of-art 
OOV translation strategies tend to use Web itself 
as a big corpus (Wang, 2004; Zhang, 2004). The 
quick and direct way of getting required informa-
tion from Web pages is to use search engines, 
such as Google, Altavista or Yahoo. Therefore, 
many OOV translation models based on Web 
mining are proposed by researchers (Fang, 2006; 
Wu, 2007). 

By introducing supervised learning mechan-
ism, the relevance between original OOV term 
and extracted candidate translation can be accu-
rately evaluated. Meanwhile, the model proposed 
exhibits better applicability and can also be ap-
plied in processing OOVs with different classes. 

3 Chinese OOV Extraction based on 
PAT-Tree 

For a language that has no words boundary like 
Chinese, PAT-Tree data structure is adopted to 
extract OOV terms (Chien, 1997). The most out-
standing property of this structure is its Semi 
Infinite String, which can store all the semi-
strings of whole corpus in a binary tree. In this 
tree, branch nodes indicate direction of search 
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and child nodes store information about index 
and frequency of semi infinite strings. With 
common strings being extracted, large amounts 
of noisy terms and fragments are also extracted. 
For example, when searching for the translation 
of English abbreviation term “FDA”, some noisy 
Chinese terms are extracted, such as “国食品” 
(17 times), “美国食品” (16 times), “美国食品

药” (9 times). In order to filter noisy fragments, 
the simplified Local-Maxima algorithm is used 
(Wang, 2004). 

4 Translation Ranking based on Super-
vised Learning 

4.1 Ranking by Classification and Ordinal 
Regression 

Based on the extracted terms, the correct transla-
tion can be chosen further. A direct option is to 
rank them by their frequency or length. It works 
well when the OOV term has a unique meaning 
and all the Web snippets are about the same topic. 
However, in much more cases only the highly 
related fragments of OOV terms can be found, 
rather than their correct translations. To evaluate 
the relevance of translation pair precisely, SVM 
and Ranking-SVM are employed as classifier 
and ordinal regression model respectively. 

4.2 Feature Representation 

The same feature set is utilized by SVM and 
Ranking-SVM. 
(1) Term frequency: fq denotes the frequency of 

OOV to be translated in all the Web snippets 
of search results. tfi indicates the number of 
the translation candidate in all the snippets. 
dfi represents the number of Web snippets 
that contains the candidate. dft means the 
number of snippets that contains both OOV 
to be translated and the candidate. 

(2) Term length: Len( ) is the length of the can-
didate. 

(3) Cooccurrence Distance: C-Dist is the aver-
age distance between the OOV query and the 
translation candidate, computed as follows. 

( )-
t

Sum Dist
C Dist

df
=            (1) 

where Sum(Dist) is the sum of distance in 
each translation pair of every snippet. 

(4) Length Ratio: This is the ratio of OOV query 
length and translation candidate length. 

(5) Rank Value: 
i. Top Rank (T-Rank): The rank of snippet 

that first contains the candidate. This 

value indicates the rank given by search 
engine. 

ii. Average_Rank (A-Rank): It is the aver-
age position of candidate in snippets of 
search results, shown as follows. 

( )
idf

RankSumRankA =−                  (2) 

where Sum(Rank) denotes the sum of 
every single rank value of snippets that 
contains the candidate. 

iii. Simple_Rank (S-Rank): It is computed 
based on Rank(i)=tfi*Len(i), which aims 
at investigating the impact of these two 
features on ranking translation. 

iv. R-Rank: This rank method is utilized as a 
comparison basis, computed as follows. 

( )
OOV

nn

f
f

L
S

RankR ×−+×=− αα 1            (3) 

where α is set as 0.25 empirically, |Sn| 
represents the length of candidate term, 
L is the largest length of candidate terms, 
fn is tfi, and foov is fq in Feature (1). 

v. Df_Rank (D-Rank): It is similar to S-
Rank and computed based on Rank(i)= 
dfi *Len(i). 

(6) Mark feature: Within a certain distance 
(usually less than 10 characters) between the 
original OOV and candidate, if there is such 
a term like “全称”, “中文叫”, “中文译为”, 
“中文名称”, “中文称为”, “或称为”, “又称

为”, “英文叫”, “英文名为”, this feature will 
be labeled as “+1”, else “-1” instead. 

Among these features above, some features 
come from search engine like (1) and (5) and 
some ones from heuristic rules like (3) and (6).  
Through the establishment of feature set, the 
translation candidate can be optimized efficiently 
and the noisy information can also be filtered. 

5 Experiment and Analysis 

5.1 Data Set 

For the performance evaluation of Chinese-
English OOV translation, the corpus of NER task 
in SIGHAN 2008 provided by Peking University 
is used. The whole corpus contains 19,866 per-
son names, 22,212 location names and 7,837 or-
ganization names, from which 100 person names, 
100 location names and 100 organization names 
are selected for testing. Meanwhile, 300 English 
named entities are chosen randomly from the 
terms of 9 categories, which include movie name, 
book title, organization name, brand name, ter-
minology, idiom, rare animal name, person name 

130



and so on. These new terms are used as the test-
ing data for English-Chinese OOV translation. 

5.2 Evaluation Metrics 

Three parameters are used for the evaluation of 
translation and ranking candidates. 

translatedbetotermsOOVofnumbertotal
nstranslatioNtopinntranslatiocorrectofnumber

RateInclusionN

=

−−          (4) 

( )

translatedbetotermfornstranslatiocorrectofnumber
nstranslatioRtopinntransaltiocorrectofnumber

termecisionPrR

i

i

=

−     (5) 

( )

translatedbetotermsOOVofnumbertotal

termecisionPrR

ecisionPrR
T

i
i∑

=

−
=

−

1

                    (6) 

where T denotes the number of testing entities. 
The first one is a measurement for translation 
and the others are used for ranking measurement. 

5.3 Experiment on Parameter Setting 

Frequency and length are two crucial features for 
translation candidates. To get the most related 
terms into top 10 before the final ranking, a pre-
rank testing is performed based on S-Rank, R-
Rank and D-Rank. It can be seen from Figure 2 
that the pre-rank by D-Rank exhibits better per-
formance in translation experiment. 

 
Figure 2. The impact of different Pre-Rank man-

ners on English-Chinese OOV translation. 
In search results, for some English OOV terms 

such as “BYOB(自带酒水)”, there are few candi-
dates with better quality in top 20 snippets. 
Therefore, in order to find how many snippets 
are suitable in translation, the experiment on 
snippet number is performed. It can be observed 
from Figure 3 that the best performance can be 
obtained by utilizing 200 snippets. 

 
Figure 3. The impact of different snippet number 

on English-Chinese OOV translation. 

5.4 Experiment On English-Chinese Bi-
Directional OOV Translation 

The experimental results on 300 English new 
terms are shown in Table 1. 

N-Inclusion-Rate English-Chinese OOV 
Translation 

Top-1 0.313 
Top-3 0.587 
Top-5 0.627 
Top-7 0.707 
Top-9 0.763 

Table 1. The experimental results on English-
Chinese OOV translation. 

The experimental results on 300 Chinese 
named entities are shown in Table 2. 

N-Inclusion-
Rate

Person 
Name 

Location 
Name 

Organization 
Name 

 Top-1  0.210   0.510   0.110 
Top-3 0.390 0.800 0.280 
Top-5 0.490 0.900 0.400 
Top-7 0.530 0.920 0.480 
Top-9 0.540 0.930 0.630 

Table 2. The experimental results on Chinese-
English OOV translation. 

It can be observed from Table 2 that the per-
formance of Chinese location name translation is 
much higher than the other two categories. This 
is because most of the location names are famous 
cities or countries. The experimental results 
above demonstrate that the proposed model can 
be applicable in all kinds of OOV terms. 

5.5 Experiment on Ranking 

In SVM-based and Ranking-SVM-based ranking 
experiment, the statistics on training data are 
shown in Table 3. For SVM training data, the 
“Related” candidates are neglected. The experi-
mental results on ranking in English-Chinese and 
Chinese-English OOV translation are shown in 
Table 4 and 5 respectively. 

Number of   
Candidates Correct Related Indifferent

English-
Chinese 234 141 250 

Chinese-
English 240 144 373 

Table 3. Statistics of training data for ranking. 
English-
Chinese 

Top-1 
Inclusion

Top-3 
Inclusion 

R-
Precision

D-Rank 0.313 0.587 0.417 
T-Rank 0.217 0.430 0.217 
SVM 0.530 0.687 0.533 

Ranking-SVM 0.550 0.687 0.547 

Table 4. The experimental results on ranking in 
English-Chinese OOV translation. 
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Chinese-
English 

Top-1 
Inclusion

Top-3 
Inclusion 

R-
Precision

TF-Rank 0.277 0.490 0.287 
T-Rank 0.197 0.387 0.207 
SVM 0.347 0.587 0.347 

Ranking-SVM 0.357 0.613 0.387 

Table 5. The experimental results on ranking in 
Chinese-English OOV translation. 

From the experiments above, it can be con-
cluded that the supervised learning significantly 
outperform the conventional ranking strategies. 

5.6 Analysis and Discussion 

Through analysis about the experimental results 
in extraction and ranking, it can be observed that 
the OOV translation quality is highly related to 
the following aspects. 
(1) The translation results are related to the 

search engine used, especially for some spe-
cific OOV terms. For example, given a query 
OOV term “两岸三通”, the mining result 
based on Google in China is “three direct 
links”, while some meaningless information 
is mined by the other engines like Live Trans. 

(2) Some terms are conventional terminologies 
and cannot be translated literally. For exam-
ple, “woman pace-setter”, a proper name with 
the particular Chinese characteristic, should 
be translated into “三八红旗手”, rather than 
“女子的步伐” or “制定”. 

(3) The proposed model is sensitive to the nota-
bility degree of OOV term. For famous per-
son name and book title, the translation per-
formance is very promising. However, for 
other OOV terms with lower notability, such 
as “贝尔曼来” and “兰红光”, the correct 
translation cannot even be retrieved by 
search engine. 

(4) Word Sense Disambiguation (WSD) should 
be added to improve the whole translation 
performance. Although most of OOVs have 
unique semantic definition, there are still a 
few OOVs with ambiguity. For example, 
“Rice” can either be a person name or a kind 
of food. Another example is “AARP”, which 
also has two kinds of meaning, that is, “美国

退休者协会” and “地址解析协议”. 

6 Conclusions and Future Work 

In this paper, the proposed model improves the 
acquirement ability for OOV translation through 
Web mining and solves the translation pair eval-
uation problem in a novel way by introducing 

supervised learning in translation ranking. In ad-
dition, it is very significant to apply the key 
techniques in traditional machine translation into 
OOV translation, such as OOV recognition, sta-
tistical machine learning, alignment of sentence 
and phoneme, and WSD. The merits of these 
techniques should be integrated. All these as-
pects above will become the research focus in 
our future work. 
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Abstract 
Automatic tools for machine translation (MT) 
evaluation such as BLEU are well established, 
but have the drawbacks that they do not per-
form well at the sentence level and that they 
presuppose manually translated reference texts. 
Assuming that the MT system to be evaluated 
can deal with both directions of a language 
pair, in this research we suggest to conduct 
automatic MT evaluation by determining the 
orthographic similarity between a back-trans-
lation and the original source text. This way 
we eliminate the need for human translated 
reference texts. By correlating BLEU and 
back-translation scores with human judg-
ments, it could be shown that the back-
translation score gives an improved perfor-
mance at the sentence level. 

1 Introduction 
The manual evaluation of the results of machine 
translation systems requires considerable time 
and effort. For this reason fast and inexpensive 
automatic methods were developed. They are 
based on the comparison of a machine translation 
with a reference translation produced by humans. 
The comparison is done by determining the num-
ber of matching word sequences between both 
translations. It could be shown that such meth-
ods, of which BLEU (Papineni et al., 2002) is the 
most common, can deliver evaluation results that 
show a high agreement with human judgments 
(Papineni et al., 2002; Coughlin, 2003; Koehn & 
Monz, 2006).  
Disadvantages of BLEU and related methods 

are that a human reference translation is required, 
and that the results are reliable only at corpus 
level, i.e. when computed over many sentence 
pairs (see e.g. Callison-Burch et al., 2006). How-
ever, at the sentence level, due to data sparseness 
the results tend to be unsatisfactory (Agarwal & 
Lavie, 2008; Callison-Burch et al., 2008). Pap-
ineni et al. (2002) describe this as follows: 

“BLEU’s strength is that it correlates highly with 
human judgments by averaging out individual 
sentence judgment errors over a test corpus 
rather than attempting to divine the exact human 
judgment for every sentence: quantity leads to 
quality.”  
Although in many scenarios the above men-

tioned drawbacks may not be a major problem, it 
is nevertheless desirable to overcome them. This 
is what we attempt in this paper by introducing 
the back-translation score. It is based on the as-
sumption that the MT system considered can 
translate a language pair in both directions, 
which is usually the case. Evaluating the quality 
of a machine translation now involves translating 
it back to the source language. The score is then 
computed by comparing the back-translation to 
the original source text. Although for this com-
parison BLEU could be used, our experiments 
show that a modified version which we call Or-
thoBLEU is better suited for this purpose as it 
can deal with compounds and inflexional vari-
ants in a more appropriate way. Its operation is 
based on finding matches of character- rather 
than word-sequences. It resembles algorithms 
used in translation memory search for locating 
orthographically similar sentences. 
The results that we obtain in this work refute 

to some extend the common belief that back-
translation (sometimes also called round-trip 
translation) is not a suitable means for MT 
evaluation (Somers, 2005; Koehn, 2005). This 
belief seems to be largely based on the obvious 
observation that the back-translation score is 
highest for a trivial translation system that does 
nothing and simply leaves all source words in 
place. On the other hand, according to Somers 
(2005) “until now no one as far as we know has 
published results demonstrating this” (i.e. that 
back-translation is not useful for MT evaluation).  
We would like to add that so far the inappro-

priateness of back-translation has only been 
shown by comparisons with other automatic met-
rics (Somers 2005; Koehn, 2005), which are also 
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flawed. Somers (2005) therefore states: “To be 
really sure of our results, we should like to repli-
cate the experiments evaluating the translations 
using a more old-fashioned method involving 
human ratings of intelligibility.” That is, appar-
ently nobody has ever seriously compared back-
translation scores to human judgments, so the 
belief about their inutility seems not sufficiently 
backed by facts. This is a serious deficit which 
we try to overcome in this work. 
2 Procedure 
As our test corpus we use the first 100 English 
and German sentences of the News Corpus 
which was kindly provided by the organizers of 
the Third Workshop on Statistical Machine 
Translation (Callison-Burch et al., 2008). This 
corpus comprises human translations of articles 
from various news websites. In the case of the 
100 sentences used here, the source language 
was Hungarian and the translations to English 
and German were produced from the Hungarian 
original. As MT evaluation is often based on 
multilingual corpora, the use of indirect transla-
tions appears to be a realistic scenario. 
The 100 English sentences were translated to 

German using the online MT-system Babel Fish 
(http://de.babelfish.yahoo.com/) which 
is based on Systran technology. Subsequently, 
the translations were back-translated to English. 
Table 1 shows a sample sentence and its trans-
lations. 
 
English 
(source) 

The skyward zoom in food prices is the 
dominant force behind the speed up in 
eurozone inflation. 

German 
(human 
translation) 

Hauptgrund für den in der Eurozone ge-
messenen Anstieg der Inflation seien die 
rasant steigenden Lebensmittelpreise. 

German 
(Babel 
Fish) 

Die gen Himmel Lebensmittelpreise laut 
summen innen ist die dominierende Kraft 
hinter beschleunigen in der Euro-
zoneinflation. 

English 
(back-
translation) 

Towards skies the food prices loud hum 
inside are dominating Kraft behind accel-
erate in the euro zone inflation. 

 
Table 1: Sample sentence, its human translation, and 
its Babel Fish forward and backward translations. 
 
The Babel Fish translations to German were 
judged by the author according to the standard 
criteria of fluency and adequacy. Hereby the 
scale provided by Koehn & Monz (2006) was 
used which assigns values between 1 and 5. We 
then for each sentence computed the mean of its 
fluency and adequacy values. This somewhat 
arbitrary measure serves the purposes of desig-
nating each sentence a single value, which makes 

the subsequent comparisons with automatic eval-
uations easier. 
Having completed the human judgments, we 

next computed automatic judgments using the 
standard BLEU score. For this purpose we used 
the latest version (v12) of the NIST tool, which 
can be freely downloaded from the website 
http://www.nist.gov/speech/tests/mt/. 
This tool not only computes the BLEU score, but 
also a slightly modified variant, the so-called 
NIST score. Whereas the BLEU score assigns 
equal weights to all word sequences, the NIST 
score tries to take a sequence’s information con-
tent into account by giving less frequent word 
sequences higher weights. In addition, the so-
called brevity penalty, which tries to penalize too 
short translations, is computed somewhat differ-
ently, with the effect that small length differ-
ences have less impact on the overall score.  
Using the NIST tool, the BLEU and NIST 

scores for all 100 translated sentences where 
computed. Hereby, the human translations were 
taken as reference. In addition, the BLEU and 
NIST scores were also computed for the back-
translations, thereby using the source sentences 
as reference. 
By doing so we must emphasize that, as de-

scribed in the previous section, the BLEU score 
was not designed to deliver satisfactory results at 
the sentence level (Papineni et al., 2002), and 
this also applies to the closely related NIST 
score. On the other hand, there are no simple 
automatic evaluation tools that are suitable at the 
sentence level. Only the METEOR-System 
(Agarwal & Lavie, 2008) is a step in this direc-
tion. It takes into account inflexional variants and 
synonyms. However, it is considerably more so-
phisticated and is highly dependent on the under-
lying large scale linguistic resources. 
We also think that – irrespectively of their de-

sign goals – the performance of the established 
BLEU and NIST scores at the sentence level is 
of some interest, especially as to our knowledge 
no other quantitative figures have been published 
so far. For the current work, as improved evalu-
ation at the sentence level is one of the goals, this 
appears to be the only possibility to at all provide 
some baseline for a comparison using a well es-
tablished automatic system. 
In an attempt to reduce the concerns that arise 

from applying BLEU at the sentence level, we 
introduce OrthoBLEU. Like BLEU OrthoBLEU 
also compares a machine translation to a refer-
ence translation. However, instead of word se-
quences sequences of characters are considered, 
as proposed by Denoual & Lepage (2005). The 
OrthoBLEU score between two strings is com-
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puted as the (relative) number of their matching 
triplets of characters (trigrams). Figure 1 illustra-
tes this using the words pineapple and apple pie. 
As 6 out of 11 trigrams match, the resulting Or-
thoBLEU score is 54.5%. 
The procedure illustrated in Figure 1 is not 

only applicable to words, but likewise to sen-
tences, as punctuation marks, blanks, and special 
symbols can be treated like any other character. 
It is obvious that this procedure, which was 
originally developed for the purpose of fuzzy 
information retrieval, shows some tolerance with 
regard to inflexional variants, compounding, and 
derivations, which should be advantageous in the 
current setting. The source code of OrthoBLEU 
was written in C and can be freely downloaded 
from the following URL: http://www.fask. 
uni-mainz.de/user/rapp/comtrans/.  
Using the OrthoBLEU algorithm, the evalu-

ations previously conducted with the NIST tool 
were repeated. That is, both the Babel Fish trans-
lations as well as their back-translations were 
evaluated, whereby in the first case the human 
translations and in the second case the source 
sentences served as references.   

  
Figure 1: Computation of the OrthoBLEU score. 

3 Results  
Table 2 gives the average results of the evalua-
tions described in the previous section. In col-
umns 1 and 2 we find the human evaluation 
scores for fluency and adequacy, and column 3 
combines them to a single score by computing 
their arithmetic mean. Columns 4 and 5 show the 
NIST and BLEU scores as computed using the 
NIST tool. They are based on the Babel Fish 
translations from English to German, whereby 
the human translations served as the reference. 
Column 6 shows the corresponding score based 
on OrthoBLEU, which delivers values in a range 
between 0% and 100%. Columns 7 to 9 show 

analogous scores for the back-translations. In this 
case the English source sentences served as the 
reference. As can be seen from the table, the val-
ues are higher for the back-translations. How-
ever, it would be premature to interpret this ob-
servation such that the back-translations are bet-
ter suited for evaluation purposes. As these are 
very different tasks with different statistical pro-
perties, it would be methodologically incorrect to 
simply compare the absolute values. Instead we 
need to compute correlations between automatic 
and human scores. 
This we did by correlating all NIST-, BLEU-, 

and OrthoBLEU scores for all 100 sentences 
with the corresponding (mean fluency/adequacy) 
scores from the human evaluation. We computed 
the Pearson product-moment correlation coeffi-
cient for all pairs, with the results being shown in 
Table 3. Hereby a coefficient of +1 indicates a 
direct linear relation, a coefficient of -1 indicates 
an inverse linear relation, and a coefficient of 0 
indicates no linear relation. 
When looking at the “translation” section of 

Table 3, as to be expected we obtain very low 
correlation coefficients for the BLEU and the 
NIST scores. This confirms their unsuitability for 
application at the sentence level as expected (see 
section 1). For the OrthoBLEU score we also get 
a very low correlation coefficient of 0.075, 
which means that OrthoBLEU is also unsuitable 
for evaluation of direct translations at the sen-
tence level.  
However, when we look at the back-

translation section of Table 3, the situation is 
somewhat different. The correlation coefficient 
for the NIST score is still slightly negative, indi-
cating that trying to take a word sequence’s in-
formation content into account is hopeless at the 
sentence level. However, the correlation coeffi-
cient for the BLEU score almost doubles from 
0.078 to 0.133, which, however, is still unsatis-
factory. But a surprise comes with the Or-
thoBLEU score: It more than quadruples from 
0.075 to 0.327, which at the sentence level is a 
rather good value as this result comes close to 
the correlation coefficient of 0.403 reported by 
Agarwal & Lavie (2008) as the very best of sev-
eral values obtained for the METEOR system. 
Remember that, as described in section 2, the 
METEOR system requires a human-generated ref- 

 
HUMAN EVALUATION AUTOMATIC EVALUATION OF 

FORWARD-TRANSLATION 
AUTOMATIC EVALUATION OF 

BACK-TRANSLATION 
FLU-
ENCY  

ADE-
QUACY MEAN NIST BLEU ORTHO-

BLEU NIST  BLEU  ORTHO-
BLEU  

2,49 3,06 2,78 1,31 0,01 39,72% 2,90 0,25 68,94%  
Table 2: Average BLEU, NIST and OrthoBLEU scores for the 100 test sentences. 

135



Human evaluation – NIST -0,169 
Human evaluation – BLEU 0,078 Trans-

lation Human evaluation – OrthoBLEU 0,075 
Human evaluation – NIST -0,102 
Human evaluation – BLEU 0,133 

Back-
trans-
lation Human evaluation – OrthoBLEU 0,327 
 
Table 3: Correlation coefficients between human and 
various automatic judgments based on 100 test sen-
tences. 
 
erence translation, large linguistic resources and 
comparatively sophisticated processing, and that 
all of this is unnecessary for the back-translation 
score. 
4 Discussion and prospects  
The motivation for this paper resulted from ob-
serving a contradiction: On one hand, practi-
tioners sometimes recommend that (if one does 
not understand the target language) a back-
translation can give some idea of the translation 
quality. Our impression has always been that this 
is obviously true for standard commercial sys-
tems. On the other hand, serious scientific publi-
cations (Somers, 2005; Koehn, 2005) come to 
the conclusion that back-translation is com-
pletely unsuitable for MT evaluation. 
The outcome of the current work is in favor of 

the first point of view, but we should emphasize 
that we have no doubt about the correctness of 
the results presented in the publications. The dis-
crepancy is likely to result from the following: 
• The previous publications did not compare 

back-translation scores to human judgments 
but to BLEU scores only. 

• The introduction of OrthoBLEU improved 
back-translation scores significantly. 

What remains is the fact that evaluation based on 
back-translations can be easily fooled, e.g. by a 
system that does nothing, or that is capable of 
reversing errors. These obvious deficits have 
probably motivated reservations against such 
systems, and we agree that for such reasons they 
may be unsuitable for use at MT competitions.1 
However, there are numerous other applications 
where such considerations are of less import-
                                                 
1 Although there might be a solution to this: It may 
not always be necessary that forward and backward 
translations are generated by the same MT system. 
For example, in an MT competition back-translations 
could be generated by all competing systems, and the 
resulting scores could be averaged. 

ance. Also, it might be possible to introduce a 
penalty for trivial forms of translation, e.g. by 
counting the number of word sequences (e.g. of 
length 1 to 4) in a translation that are not found 
in a corpus of the target language.2  
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Abstract 

Tree-based statistical machine translation 
models have made significant progress in re-
cent years, especially when replacing 1-best 
trees with packed forests. However, as the 
parsing accuracy usually goes down dramati-
cally with the increase of sentence length, 
translating long sentences often takes long 
time and only produces degenerate transla-
tions. We propose a new method named sub-
sentence division that reduces the decoding 
time and improves the translation quality for 
tree-based translation. Our approach divides 
long sentences into several sub-sentences by 
exploiting tree structures. Large-scale ex-
periments on the NIST 2008 Chinese-to-
English test set show that our approach 
achieves an absolute improvement of 1.1 
BLEU points over the baseline system in 
50% less time. 

1 Introduction 

Tree-based statistical machine translation 
models in days have witness promising progress 
in recent years, such as tree-to-string models (Liu 
et al., 2006; Huang et al., 2006), tree-to-tree 
models (Quirk et al.,2005;Zhang et al., 2008). 
Especially, when incorporated with forest, the 
correspondent forest-based tree-to-string models 
(Mi et al., 2008; Zhang et al., 2009), tree-to-tree 
models (Liu et al., 2009) have achieved a prom-
ising improvements over correspondent tree-
based systems. However, when we translate long 
sentences, we argue that two major issues will be 
raised. On one hand, parsing accuracy will be 
lower as the length of sentence grows. It will in-
evitably hurt the translation quality (Quirk and 
Corston-Oliver, 2006; Mi and Huang, 2008). On 
the other hand, decoding on long sentences will 
be time consuming, especially for forest ap-
proaches. So splitting long sentences into sub- 

 
Figure 1. Main framework of our method 

 
sentences becomes a natural way in MT litera-
ture.  

A simple way is to split long sentences by 
punctuations. However, without concerning 
about the original whole tree structures, this ap-
proach will result in ill-formed sub-trees which 
don’t respect to original structures. In this paper, 
we present a new approach, which pays more 
attention to parse trees on the long sentences. We 
firstly parse the long sentences into trees, and 
then divide them accordingly into sub-sentences, 
which will be translated independently (Section 
3). Finally, we combine sub translations into a 
full translation (Section 4). Large-scale experi-
ments (Section 5) show that the BLEU score 
achieved by our approach is 1.1 higher than di-
rect decoding and 0.3 higher than always split-
ting on commas on the 2008 NIST MT Chinese-
English test set. Moreover, our approach has re-
duced decoding time significantly. 

2 Framework  

Our approach works in following steps. 
(1) Split a long sentence into sub-sentences.  
(2) Translate all the sub-sentences respectively. 
(3) Combine the sub-translations.   

Figure 1 illustrates the main idea of our ap-
proach. The crucial issues of our method are how 
to divide long sentences and how to combine the 
sub-translations.  

3 Sub Sentence Division  

Long sentences could be very complicated in 
grammar and sentence structure, thereby creating 
an obstacle for translation. Consequently, we 
need to break them into shorter and easier 
clauses. To divide sentences by punctuation is 
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Figure 2. An undividable parse tree 
 

 
Figure 3. A dividable parse tree 

 
one of the most commonly used methods. How-
ever, simply applying this method might damage 
the accuracy of parsing. As a result, the strategy 
we proposed is to operate division while con-
cerning the structure of parse tree. 

As sentence division should not influence the 
accuracy of parsing, we have to be very cautious 
about sentences whose division might decrease 
the accuracy of parsing. Figure 2(a) shows an 
example of the parse tree of an undividable sen-
tence. 

As can be seen in Figure 2, when we divide 
the sentence by comma, it would break the struc-
ture of “VP” sub-tree and result in a ill-formed 
sub-tree “VP” (right sub-tree), which don’t have 
a subject and don’t respect to original tree struc-
tures. 

Consequently, the key issue of sentence divi-
sion is finding the sentences that can be divided 
without loosing parsing accuracy. Figure 2(b) 
shows the parse tree of a sentence that can be 
divided by punctuation, as sub-sentences divided 
by comma are independent. The reference trans-
lation of the sentence in figure 3 is 

 
Less than two hours earlier, a Palestinian took 

on a shooting spree on passengers in the town of 
Kfar Saba in northern Israel. 

Pseudocode 1 Check Sub Sentence Divi-
sion Algorithm 

1: procedure CheckSubSentence(sent) 
2: for each word i in sent 
3:    if(i is a comma) 
4:       left={words in left side of i}; 
          //words between last comma and cur-

rent comma i 
5:       right={words in right side of i}; 
         //words between i and next comma or

 semicolon, period, question mark 
6:       isDividePunct[i]=true; 
7:       for each j in left 
8:          if(( LCA(j, i)!=parent[i]) 
9:             isDividePunct[i]=false; 
10:           break; 
11:     for each j in right 
12:        if(( LCA(j, i)!=parent[i]) 
13:           isDividePunct[i]=false; 
14:           break; 
15: function LCA(i, j) 
16:    return lowest common ancestor(i, j);
 
It demonstrates that this long sentence can be 

divided into two sub-sentences, providing a good 
support to our division. 

In addition to dividable sentences and non-
dividable sentences, there are sentences contain-
ing more than one comma, some of which are 
dividable and some are not. However, this does 
not prove to be a problem, as we process each 
comma independently. In other words, we only 
split the dividable part of this kind of sentences, 
leaving the non-dividable part unchanged.  

To find the sentences that can be divided, we 
present a new method and provide its pseudo 
code. Firstly, we divide a sentence by its commas. 
For each word in the sub-sentence on the left 
side of a comma, we compute its lowest common 
ancestor (LCA) with the comma. And we process 
the words in the sub-sentence on the right side of 
the comma in the same way. Finally, we check if 
all the LCA we have computed are comma’s par-
ent node.  If all the LCA are the comma’s parent 
node, the sub-sentences are independent.  

As shown in figure 3, the LCA (AD 不到 , 
PU ，),  is “IP” ,which is the parent node of 
“PU ，”; and the LCA (NR 以色列 , PU ，) is 
also “IP”.  Till we have checked all the LCA of 
each word and comma, we finally find that all 
the LCA are “IP”. As a result, this sentence can 
be divided without loosing parsing accuracy. 
LCA can be computed by using union-set (Tar-
jan, 1971) in lineal time. Concerning the  
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sub-sentence 1: 强卓指出 
Translation 1: Johndroe said                   A1
Translation 2: Johndroe pointed out       A2
Translation 3: Qiang Zhuo said              A3
comma 1: , 
Translation: punctuation translation (white 

space, that … ) 
sub-sentence 2: 两位总统也对昨日签署的

美国━南韩自由贸易协议表示欢迎 
Translation 1: the two presidents also wel-
comed the US-South Korea free trade 
agreement that was signed yesterday       B1
Translation 2: the two presidents also ex-
pressed welcome to the US – South Korea 
free trade agreement signed yesterday     B2
comma 2: , 
Translation: punctuation translation (white 
space, that … ) 
sub-sentence 3:并将致力确保两国国会批

准此一协议。 
Translation 1: and would work to ensure 
that the congresses of both countries ap-
prove this agreement.                               C1
Translation 2: and will make efforts to en-
sure the Congress to approve this agreement 
of the two countries.                                C2

 
Table 1. Sub translation example 

 
implementation complexity, we have reduced the 
problem to range minimum query problem 
(Bender et al., 2005) with a time complexity of  

(1)ο  for querying.  
Above all, our approach for sub sentence 

works as follows: 

(1)Split a sentence by semi-colon if there is 
one. 
(2)Parse a sentence if it contains a comma, 
generating k-best parses (Huang Chiang, 2005) 
with k=10.  
 (3)Use the algorithm in pseudocode 1 to 
check the sentence and divide it if there are 
more than 5 parse trees indicates that the sen-
tence is dividable.  

4 Sub Translation Combining  

For sub translation combining, we mainly use the 
best-first expansion idea from cube pruning 
(Huang and Chiang, 2007) to combine sub- 
translations and generate the whole k-best trans-
lations. We first select the best translation from 
sub translation sets, and then use an interpolation 
 

Test Set 02 05 08 
No Sent Division 34.56 31.26 24.53 
Split by Comma 34.59 31.23 25.39 
Our Approach 34.86 31.23 25.69 

 
Table 2. BLEU results (case sensitive) 

 
Test Set 02 05 08 
No Sent Division 28 h 36 h 52 h 
Split by Comma 18h 23h 29h 
Our Approach 18 h 22 h 26 h 

 
Table 3. Decoding time of our experiments 

(h means hours) 
 
language model for rescoring (Huang and Chiang, 
2007).  
For example, we split the following sentence “强
卓指出,两位总统也对昨日签署的美国━南韩自由
贸易协议表示欢迎,并将致力确保两国国会批准此
一协议。” into three sub-sentences and generate 
some translations, and the results are displayed in 
Table 1.  

As seen in Table 1, for each sub-sentence, 
there are one or more versions of translation. For 
convenience, we label the three translation ver-
sions of sub-sentence 1 as A1, A2, and A3, re-
spectively. Similarly, B1, B2, C1, C2 are also 
labels of translation. We push the A1, white 
space, B1, white space, C1 into the cube, and 
then generate the final translation. 

According to cube pruning algorithm, we will 
generate other translations until we get the best 
list we need. Finally, we rescore the k-best list 
using interpolation language model and find the 
best translation which is A1 that B1 white space 
C1. 

5 Experiments  

5.1 Data preparation 

We conduct our experiments on Chinese-English 
translation, and use the Chinese parser of Xiong 
et al. (2005) to parse the source sentences. And 
our decoder is based on forest-based tree-to-
string translation model (Mi et al. 2008). 

Our training corpus consists of 2.56 million 
sentence pairs. Forest-based rule extractor (Mi 
and Huang 2008) is used with a pruning thresh-
old p=3. And we use SRI Language Modeling 
Toolkit (Stolcke, 2002) to train two 5-gram lan-
guage models with Kneser-Ney smoothing on the 
English side of the training corpus and the Xin-
hua portion of Gigaword corpora respectively. 
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We use 2006 NIST MT Evaluation test set as 
development set, and 2002, 2005 and 2008 NIST 
MT Evaluation test sets as test sets. We also use 
minimum error-rate training (Och, 2003) to tune 
our feature weights. We evaluate our results with 
case-sensitive BLEU-4 metric (Papineni et al., 
2002). The pruning threshold p for parse forest in 
decoding time is 12. 

5.2 Results 

The final BLEU results are shown in Table 2, our 
approach has achieved a BLEU score that is 1.1 
higher than direct decoding and 0.3 higher than 
always splitting on commas. 

The decoding time results are presented in Ta-
ble 3. The search space of our experiment is ex-
tremely large due to the large pruning threshold 
(p=12), thus resulting in a long decoding time. 
However, our approach has reduced the decoding 
time by 50% over direct decoding, and 10% over 
always splitting on commas. 

6 Conclusion & Future Work  

We have presented a new sub-sentence division 
method and achieved some good results. In the 
future, we will extend our work from decoding to 
training time, where we divide the bilingual sen-
tences accordingly.  
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Abstract

Binarization of n-ary rules is critical for the effi-
ciency of syntactic machine translation decoding.
Because the target side of a rule will generally
reorder the source side, it is complex (and some-
times impossible) to find synchronous rule bina-
rizations. However, we show that synchronous
binarizations are not necessary in a two-stage de-
coder. Instead, the grammar can be binarized one
way for the parsing stage, then rebinarized in a
different way for the reranking stage. Each indi-
vidual binarization considers only one monolin-
gual projection of the grammar, entirely avoid-
ing the constraints of synchronous binarization
and allowing binarizations that are separately op-
timized for each stage. Compared to n-ary for-
est reranking, even simple target-side binariza-
tion schemes improve overall decoding accuracy.

1 Introduction

Syntactic machine translation decoders search
over a space of synchronous derivations, scoring
them according to both a weighted synchronous
grammar and an n-gram language model. The
rewrites of the synchronous translation gram-
mar are typically flat, n-ary rules. Past work
has synchronously binarized such rules for effi-
ciency (Zhang et al., 2006; Huang et al., 2008).
Unfortunately, because source and target orders
differ, synchronous binarizations can be highly
constrained and sometimes impossible to find.

Recent work has explored two-stage decoding,
which explicitly decouples decoding into a source
parsing stage and a target language model inte-
gration stage (Huang and Chiang, 2007). Be-
cause translation grammars continue to increase
in size and complexity, both decoding stages re-
quire efficient approaches (DeNero et al., 2009).
In this paper, we show how two-stage decoding
enables independent binarizations for each stage.
The source-side binarization guarantees cubic-
time construction of a derivation forest, while an
entirely different target-side binarization leads to
efficient forest reranking with a language model.

Binarizing a synchronous grammar twice inde-
pendently has two principal advantages over syn-
chronous binarization. First, each binarization can
be fully tailored to its decoding stage, optimiz-
ing the efficiency of both parsing and language
model reranking. Second, the ITG constraint on
non-terminal reordering patterns is circumvented,
allowing the efficient application of synchronous
rules that do not have a synchronous binarization.
The primary contribution of this paper is to es-
tablish that binarization of synchronous grammars
need not be constrained by cross-lingual reorder-
ing patterns. We also demonstrate that even sim-
ple target-side binarization schemes improve the
search accuracy of forest reranking with a lan-
guage model, relative to n-ary forest reranking.

2 Asynchronous Binarization

Two-stage decoding consists of parsing and lan-
guage model integration. The parsing stage builds
a pruned forest of derivations scored by the trans-
lation grammar only. In the second stage, this for-
est is reranked by an n-gram language model. We
rerank derivations with cube growing, a lazy beam
search algorithm (Huang and Chiang, 2007).

In this paper, we focus on syntactic translation
with tree-transducer rules (Galley et al., 2006).
These synchronous rules allow multiple adjacent
non-terminals and place no restrictions on rule size
or lexicalization. Two example unlexicalized rules
appear in Figure 1, along with aligned and parsed
training sentences that would have licensed them.

2.1 Constructing Translation Forests

The parsing stage builds a forest of derivations by
parsing with the source-side projection of the syn-
chronous grammar. Each forest node Pij com-
pactly encodes all parse derivations rooted by
grammar symbol P and spanning the source sen-
tence from positions i to j. Each derivation of Pij

is rooted by a rule with non-terminals that each
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Figure 1: Two unlexicalized transducer rules (top) and
aligned, parsed training sentences from which they could be
extracted (bottom). The internal structure of English parses
has been omitted, as it is irrelevant to our decoding problem.

anchor to some child node C(t)
k` , where the symbol

C(t) is the tth child in the source side of the rule,
and i ≤ k < ` ≤ j.

We build this forest with a CKY-style algorithm.
For each span (i, j) from small to large, and each
symbol P , we iterate over all ways of building a
node Pij , first considering all grammar rules with
parent symbol P and then, for each rule, consider-
ing all ways of anchoring its non-terminals to ex-
isting forest nodes. Because we do not incorporate
a language model in this stage, we need only oper-
ate over the source-side projection of the grammar.

Of course, the number of possible anchorings
for a rule is exponential in the number of non-
terminals it contains. The purpose of binarization
during the parsing pass is to make this exponential
algorithm polynomial by reducing rule branching
to at most two non-terminals. Binarization reduces
algorithmic complexity by eliminating redundant
work: the shared substructures of n-ary rules are
scored only once, cached, and reused. Caching is
also commonplace in Early-style parsers that im-
plicitly binarize when applying n-ary rules.

While any binarization of the source side will
give a cubic-time algorithm, the particulars of a
grammar transformation can affect parsing speed
substantially. For instance, DeNero et al. (2009)
describe normal forms particularly suited to trans-
ducer grammars, demonstrating that well-chosen
binarizations admit cubic-time parsing algorithms
while introducing very few intermediate grammar
symbols. Binarization choice can also improve
monolingual parsing efficiency (Song et al., 2008).

The parsing stage of our decoder proceeds
by first converting the source-side projection of
the translation grammar into lexical normal form
(DeNero et al., 2009), which allows each rule to
be applied to any span in linear time, then build-

ing a binary-branching translation forest, as shown
in Figure 2(a). The intermediate nodes introduced
during this transformation do not have a target-
side projection or interpretation. They only exist
for the sake of source-side parsing efficiency.

2.2 Collapsing Binarization
To facilitate a change in binarization, we transform
the translation forest into n-ary form. In the n-ary
forest, each hyperedge corresponds to an original
grammar rule, and all nodes correspond to original
grammar symbols, rather than those introduced
during binarizaiton. Transforming the entire for-
est to n-ary form is intractable, however, because
the number of hyperedges would be exponential in
n. Instead, we include only the top k n-ary back-
traces for each forest node. These backtraces can
be enumerated efficiently from the binary forest.
Figure 2(b) illustrates the result.

For efficiency, we follow DeNero et al. (2009)
in pruning low-scoring nodes in the n-ary for-
est under the weighted translation grammar. We
use a max-marginal threshold to prune unlikely
nodes, which can be computed through a max-
sum semiring variant of inside-outside (Goodman,
1996; Petrov and Klein, 2007).

Forest reranking with a language model can be
performed over this n-ary forest using the cube
growing algorithm of Huang and Chiang (2007).
Cube growing lazily builds k-best lists of deriva-
tions at each node in the forest by filling a node-
specific priority queue upon request from the par-
ent. N -ary forest reranking serves as our baseline.

2.3 Reranking with Target-Side Binarization
Zhang et al. (2006) demonstrate that reranking
over binarized derivations improves search accu-
racy by better exploring the space of translations
within the strict confines of beam search. Binariz-
ing the forest during reranking permits pairs of ad-
jacent non-terminals in the target-side projection
of rules to be rescored at intermediate forest nodes.
This target-side binarization can be performed on-
the-fly: when a node Pij is queried for its k-best
list, we binarize its n-ary backtraces.

Suppose Pij can be constructed from a rule r
with target-side projection

P → `0 C1 `1 C2 `2 . . . Cn `n

where C1, . . . , Cn are non-terminal symbols that
are each anchored to a node C(i)

kl in the forest, and
`i are (possibly empty) sequences of lexical items.
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(a) Parsing stage binarization (b) Collapsed n-ary forest (c) Reranking stage binarization

PRP+VBD+PP

Figure 2: A translation forest as it evolves during two-stage decoding, along with two n-ary rules in the forest that are rebi-
narized. (a) A source-binarized forest constructed while parsing the source sentence with the translation grammar. (b) A flat
n-ary forest constructed by collapsing out the source-side binarization. (c) A target-binarized forest containing two derivations
of the root symbol—the second is dashed for clarity. Both derivations share the node PRP+VBD, which will contain a single
k-best list of translations during language model reranking. One such translation of PRP+VBD is shown: “I ate”.

We apply a simple left-branching binarization to
r, though in principle any binarization is possible.
We construct a new symbol B and two new rules:

r1 : B → `0 C1 `1 C2 `2

r2 : P → B C3 `3 . . . Cn `n

These rules are also anchored to forest nodes. Any
Ci remains anchored to the same node as it was in
the n-ary forest. For the new symbol B, we intro-
duce a new forest node B that does not correspond
to any particular span of the source sentence. We
likewise transform the resulting r2 until all rules
have at most two non-terminal items. The original
rule r from the n-ary forest is replaced by binary
rules. Figure 2(c) illustrates the rebinarized forest.

Language model reranking treats the newly in-
troduced forest node B as any other node: building
a k-best derivation list by combining derivations
from C(1) and C(2) using rule r1. These deriva-
tions are made available to the parent of B, which
may be another introduced node (if more binariza-
tion were required) or the original root Pij .

Crucially, the ordering of non-terminals in the
source-side projection of r does not play a role
in this binarization process. The intermediate
nodes B may comprise translations of discontigu-
ous parts of the source sentence, as long as those
parts are contained within the span (i, j).

2.4 Reusing Intermediate Nodes

The binarization we describe transforms the for-
est on a rule-by-rule basis. We must consider in-
dividual rules because they may contain different
lexical items and non-terminal orderings. How-
ever, two different rules that can build a node often
share some substructures. For instance, the two
rules in Figure 2 both begin with PRP followed by
VBD. In addition, these symbols are anchored to
the same source-side spans. Thus, binarizing both
rules yields the same intermediate forest node B.

In the case where two intermediate nodes share
the same intermediate rule anchored to the same
forest nodes, they can be shared. That is, we need
only generate one k-best list of derivations, then
use it in derivations rooted by both rules. Sharing
derivation lists in this way provides an additional
advantage of binarization over n-ary forest rerank-
ing. Not only do we assess language model penal-
ties over smaller partial derivations, but repeated
language model evaluations are cached and reused
across rules with common substructure.

3 Experiments

The utility of binarization for parsing is well
known, and plays an important role in the effi-
ciency of the parsing stage of decoding (DeNero et
al., 2009). The benefit of binarization for language
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Forest Reranked BLEU Model Score
N -ary baseline 58.2 41,543
Left-branching binary 58.5 41,556

Table 1: Reranking a binarized forest improves BLEU by 0.3
and model score by 13 relative to an n-ary forest baseline by
reducing search errors during forest rescoring.

model reranking has also been established, both
for synchronous binarization (Zhang et al., 2006)
and for target-only binarization (Huang, 2007). In
our experiment, we evaluate the benefit of target-
side forest re-binarization in the two-stage decoder
of DeNero et al. (2009), relative to reranking n-ary
forests directly.

We translated 300 NIST 2005 Arabic sentences
to English with a large grammar learned from a
220 million word bitext, using rules with up to 6
non-terminals. We used a trigram language model
trained on the English side of this bitext. Model
parameters were tuned with MERT. Beam size was
limited to 200 derivations per forest node.

Table 1 shows a modest increase in model
and BLEU score from left-branching binarization
during language model reranking. We used the
same pruned n-ary forest from an identical parsing
stage in both conditions. Binarization did increase
reranking time by 25% because more k-best lists
are constructed. However, reusing intermediate
edges during reranking binarization reduced bina-
rized reranking time by 37%. We found that on
average, intermediate nodes introduced in the for-
est are used in 4.5 different rules, which accounts
for the speed increase.

4 Discussion

Asynchronous binarization in two-stage decoding
allows us to select an appropriate grammar trans-
formation for each language. The source trans-
formation can optimize specifically for the parsing
stage of translation, while the target-side binariza-
tion can optimize for the reranking stage.

Synchronous binarization is of course a way to
get the benefits of binarizing both grammar pro-
jections; it is a special case of asynchronous bi-
narization. However, synchronous binarization is
constrained by the non-terminal reordering, lim-
iting the possible binarization options. For in-
stance, none of the binarization choices used in
Figure 2 on either side would be possible in a
synchronous binarization. There are rules, though

rare, that cannot be binarized synchronously at all
(Wu, 1997), but can be incorporated in two-stage
decoding with asynchronous binarization.

On the source side, these limited binarization
options may, for example, prevent a binarization
that minimizes intermediate symbols (DeNero et
al., 2009). On the target side, the speed of for-
est reranking depends upon the degree of reuse
of intermediate k-best lists, which in turn depends
upon the manner in which the target-side grammar
projection is binarized. Limiting options may pre-
vent a binarization that allows intermediate nodes
to be maximally reused. In future work, we look
forward to evaluating the wide array of forest bi-
narization strategies that are enabled by our asyn-
chronous approach.

References
John DeNero, Mohit Bansal, Adam Pauls, and Dan Klein.

2009. Efficient parsing for transducer grammars. In Pro-
ceedings of the Annual Conference of the North American
Association for Computational Linguistics.

Michel Galley, Jonathan Graehl, Kevin Knight, Daniel
Marcu, Steve DeNeefe, Wei Wang, and Ignacio Thayer.
2006. Scalable inference and training of context-rich syn-
tactic translation models. In Proceedings of the Annual
Conference of the Association for Computational Linguis-
tics.

Joshua Goodman. 1996. Parsing algorithms and metrics. In
Proceedings of the Annual Meeting of the Association for
Computational Linguistics.

Liang Huang and David Chiang. 2007. Forest rescoring:
Faster decoding with integrated language models. In Pro-
ceedings of the Annual Conference of the Association for
Computational Linguistics.

Liang Huang, Hao Zhang, Daniel Gildea, and Kevin Knight.
2008. Binarization of synchronous context-free gram-
mars. Computational Linguistics.

Liang Huang. 2007. Binarization, synchronous binarization,
and target-side binarization. In Proceedings of the HLT-
NAACL Workshop on Syntax and Structure in Statistical
Translation (SSST).

Slav Petrov and Dan Klein. 2007. Improved inference for un-
lexicalized parsing. In Proceedings of the North American
Chapter of the Association for Computational Linguistics.

Xinying Song, Shilin Ding, and Chin-Yew Lin. 2008. Better
binarization for the CKY parsing. In Proceedings of the
Conference on Empirical Methods in Natural Language
Processing.

Dekai Wu. 1997. Stochastic inversion transduction gram-
mars and bilingual parsing of parallel corpora. Computa-
tional Linguistics, 23:377–404.

Hao Zhang, Liang Huang, Daniel Gildea, and Kevin Knight.
2006. Synchronous binarization for machine translation.
In Proceedings of the North American Chapter of the As-
sociation for Computational Linguistics.

144



Proceedings of the ACL-IJCNLP 2009 Conference Short Papers, pages 145–148,
Suntec, Singapore, 4 August 2009. c©2009 ACL and AFNLP

Hidden Markov Tree Model in Dependency-based Machine Translation∗

Zdeněk Žabokrtský
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Abstract

We would like to draw attention to Hid-
den Markov Tree Models (HMTM), which
are to our knowledge still unexploited in
the field of Computational Linguistics, in
spite of highly successful Hidden Markov
(Chain) Models. In dependency trees,
the independence assumptions made by
HMTM correspond to the intuition of lin-
guistic dependency. Therefore we suggest
to use HMTM and tree-modified Viterbi
algorithm for tasks interpretable as label-
ing nodes of dependency trees. In par-
ticular, we show that the transfer phase
in a Machine Translation system based
on tectogrammatical dependency trees can
be seen as a task suitable for HMTM.
When using the HMTM approach for
the English-Czech translation, we reach a
moderate improvement over the baseline.

1 Introduction

Hidden Markov Tree Models (HMTM) were intro-
duced in (Crouse et al., 1998) and used in appli-
cations such as image segmentation, signal classi-
fication, denoising, and image document catego-
rization, see (Durand et al., 2004) for references.

Although Hidden Markov Models belong to the
most successful techniques in Computational Lin-
guistics (CL), the HMTM modification remains to
the best of our knowledge unknown in the field.

The first novel claim made in this paper is that
the independence assumptions made by Markov
Tree Models can be useful for modeling syntactic
trees. Especially, they fit dependency trees well,
because these models assume conditional depen-
dence (in the probabilistic sense) only along tree

∗ The work on this project was supported by the grants
MSM 0021620838, GAAV ČR 1ET101120503, and MŠMT
ČR LC536. We thank Jan Hajič and three anonymous review-
ers for many useful comments.

edges, which corresponds to intuition behind de-
pendency relations (in the linguistic sense) in de-
pendency trees. Moreover, analogously to applica-
tions of HMM on sequence labeling, HMTM can
be used for labeling nodes of a dependency tree,
interpreted as revealing the hidden states1 in the
tree nodes, given another (observable) labeling of
the nodes of the same tree.

The second novel claim is that HMTMs are
suitable for modeling the transfer phase in Ma-
chine Translation systems based on deep-syntactic
dependency trees. Emission probabilities rep-
resent the translation model, whereas transition
(edge) probabilities represent the target-language
tree model. This decomposition can be seen as
a tree-shaped analogy to the popular n-gram ap-
proaches to Statistical Machine Translation (e.g.
(Koehn et al., 2003)), in which translation and lan-
guage models are trainable separately too. More-
over, given the input dependency tree and HMTM
parameters, there is a computationally efficient
HMTM-modified Viterbi algorithm for finding the
globally optimal target dependency tree.

It should be noted that when using HMTM, the
source-language and target-language trees are re-
quired to be isomorphic. Obviously, this is an un-
realistic assumption in real translation. However,
we argue that tectogrammatical deep-syntactic de-
pendency trees (as introduced in the Functional
Generative Description framework, (Sgall, 1967))
are relatively close to this requirement, which
makes the HMTM approach practically testable.

As for the related work, one can found a num-
ber of experiments with dependency-based MT
in the literature, e.g., (Boguslavsky et al., 2004),
(Menezes and Richardson, 2001), (Bojar, 2008).
However, to our knowledge none of the published
systems searches for the optimal target representa-

1HMTM looses the HMM’s time and finite automaton in-
terpretability, as the observations are not organized linearly.
However, the terms “state” and “transition” are still used.
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Figure 1: Tectogrammatical transfer as a task for HMTM.

tion in a way similar to HMTM.

2 Hidden Markov Tree Models

HMTM are described very briefly in this section.
More detailed information can be found in (Du-
rand et al., 2004) and in (Diligenti et al., 2003).

Suppose that V = {v1, . . . , v|V |} is the set of
tree nodes, r is the root node and ρ is a function
from V \r to V storing the parent node of each
non-root node. Suppose two sequences of ran-
dom variables, X = (X(v1), . . . , X(v|V |)) and
Y = (Y (v1), . . . , Y (v|V |)), which label all nodes
from V . Let X(v) be understood as a hidden state
of the node v, taking a value from a finite state
space S = {s1, . . . , sK}. Let Y (v) be understood
as a symbol observable on the node v, taking
a value from an alphabet K = {k1, . . . , k2}.
Analogously to (first-order) HMMs, (first-order)
HMTMs make two independence assumptions:
(1) given X(ρ(v)), X(v) is conditionally inde-
pendent of any other nodes, and (2) given X(v),
Y (v) is conditionally independent of any other
nodes. Given these independence assumptions,
the following factorization formula holds:2

P (Y ,X) = P (Y (r)|X(r))P (X(r)) ·∏
v∈V \r

P (Y (v)|X(v))P (X(v)|X(ρ(v))) (1)

We see that HMTM (analogously to HMM,
again) is defined by the following parameters:

2In this work we limit ourselves to fully stationary
HMTMs. This means that the transition and emission prob-
abilities are independent of v. This “node invariance” is an
analogy to HMM’s time invariance.

• P (X(v)|X(ρ(v))) – transition probabilities
between the hidden states of two tree-
adjacent nodes,3

• P (Y (v)|X(v)) – emission probabilities.

Naturally the question appears how to restore
the most probable hidden tree labeling given the
observed tree labeling (and given the tree topol-
ogy, of course). As shown in (Durand et al., 2004),
a modification of the HMM Viterbi algorithm can
be found for HMTM. Briefly, the algorithm starts
at leaf nodes and continues upwards, storing in
each node for each state and each its child the op-
timal downward pointer to the child’s hidden state.
When the root is reached, the optimal state tree is
retrieved by downward recursion along the point-
ers from the optimal root state.

3 Tree Transfer as a Task for HMTM

HMTM Assumptions from the MT Viewpoint.
We suggest to use HMTM in the conventional
tree-based analysis-transfer-synthesis translation
scheme: (1) First we analyze an input sentence to
a certain level of abstraction on which the sentence
representation is tree-shaped. (2) Then we use
HMTM-modified Viterbi algorithm for creating
the target-language tree from the source-language
tree. Labels on the source-language nodes are
treated as emitted (observable) symbols, while la-
bels on the target-language nodes are understood
as hidden states which are being searched for

3The need for parametrizing also P (X(r)) (prior proba-
bilites of hidden states in the root node) can be avoided by
adding an artificial root whose state is fixed.
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(Figure 1). (3) Finally, we synthesize the target-
language sentence from the target-language tree.

In the HMTM transfer step, the HMTM emis-
sion probabilities can be interpreted as probabil-
ities from the “backward” (source given target)
node-to-node translation model. HMTM transi-
tion probabilities can be interpreted as probabil-
ities from the target-language tree model. This is
an important feature from the MT viewpoint, since
the decomposition into translation model and lan-
guage model proved to be extremely useful in sta-
tistical MT since (Brown et al., 1993). It allows
to compensate the lack of parallel resources by the
relative abundance of monolingual resources.

Another advantage of the HMTM approach is
that it allows us to disregard the ordering of de-
cisions made with the individual nodes (which
would be otherwise nontrivial, as for a given node
there might be constraints and preferences coming
both from its parent and from its children). Like in
HMM, it is the notion of hidden states that facil-
itates “summarizing” distributed information and
finding the global optimum.

On the other hand, there are several limitations
implied by HMTMs which we have to consider be-
fore applying it to MT: (1) There can be only one
labeling function on the source-language nodes,
and one labeling function on the target-language
nodes. (2) The set of hidden states and the al-
phabet of emitted symbols must be finite. (3) The
source-language tree and the target-language tree
are required to be isomorphic. In other words, only
node labeling can be changed in the transfer step.

The first two assumption are easy to fulfill, but
the third assumption concerning the tree isomor-
phism is problematic. There is no known linguistic
theory guaranteeing identically shaped tree repre-
sentations of a sentence and its translation. How-
ever, we would like to show in the following that
the tectogrammatical layer of language description
is close enough to this ideal to make the HMTM
approach practically applicable.

Why Tectogrammatical Trees? Tectogram-
matical layer of language description was
introduced within the Functional Generative
Description framework, (Sgall, 1967) and has
been further elaborated in the Prague Dependency
Treebank project, (Hajič and others, 2006).

On the tectogrammatical layer, each sentence is
represented as a tectogrammatical tree (t-tree for
short; abbreviations t-node and t-layer are used in

the further text too). The main features of t-trees
(from the viewpoint of our experiments) are fol-
lowing. Each sentence is represented as a depen-
dency tree, whose nodes correspond to autoseman-
tic (meaningful) words and whose edges corre-
spond to syntactic-semantic relations (dependen-
cies). The nodes are labeled with the lemmas of
the autosemantic words. Functional words (such
as prepositions, auxiliary verbs, and subordinat-
ing conjunctions) do not have nodes of their own.
Information conveyed by word inflection or func-
tional words in the surface sentence shape is repre-
sented by specialized semantic attributes attached
to t-nodes (such as number or tense).

T-trees are still language specific (e.g. be-
cause of lemmas), but they largely abstract from
language-specific means of expressing non-lexical
meanings (such as inflection, agglutination, func-
tional words). Next reason for using t-trees as the
transfer medium is that they allow for a natural
transfer factorization. One can separate the trans-
fer into three relatively independent channels:4 (1)
transfer of lexicalization (stored in t-node’s lemma
attribute), (2) transfer of syntactizations (stored
in t-node’s formeme attribute),5 and (3) transfer
of semantically indispensable grammatical cate-
gories6 such as number with nouns and tense with
verbs (stored in specialized t-node’s attributes).

Another motivation for using t-trees is that
we believe that local tree contexts in t-trees
carry more information relevant for correct lexical
choice, compared to linear contexts in the surface
sentence shapes, mainly because of long-distance
dependencies and coordination structures.

Observed Symbols, Hidden States, and HMTM
Parameters. The most difficult part of the
tectogrammatical transfer step lies in transfer-

4Full independence assumption about the three channels
would be inadequate, but it can be at least used for smoothing
the translation probabilities.

5Under the term syntactization (the second channel) we
understand morphosyntactic form – how the given lemma is
“shaped” on the surface. We use the t-node attribute formeme
(which is not a genuine element of the semantically ori-
ented t-layer, but rather only a technical means that facili-
tates modeling the transition between t-trees and surface sen-
tence shapes) to capture syntactization of the given t-node,
with values such as n:subj – semantic noun (s.n.) in sub-
ject position, n:for+X – s.n. with preposition for, n:poss –
possessive form of s.n., v:because+fin – semantic verb as a
subordinating finite clause introduced by because), adj:attr –
semantic adjective in attributive position.

6Categories only imposed by grammatical constraints
(e.g. grammatical number with verbs imposed by subject-
verb agreement in Czech) are disregarded on the t-layer.
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ring lexicalization and syntactization (attributes
lemma and formeme), while the other attributes
(node ordering, grammatical number, gender,
tense, person, negation, degree of comparison
etc.) can be transferred by much less complex
methods. As there can be only one input labeling
function, we treat the following ordered pair as
the observed symbol: Y (v) = (Lsrc(v), F src(v))
where Lsrc(v) is the source-language lemma of
the node v and F src(v) is its source-language
formeme. Analogously, hidden state of node v is
the ordered couple X(v) = (Ltrg(v), F trg(v)),
where Ltrg(v) is the target-language lemma of
the node v and F trg(v) is its target-language
formeme. Parameters of such HMTM are then
following:
P (X(v)|X(ρ(v))) = P (Ltrg(v), F trg(v)|Ltrg(ρ(v)), F trg(ρ(v)))

– probability of a node labeling given its parent
labeling; it can be estimated from a parsed
target-language monolingual corpus, and
P (Y (v)|X(v)) = P (Lsrc(v), F src(v)|Ltrg(v), F trg(v))

– backward translation probability; it can be esti-
mated from a parsed and aligned parallel corpus.

To summarize: the task of tectogrammatical
transfer can be formulated as revealing the values
of node labeling functions Ltrg and F trg given the
tree topology and given the values of node label-
ing functions Lsrc and F src. Given the HMTM
parameters specified above, the task can be solved
using HMTM-modified Viterbi algorithm by inter-
preting the first pair as the hidden state and the
second pair as the observation.

4 Experiment

To check the real applicability of HMTM transfer,
we performed the following preliminary MT ex-
periment. First, we used the tectogrammar-based
MT system described in (Žabokrtský et al., 2008)
as a baseline.7 Then we substituted its transfer
phase by the HMTM variant, with parameters esti-
mated from 800 million word Czech corpus and 60
million word parallel corpus. As shown in Table 1,
the HMTM approach outperforms the baseline so-
lution both in terms of BLEU and NIST metrics.

5 Conclusion

HMTM is a new approach in the field of CL. In our
opinion, it has a big potential for modeling syntac-

7For evaluation purposes we used 2700 sentences from
the evaluation section of WMT 2009 Shared Translation
Task. http://www.statmt.org/wmt09/

System BLEU NIST
baseline system 0.0898 4.5672
HMTM modification 0.1043 4.8445

Table 1: Evaluation of English-Czech translation.

tic trees. To show how it can be used, we applied
HMTM in an experiment on English-Czech tree-
based Machine Translation and reached an im-
provement over the solution without HMTM.
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Jan Hajič et al. 2006. Prague Dependency Treebank
2.0. Linguistic Data Consortium, LDC Catalog No.:
LDC2006T01, Philadelphia.

Philipp Koehn, Franz Josef Och, and Daniel Marcu.
2003. Statistical phrase based translation. In Pro-
ceedings of the HLT/NAACL.

Arul Menezes and Stephen D. Richardson. 2001. A
best-first alignment algorithm for automatic extrac-
tion of transfer mappings from bilingual corpora. In
Proceedings of the workshop on Data-driven meth-
ods in machine translation, volume 14, pages 1–8.

Petr Sgall. 1967. Generativnı́ popis jazyka a česká
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Abstract 

 

In this paper, emotion analysis on blog texts 

has been carried out for a less privileged lan-

guage like Bengali. Ekman’s six basic emotion 

types have been selected for reliable and semi 

automatic word level annotation. An automatic 

classifier has been applied for recognizing six 

basic emotion types for different words in a 

sentence. Application of different scoring 

strategies to identify sentence level emotion 

tag based on the acquired word level emotion 

constituents have produced satisfactory per-

formance.  

1 Introduction 

Emotion is a private state that is not open to ob-

jective observation or verification. So, the identi-

fication of the emotional state of natural lan-

guage texts is really a challenging issue. Most of 

the related work has been conducted for English.   

    The approach in this paper is to assign emo-

tion tags on the Bengali blog sentences with one 

of the Ekman’s (1993) six basic emotion types 

such as happiness, sadness, anger, fear, surprise 

and disgust. The system consists of two phases, 

machine learning based word level emotion clas-

sification followed by assignment of sentence 

level emotion tags based on the word level con-

stituents using sense based scoring mechanism. 

The classifier accuracy has been measured 

through confusion matrix. Corpus based and 

sense based tag weights have been calculated for 

each of the six emotion tags and then these emo-

tion tag weights have been used to identify sen-

tence level emotion tag. The tuned reference 

ranges selected from the development set have 

proved effective on the test set.  

The rest of the paper is organized as follows. 

Section 2 describes the related work. Section 3 

briefly describes the resource preparation.  Ma-

chine learning based word level emotion tagging 

system framework and its evaluation results have 

been discussed in section 4. Section 5 describes 

the calculation of tag weights, sentence level 

emotion detection process based on the tag 

weights, evaluation strategies and results. Finally 

section 6 concludes the paper.  

2 Related Work 

(Mishne et al., 2006) used several supervised and 

unsupervised machine learning techniques on 

blog data for comparative evaluation. Importance 

of verbs and adjectives in identifying emotion 

has been explained in (Chesley et al., 2006). 

(Yang et al., 2007) has used Yahoo! Kimo Blog 

corpora containing emoticons associated with 

textual keywords to build emotion lexicons. 

(Chen et al., 2007) has experimented the emotion 

classification task on web blog corpora using 

Support Vector Machine (SVM) and Conditional 

Random Field (CRF) and the observed results 

have shown that the CRF classifiers outperform 

SVM classifiers in case of document level emo-

tion detection. 

3 Resource Preparation  

Bengali is a less computerized language and 

there is no existing emotion word list or Senti-

WordNet in Bengali. The English WordNet Af-

fect lists, (Strapparava et al., 2004) based on Ek-

man’s six basic emotion types have been updated 

with the synsets retrieved from the English Sen-

tiWordNet to have adequate number of emotion 

word entries.  

These lists have been converted to Bengali us-

ing English to Bengali bilingual dictionary 1 . 

These six lists have been termed as Emotion lists. 

A Bengali SentiWordNet is being developed by 

replacing each word entry in the synonymous set 

of the English SentiWordNet (Esuli et al., 2006) 

                                                 
1 http://home.uchicago.edu/~cbs2/banglainstruction.html 
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by its equivalent Bengali meaning using the same 

English to Bengali bilingual dictionary.  

A knowledge base for the emoticons has been 

prepared by experts after minutely analyzing the 

Bengali blog data. Each image link of the emoti-

con in the raw corpus has been mapped into its 

corresponding textual entity in the tagged corpus 

with the proper emotion tags using the knowl-

edge base. The Bengali blog data have been col-

lected from the web blog archive 

(www.amarblog.com) containing 1300 sentences 

on 14 different topics and their corresponding 

user comments have been retrieved.   

4 Word Level Emotion Classification 

Primarily, the word level annotation has been 

semi-automatically carried out using Ekman’s six 

basic emotion tags. The assignment of emotion 

tag to a word has been done based on the type of 

the Emotion Word lists in which that word is pre-

sent. Other non-emotional words have been 

tagged with neutral type. 1000 sentences have 

been considered for training of the CRF based 

word level emotion classification module. Rest 

200 and 100 sentences, verified by language ex-

perts to perform evaluation have been considered 

as development and test data respectively.  

4.1 Feature Selection and Training  

The Conditional Random Field (CRF) 

(McCallum, 2001) framework has been used for 

training as well as for the classification of each 

word of a sentence into the above-mentioned six 

emotion tags and one neutral tag. By manually 

reviewing the Bengali blog data and different 

language specific characteristics, 10 active fea-

tures have been selected heuristically for our 

classification task. Each feature value is boolean 

in nature, with discrete value for intensity feature 

at the word level. 

 POS information: We are interested with 

the verb, noun, adjective and adverb words 

as these are emotion informative constitu-

ents. For this feature, total 1300 sentences 

has been passed through a Bengali part of 

speech tagger (Ekbal et al. 2008) based on 

Support Vector Machine (SVM) tech-

nique. The POS tagger was developed 

with a tagset of 26 POS tags2, defined for 

the Indian languages. The POS tagger has 

demonstrated an overall accuracy of ap-

proximately 90%.  

                                                 
2http://shiva.iiit.ac.in/SPSAL2007/iiit_tagset_guidelines.pdf  

 First sentence in a topic: It has been ob-

served that first sentence of the topic gen-

erally contains emotion (Roth et.al., 2005). 

 SentiWordNet emotion word: A word 

appearing in the SentiWordNet (Bengali) 

contains an emotion. 

 Reduplication: The reduplicated words 

(e.g., bhallo bhallo [good good], khokhono 

khokhono [when when] etc.) in Bengali are 

most likely emotion words. 

 Question words: It has been observed 

that the question words generally contrib-

ute to the emotion in a sentence. 

 Colloquial / Foreign words: The collo-

quial words (e.g., kshyama [pardon] etc.) 

and foreign words (e.g. Thanks, gossya 

[anger] etc.) are highly rich with their 

emotional contents. 

 Special punctuation symbols: The sym-

bols (e.g. !, ?, @ etc ) appearing at the 

word / sentence level convey emotions.  

 Quoted sentence: The sentences espe-

cially remarks or direct speech always 

contain emotion. 

 Negative word: Negative words such as 

na (no), noy (not) etc. reverse the meaning 

of the emotion in a sentence. Such words 

are appropriately tagged. 

 Emoticons: The emoticons and their con-

secutive occurrences generally contribute 

as much as real sentiment to the words or 

sentences that precede or follow it.  

Features  Training       Testing 

Parts of Speech 

First Sentence  

Word in SentiWordNet 

Reduplication 

Question Words 

Coll. / Foreign Words 

Special Symbols  

Quoted Sentence 

Negative Words 

Emoticons 

432              221 

96                13 

684              157   

18                7 

23                11   

      35                9 

      16                4  

      22                8 

      67                27 

      87                33  

        Table 1: Frequencies of different features  

 

Different unigram and bi-gram context fea-

tures (word level as well as POS tag level) and 

their combination has been generated from the 

training corpus. The following sentence contains 

four features (Colloquial word (khyama), special 
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symbol (!), quoted sentence and emotion word 

(ĆđĘĊđ [happy])) together and all these four fea-

tures are important to identify the emotion of this 

sentence. 

      kƟđćđ   Āđo!    “তĔ Ēć    ĆđĘĊđ     ĺĊđক”  

    (khyama) (dao)!   “(tumi)  (bhalo)  (lok)”      

    (Forgive)!            “(you)   (good)   (person)” 

4.2 Evaluation Results of the Word-level 

Emotion Classification   

Evaluation results of the development set have 

demonstrated an accuracy of 56.45%. Error 

analysis has been conducted with the help of 

confusion matrix as shown in Table 2. A close 

investigation of the evaluation results suggests 

that the errors are mostly due to the uneven dis-

tribution between emotion and non-emotion tags.   

 

Tags happy   sad   ang     dis    fear  sur    ntrl 

happy   

sad    

ang      

dis     

fear    

sur    

ntrl 

            0.01   0.05   0.0    0.0    0.0   0.03 

0.006             0.02   0.03  0.0    0.0   0.02 

0.0       0.03             0.0    0.02  0.0   0.01 

0.0       0.0     0.01            0.01  0.0   0.01 

0.0       0.0     0.0     0.0             0.0   0.01 

0.02     0.007 0.0     0.0    0.0            0.01 

0.0       0.0     0.0     0.0    0.0    0.0  

Table 2: Confusion matrix for development set  

 

The number of non-emotional or neutral type 

tags is comparatively higher than other emotional 

tags in a sentence. So, one solution to this unbal-

anced class distribution is to split the ‘non-

emotion’ (emo_ntrl) class into several subclasses. 

That is, given a POS tagset POS, we generate 

new emotion classes, ‘emo_ntrl-C’|CPOS. We 

have 26 sub-classes, which correspond, to non-

emotion tags such as ‘emo_ntrl-NN’ (common 

noun), ‘emo_ntrl-VFM’ (verb finite main) etc. 

Evaluation results of the system with the inclu-

sion of this class splitting technique have shown 

the accuracies of 64.65% and 66.74% on the de-

velopment and test data respectively.   

5 Sentence Level Emotion Tagging 

This module has been developed to identify sen-

tence level emotion tags based on the word level 

emotion tags. 

5.1 Calculation of Emotion Tag weights 

Sense_Tag_Weight (STW): The tag weight has 

been calculated using SentiWordNet. We have 

selected the basic six words “happy”, “sad”, 

“anger”, “disgust”, “fear” “surprise” as the seed 

words corresponding to each emotion type. The 

positive and negative scores in the English Sen-

tiWordNet for each synset in which each of these 

seed words appear have been retrieved and the 

average of the scores has been fixed as the 

Sense_Tag_Weight of that particular emotion tag.   

Corpus_Tag_Weight (CTW): This tag weight 

for each emotion tag has been calculated based 

on the frequency of occurrence of an emotion tag 

with respect to the total number of occurrences 

of all six types of emotion tags in the annotated 

corpus. 

 

Tag Types        CTW                     STW   

emo_happy 

emo_sad 

emo_ang 

emo_dis 

emo_fear 

emo_sur 

emo_ntrl 

      0.5112                     0.0125 

      0.2327              ( - ) 0.1022 

      0.0959              ( - ) 0.5 

      0.1032              ( - ) 0.075 

      0.0465                     0.0131 

      0.0371                     0.0625 

      0.0                           0.0 

Table 3: CTW and STW for each of six emotion 

tags with neutral tag 

5.2 Scoring Techniques 

The following two scoring techniques depending 

on two calculated tag weights (in section 5.1) 

have been adopted for selecting the best possible 

sentence level emotion tags.  

(1) Sense_Weight_Score (SWS): Each sen-

tence is assigned a Sense_Weight_Score (SWS) 

for each emotion tag which is calculated by di-

viding the total Sense_Tag_Weight (STW)of all 

occurrences of an emotion tag in the sentence by 

the total Sense_Tag_Weight (STW) of all types 

of emotion tags present in that sentence. The 

Sense_Weight_Score is calculated as  

SWSi = (STWi * Ni) / (∑ j=1 to 7 STWj * Nj) | i ȯ j 

where SWSi is the Sentence level 

Sense_Weight_Score for the emotion tag i in the 

sentence and Ni is the number of occurrences of 

that emotion tag in the sentence. STWi and STWj 

are the Sense_Tag_Weights for the emotion tags i 

and j respectively. Each sentence has been as-

signed with the sentence level emotion tag SETi 

for which SWSi is highest, i.e., 

SETi = [max i=1 to 6(SWSi)].  

(2) Corpus_Weight_Score (CWS): This meas-

ure is calculated in a similar manner by using the 

CTW of each emotion tag. The corresponding 

Bengali sentence is assigned with the emotion 

tag for which the sentence level CWS is highest. 

The scoring mechanism has been considered for 

verifying any domain related biasness of emotion 

and their influence in emotion detection process.  
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5.3 Evaluation Results of Sentence Level 

Emotion Tagging 

Each sentence in the development and test sets 

have been annotated with positive or negative or 

neutral valence and with any of the six emotion 

tags. The SWS has been used in identifying va-

lence scores as there is no valence information 

carried by CWS. The sentences for which the 

total SWS produced positive, negative and zero 

(0) values have been tagged as positive, negative 

and neutral type. Any domain biasness through 

CWS has been re-evaluated through SWS also. 

We have taken the Bengali corpus from comic 

related background. So, during analysis on the 

development set, the CWS outperforms the SWS 

significantly in identifying happy, disgust, fear 

and surprise sentence level emotion tags. The 

other SETs have been identified through SWS as 

the CWS for these SETs are significantly less 

than their corresponding SWS as shown in Table 

5. The knowledge and information of the refer-

ence ranges (shown in Table 4) of SWS and 

CWS for assigning valence and six other emotion 

tags, acquired after tuning of development set, 

have been applied on the test set. The valence 

and emotion tag assignment process has been 

evaluated using accuracy measure on test data. 

The difference in the accuracies for the develop-

ment and test sets is negligible. It signifies that 

the best possible reference range for valence and 

other emotion tags have been selected. Results in 

Table 5 show that the system has performed sat-

isfactorily for valence identification as well as 

for sentence level emotion tagging.   

Table 4: Reference ranges 

6 Conclusion  

The hierarchical ordering of the word level to 

sentence level and from sentence level to docu-

ment level can be considered as the well favored 

route to track the document level emotional ori-

entation. The handling of negative words and 

metaphors and their impact in detecting sentence 

level emotion along with document level analysis 

are the future areas to be explored. 

Table 5: Accuracies (in %) of valence and six   

emotion tags in development set before and after 

applying the reference range and in test set 
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Category  Reference Range        

Valence (SWS) 

 

happy 

sad 

angry 

disgust 

fear 

surprise 

0 to 2.35 (+ve), 0 to -0.56 

(-ve) and  0.0  neutral)        

0.31 to 1 (CWS)           

-0.15 to -1.6 (SWS)     

-0.5 to -1.9 (SWS)       

0.18 to 1 (CWS)          

0.14 to 1.9 (CWS)       

0.15 to 1.76 (CWS)     

 

Category 

     

        Development         Test         

      Before        After 

CWS    SWS          

Valence  

happy 

sad 

angry 

disgust 

fear 

surprise 

  --        49.56    65.43     66.54 

54.15    10.33    63.88     64.28 

7.66      42.93    64.56     66.42 

15.47    53.44    61.48     60.28 

60.13    17.18    70.19     72.18 

55.57    11.54    66.04     67.14 

50.25    12.39    65.45     66.45 
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Abstract 

 

This paper proposes how to automatically 
identify Korean comparative sentences from 
text documents. This paper first investigates 
many comparative sentences referring to pre-
vious studies and then defines a set of compar-
ative keywords from them. A sentence which 
contains one or more elements of the keyword 
set is called a comparative-sentence candidate. 
Finally, we use machine learning techniques to 
eliminate non-comparative sentences from the 
candidates. As a result, we achieved signifi-
cant performance, an F1-score of 88.54%, in 
our experiments using various web documents. 

 

1 Introduction 

Comparing one entity with other entities is one 
of the most convincing ways of evaluation (Jin-
dal and Liu, 2006). A comparative sentence for-
mulates an ordering relation between two entities 
and that relation is very useful for many applica-
tion areas. One key area is for the customers. For 
example, a customer can make a decision on 
his/her final choice about a digital camera after 
reading other customers' product reviews, e.g., 
“Digital Camera X is much cheaper than Y 
though it functions as good as Y!” Another one 
is for manufacturers. All the manufacturers have 
an interest in the articles saying how their prod-
ucts are compared with competitors’ ones.  

Comparative sentences often contain some 
comparative keywords. A sentence may express 
some comparison if it contains any comparative 
keywords such as ‘보다 ([bo-da]: than)’, ‘가장 
([ga-jang]: most)’, ‘다르 ([da-reu]: different)’, 

‘같 ([gat]: same)’. But many sentences also ex-
press comparison without those keywords.  Simi-
larly, although some sentences contain some 
keywords, they cannot be comparative sentences. 
By these reasons, extracting comparative sen-
tences is not a simple or easy problem. It needs 
more complicated and challenging processes 
than only searching out some keywords for ex-
tracting comparative sentences. 

Jindal and Liu (2006) previously studied to 
identify English comparative sentences. But the 
mechanism of Korean as an agglutinative lan-
guage and that of English as an inflecting lan-
guage have seriously different aspects. One of 
the greatest differences related to our work is that 
there are Part-of-Speech (POS) Tags for compar-
ative and superlative in English1, whereas, unfor-
tunately, the POS tagger of Korean does not pro-
vide any comparative and superlative tags be-
cause the analysis of Korean comparative is 
much more difficult than that of English. The 
major challenge of our work is therefore to iden-
tify comparative sentences without comparative 
and superlative POS Tags. 

We first survey previous studies about the Ko-
rean comparative syntax and collect the corpus 
of Korean comparative sentences from the Web. 
As we refer to previous studies and investigate 
real comparative sentences form the collected 
corpus, we can construct the set of comparative 
keywords and extract comparative-sentence can-
didates; the sentences which contain one or more 
element of the keyword set are called compara-
tive-sentence candidates. Then we use some ma-
chine learning techniques to eliminate non-
comparative sentences from those candidates. 
The final experimental results in 5-fold cross 

                                                 
1 JJR: adjective and comparative, JJS: adjective and superla-
tive, RBR: adverb and comparative, and RBS: adverb and 
superlative 
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validation show the overall precision of 88.68% 
and the overall recall of 88.40%. 

The remainder of the paper is organized as fol-
lows. Section 2 describes the related work. In 
section 3, we explain comparative keywords and 
comparative-sentence candidates. In section 4, 
we describe how to eliminate non-comparative 
sentences from the candidates extracted in pre-
ceding section. Section 5 presents the experimen-
tal results. Finally, we discuss conclusions and 
future work in section 6 
 

2 Related Work 

We have not found any direct work on automati-
cally extracting Korean comparative sentences. 
There is only one study by Jindal and Liu (2006) 
that is related to English. They used comparative 
and superlative POS tags and additional some 
keywords to search English comparative sen-
tences. Then they used Class Sequential Rules 
and Naïve Bayesian learning method. Their ex-
periment showed a precision of 79% and recall 
of 81%.  

Our research is closely related to linguistics. 
Ha (1999) described Korean comparative con-
structions with a linguistic view. Oh (2003) dis-
cussed the gradability of comparatives. Jeong 
(2000) classified the adjective superlative by the 
type of measures. 

Opinion mining is also related to our work. 
Many comparative sentences also contain the 
speaker’s opinions and especially comparison is 
one of the most powerful tools for evaluation. 
We have surveyed many studies about opinion 
mining (Lee et al., 2008; Kim and Hovy, 2006; 
Wilson and Wiebe, 2003; Riloff and Wiebe, 
2003; Esuli and Sebastiani, 2006).  

Maximum Entropy Model is used in our tech-
nique. Berger et al. (1996) described Maximum 
Entropy approach to National Language 
Processing. In our experiments, we used Zhang’s 
Maximum Entropy Model Toolkit (2004). Naïve 
Bayesian classifier is used to prove the perfor-
mance of MEM (McCallum and Nigam (1998)). 

 

3 Extracting Comparative-sentence 
Candidates 

In this section, we define comparative keywords 
and extract comparative-sentence candidates by 
using those keywords.  

3.1 Comparative keyword 

First of all, we classify comparative sentences 
into six types and then we extract single compar-
ative keywords from each type as follows: 

 
Table 1. The six types of comparative sentences 
 Type Single-keyword Examples 
1 Equality ‘같  ([gat]: same)’ 
2 Similarity ‘비슷하  ([bi-seut-ha]: similar)’
3 Difference ‘다르  ([da-reu]: different)’ 
4 Greater or 

lesser 
‘보다 ([bo-da]: than)’ 

5 Superlative ‘가장  ([ga-jang]: most)’ 
6 Predicative No single-keywords 

 
We can easily find such keywords from the vari-
ous sentences in first five types, while we cannot 
find any single keyword in the sentences of type 
6.  
 
Ex1) “X껌의 원재료는 초산비닐수지인데, Y 껌은 

천연치클이다.” ([X-gum-eui won-jae-ryo-neun 
cho-san-vi-nil-su-ji-in-de, Y-gum-eun cheon-
yeon-chi-kl-i-da]: Raw material of gum X is po-
lyvinyl acetate, but that of Y is natural chicle.)2 
 
And we can find many non-comparative sen-
tences which contain some keywords. The fol-
lowing example (Ex2) shows non-comparative 
though it contains ‘같 ([gat]: It means 'same', but 
it sometimes means 'think’)’. 
 
Ex2) “내 생각엔 내일 비가 올 것 같아요.” ([Nae 
sang-gak-en nae-il bi-ga ol geot gat-a-yo]: I 
think it will rain tomorrow.) 
 
Thus all the sentences can be divided into four 
categories as follows: 
 
Table 2.  The four categories of the sentences 

Single-keyword Contain  Not contain  
Comparative  
Sentences  

S1 S2 

Non-comparative 
Sentences 

S3 S4 (unconcerned 
group) 

 

                                                 
2 In fact, type 6 can be sorted as non-comparative from lin-
guistic view. But the speaker is probably saying that Y is 
better than X. This is very important comparative data as an 
opinion. Therefore, we also regard the sentences containing 
implicit comparison as comparative sentences 
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Our final goal is to find an effective method to 
extract S1 and S2, but single-keyword searching 
just outputs S1 and S3. In order to capture S2, we 
added long-distance-words sequences to the set 
of single-keywords. For example, we could ex-
tract ‘<는 [neun], 인데 [in-de], 은 [eun], 이다 [i-
da]>’ as a long-distance-words sequence from 
Ex1-sentence. It means that the sentence is 
formed as < S V but S V> in English (S: subject 
phrase, V: verb phrase). Thus we defined com-
parative keyword in this paper as follows: 
 
Definition (comparative keyword): A compara-
tive keyword is formed as a word or a phrase or 
a long-distance-words sequence. When a com-
parative keyword is contained in any sentence, 
the sentence is most likely to be a comparative 
sentence. (We will use an abbreviation ‘CK’.) 
 

3.2 Comparative-sentence Candidates 

We finally set up a total of 177 CKs by human 
efforts. In the previous work, Jindal and Liu 
(2006) defined 83 keywords and key phrases in-
cluding comparative or superlative POS tags in 
English; they did not use any long-distance-
words sequence.  

Keyword searching process can detect most of 
comparative sentences (S1, S2 and S3)3  from 
original text documents. That is, the recall is high 
but the precision is low. We here defined a com-
parative-sentence candidate as a sentence which 
contains one or more elements of the set of CKs. 
Now we need to eliminate the incorrect sen-
tences (S3) from those captured sentences. First, 
we divided the set of CKs into two subsets de-
noted by CKL1 and CKL2 according to the pre-
cision of each keyword; we used 90% of the pre-
cision as a threshold value. The average preci-
sion of comparative-sentence candidates with a 
CKL1 keyword is 97.44% and they do not re-
quire any additional process. But that of compar-
ative-sentence candidates with a CKL2 keyword 
is 29.34% and we decide to eliminate non-
comparative sentences only from comparative 
sentence candidates with a CKL2 keyword. 

 

4 Eliminating Non-comparative Sen-
tences from the Candidates  

 

                                                 
3 As you can see in the experiment section, keyword search-
ing captures 95.96% comparative sentences.  

To effectively eliminate non-comparative sen-
tences from comparative sentence candidates 
with a CKL2 keyword, we employ machine 
learning techniques (MEM and Naïve Bayes). 
For feature extraction from each comparative-
sentence candidate, we use continuous words 
sequence within the radius of 3 (the window size 
of 7) of each keyword in the sentence; we expe-
rimented with radius options of 2, 3, and 4 and 
we achieved the best performance in the radius 
of 3. After determining the radius, we replace 
each word with its POS tag; in order to reflect 
various expressions of each sentence, POS tags 
are more proper than lexical information of ac-
tual words. However, since CKs play the most 
important role to discriminate comparative sen-
tences, they are represented as a combination of 
their actual keyword and POS tag. Thus our fea-
ture is formed as “X  y”. (‘X’ means a se-
quence and ‘y’ means a class; y1 denotes com-
parative and y2 denotes non-comparative). For 
instance,  ‘<pv etm nbn 같/pa ep ef sf >4  y2’ is 
one of the features from the sentence of Ex2 in 
section 3.1. 

5 Experimental Results  

Three trained human annotators compiled a cor-
pus of 277 online documents from various do-
mains. They discussed their disagreements and 
they finally annotated 7,384 sentences. Table 3 
shows the number of comparative sentences and 
non-comparative sentences in our corpus. 
 
Table 3. The numbers of annotated sentences 

Total Comparative Non-comparative 
7,384 2,383 (32%) 5,001 (68%) 

 
Before evaluating our proposed method, we 

conducted some experiments by machine learn-
ing techniques with all the unigrams of total ac-
tual words as baseline systems; they do not use 
any CKs. The precision, recall and F1-score of 
the baseline systems are shown at Table 4. 

 
Table 4. The results of baseline systems (%) 

Baseline
System 

Precision Recall F1-score 

NB 35.98 91.62 51.66 
MEM 78.17 63.34 69.94 
 
The final overall results using the 5-fold cross 

validation are shown in Table 5 and Figure 1. 

                                                 
4 The labels such as ‘pv’, ‘etm’, ‘nbn’, etc. are Korean POS 
Tags 
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Table 5. The results of our proposed method (%) 

Method Preci-
sion 

Recall F1-score 

CKs only 68.39 95.96 79.87 
CKs + NB 85.42 88.59 86.67 

CKs + MEM 88.68 88.40 88.54 
 

 
Fig. 1 The results of our proposed method (%) 

 
As shown in Table 5 and Figure 1, both of MEM 
and NB is shown good performance but the F1-
score of MEM is little higher than that of NB. By 
applying machine learning technique to our me-
thod, we can achieve high precision while we 
can preserve high recall. 

 

6 Conclusions and Future Work 

In this paper, we have presented how to extract 
comparative sentences from Korean text docu-
ments by keyword searching process and ma-
chine learning techniques. Our experimental re-
sults showed that our proposed method can be 
effectively used to identify comparative sen-
tences. Since the research of comparison mining 
is currently in the beginning step in the world, 
our proposed techniques can contribute much to 
text mining and opinion mining research. 

In our future work, we plan to classify com-
parative types and to extract comparative rela-
tions from identified comparative sentences.  
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Abstract 

The importance of the new textual genres such 

as blogs or forum entries is growing in parallel 

with the evolution of the Social Web. This pa-

per presents two corpora of blog posts in Eng-

lish and in Spanish, annotated according to the 

EmotiBlog annotation scheme. Furthermore, 

we created 20 factual and opinionated ques-

tions for each language and also the Gold 

Standard for their answers in the corpus. The 

purpose of our work is to study the challenges 

involved in a mixed fact and opinion question 

answering setting by comparing the perform-

ance of two Question Answering (QA) sys-

tems as far as mixed opinion and factual set-

ting is concerned. The first one is open do-

main, while the second one is opinion-

oriented. We evaluate separately the two sys-

tems in both languages and propose possible 

solutions to improve QA systems that have to 

process mixed questions. 

Introduction and motivation 

In the last few years, the number of blogs has 

grown exponentially. Thus, the Web contains 

more and more subjective texts. A research from 

the Pew Institute shows that 75.000 blogs are 

created daily (Pang and Lee, 2008). They ap-

proach a great variety of topics (computer sci-

ence, sociology, political science or economics) 

and are written by different types of people, thus 

are a relevant resource for large community be-

havior analysis. Due to the high volume of data 

contained in blogs, new Natural Language Proc-

essing (NLP) resources, tools and methods are 

needed in order to manage their language under-

standing. Our fist contribution consists in carry-

ing out a multilingual research, for English and 

Spanish. Secondly, many sources are present in 

blogs, as people introduce quotes from newspa-

per articles or other information to support their 

arguments and make references to previous posts 

in the discussion thread. Thus, when performing 

a task such as Question Answering (QA), many 

new aspects have to be taken into consideration. 

Previous studies in the field (Stoyanov, Cardie 

and Wiebe, 2005) showed that certain types of 

queries, which are factual in nature, require the 

use of Opinion Mining (OM) resources and tech-

niques to retrieve the correct answers. A further 

contribution this paper brings is the analysis and 

definition of the criteria for the discrimination 

among types of factual versus opinionated ques-

tions. Previous researchers mainly concentrated 

on newspaper collections. We formulated and 

annotated of a set of questions and answers over 

a multilingual blog collection. A further contri-

bution is the evaluation and comparison of two 

different approaches to QA a fact-oriented one 

and another designed for opinion QA scenarios.  

Related work 

Research in building factoid QA systems has a 

long history. However, it is only recently that 

studies have started to focus also on the creation 

and development of QA systems for opinions. 

Recent years have seen the growth of interest in 

this field, both by the research performed and the 

publishing of various studies on the requirements 
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and peculiarities of opinion QA systems (Stoy-

anov, Cardie and Wiebe, 2005), (Pustejovsky 

and Wiebe, 2006), as well as the organization of 

international conferences that promote the crea-

tion of effective QA systems both for general and 

subjective texts, as, for example, the Text Analy-

sis Conference (TAC)1. Last year’s TAC 2008 

Opinion QA track proposed a mixed setting of 

factoid (“rigid list”) and opinion questions 

(“squishy list”), to which the traditional systems 

had to be adapted. The Alyssa system (Shen et 

al., 2007), classified the polarity of the question 

and of the extracted answer snippet, using a Sup-

port Vector Machines classifier trained on the 

MPQA corpus (Wiebe, Wilson and Cardie, 

2005), English NTCIR2 data and rules based on 

the subjectivity lexicon (Wilson, Wiebe and 

Hoffman, 2005). The PolyU (Wenjie et al., 

2008) system determines the sentiment orienta-

tion with two estimated language models for the 

positive versus negative categories. The 

QUANTA (Li, 2008) system detects the opinion 

holder, the object and the polarity of the opinion 

using a semantic labeler based on PropBank3 and 

some manually defined patterns.  

Evaluation 

In order to carry out our evaluation, we em-

ployed a corpus of blog posts presented in 

(Boldrini et al., 2009). It is a collection of blog 

entries in English, Spanish and Italian. However, 

for this research we used the first two languages. 

We annotated it using EmotiBlog (Balahur et al., 

2009) and we also created a list of 20 questions 

for each language. Finally, we produced the Gold 

Standard, by labeling the corpus with the correct 

answers corresponding to the questions. 

1.1 Questions 

No TYPE QUESTION 
 

1 

 

F 

 

F 

What international organization do people criticize for 

its policy on carbon emissions? 

¿Cuál fue uno de los primeros países que se preocupó 

por el problema medioambiental? 

 

 

2 

 

 

O 

 

 

F 

What motivates people’s negative opinions on the 

Kyoto Protocol? 

¿Cuál es el país con mayor responsabilidad de la 

contaminación mundial según la opinión pública? 

 

 

3 

 

 

F 

 

 

F 

What country do people praise for not signing the 

Kyoto Protocol? 

¿Quién piensa que la reducción de la contaminación se 

debería apoyar en los consejos de los científicos? 

 

 

4 

 

 

F 

 

 

F 

What is the nation that brings most criticism to the 

Kyoto Protocol? 

¿Qué administración actúa totalmente en contra de la 

lucha contra el cambio climático? 

                                                 
1 http://www.nist.gov/tac/ 

2 http://research.nii.ac.jp/ntcir/ 

3 http://verbs.colorado.edu/~mpalmer/projects/ace.html 

 

 

5 

 

 

O 

 

 

F 

What are the reasons for the success of the Kyoto 

Protocol? 

¿Qué personaje importante está a favor de la 

colaboración del estado en la lucha contra el 

calentamiento global? 

 

 

6 

 

 

O 

 

 

F 

What arguments do people bring for their criticism of 

media as far as the Kyoto Protocol is concerned? 

¿A qué políticos americanos culpa la gente por la 

grave situación en la que se encuentra el planeta? 

 

7 

 

O 

 

F 

Why do people criticize Richard Branson? 

¿A quién reprocha la gente el fracaso del Protocolo de 

Kyoto? 

 

8 

 

F 

 

F 

What president is criticized worldwide for his reaction 

to the Kyoto Protocol? 

¿Quién acusa a China por provocar el mayor daño al 

medio ambiente? 

 

9 

 

F 

 

O 

What American politician is thought to have developed 

bad environmental policies? 

¿Cómo ven los expertos el futuro? 

 

10 

 

F 

 

O 

What American politician has a positive opinion on the 

Kyoto protocol? 

Cómo se considera el atentado del 11 de septiembre? 

 

11 

 

O 

 

O 

What negative opinions do people have on Hilary 

Benn? 

¿Cuál es la opinión sobre EEUU? 

 

12 

 

O 

 

O 

Why do Americans praise Al Gore’s attitude towards 

the Kyoto protocol and other environmental issues? 

¿De dónde viene la riqueza de EEUU? 

 

13 

 

F 

 

O 

What country disregards the importance of the Kyoto 

Protocol? 

¿Por qué la guerra es negativa? 

 

14 

 

F 

 

O 

What country is thought to have rejected the Kyoto 

Protocol due to corruption? 

¿Por qué Bush se retiró del Protocolo de Kyoto? 

 

15 

 

F/

O 

 

O 

What alternative environmental friendly resources do 

people suggest to use instead of gas en the future? 

¿Cuál fue la posición de EEUU sobre el Protocolo de 

Kyoto? 

 

16 

 

F/

O 

 

O 

 Is Arnold Schwarzenegger pro or against the reduction 

of CO2 emissions? 

¿Qué piensa Bush sobre el cambio climático? 

 

17 

 

F 

 

O 

What American politician supports the reduction of 

CO2 emissions? 

¿Qué impresión da Bush? 

 

18 

 

F/

O 

 

O 

What improvements are proposed to the Kyoto Proto-

col? 

¿Qué piensa China del calentamiento global? 

 

19 

 

F/

O 

 

O 

What is Bush accused of as far as political measures 

are concerned? 

¿Cuál es la opinión de Rusia sobre el Protocolo de 

Kyoto? 

 

20 

 

F/

O 

 

O 

What initiative of an international body is thought to be 

a good continuation for the Kyoto Protocol? 

¿Qué cree que es necesario hacer Yvo Boer? 

 

Table 1: List of question in English and Spanish 

 

As it can be seen in the table above, we created 

factoid (F) and opinion (O) queries for English 

and for Spanish; however, there are some that 

could be defined between factoid and opinion 

(F/O) and the system can retrieve multiple an-

swers after having selected, for example, the po-

larity of the sentences in the corpus. 

1.2 Performance of the two systems 

We evaluated and compared the generic QA sys-

tem of the University of Alicante (Moreda et al., 

2008) and the opinion QA system presented in 

(Balahur et al., 2008), in which Named Entity 

Recognition with LingPipe4 and FreeLing5 was 

                                                 
4 http://alias-i.com/lingpipe/ 

5 http://garraf.epsevg.upc.es/freeling/ 
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added, in order to boost the scores of answers 

containing NEs of the question Expected Answer 

Type (EAT). Table 2 presents the results ob-

tained for English and Table 3 for Spanish. We 

indicate the id of the question (Q), the question 

type (T) and the number of answer of the Gold 

Standard (A). We present the number of the re-

trieved questions by the traditional system 

(TQA) and by the opinion one (OQA). We take 

into account the first 1, 5, 10 and 50 answers. 

 
Number of found answers Q T A 

@1 @5 @10 @ 50 

   
TQA OQA TQA OQA TQA OQA TQA OQA 

1 F 5 0 0 0 2 0 3 4 4 

2 O 5 0 0 0 1 0 1 0 3 

3 F 2 1 1 2 1 2 1 2 1 

4 F 10 1 1 2 1 6 2 10 4  

5 O 11 0 0 0 0 0 0 0 0 

6 O 2 0 0 0 0 0 1 0 2 

7 O 5 0 0 0 0 0 1 0 3 

8 F 5 1 0 3 1 3 1 5 1 

9 F 5 0 1 0 2 0 2 1 3 

10 F 2 1 0 1 0 1 1 2 1 

11 O 2 0 1 0 1 0 1 0 1 

12 O 3 0 0 0 1 0 1 0 1 

13 F 1 0 0 0 0 0 0 0 1 

14 F 7 1 0 1 1 1 2 1 2 

15 F/O 1 0 0 0 0 0 1 0 1 

16 F/O 6 0 1 0 4 0 4 0 4 

17 F 10 0 1 0 1 4 1 0 2 

18 F/O 1 0 0 0 0 0 0 0 0 

19 F/O 27 0 1 0 5 0 6 0 18 

20 F/O 4 0 0 0 0 0 0 0 0 

 

Table 2: Results for English 

 
Number of found answers Q T A 

@1 @5 @10 @ 50 

   
 

TQA 

 

OQA 

 

TQA 

 

OQA 

 

TQA 

 

OQA 

 

TQA 

 

OQA 

1 F 9 1 0 0 1 1 1 1 3 

2 F 13 0 1 2 3 0 6 11 7 

3 F 2 0 1 0 2 0 2 2 2 

4 F 1 0 0 0 0 0 0 1 0 

5 F 3 0 0 0 0 0 0 1 0 

6 F 2 0 0 0 1 0 1 2 1 

7 F 4 0 0 0 0 1 0 4 0 

8 F 1 0 0 0 0 0 0 1 0 

9 O 5 0 1 0 2 0 2 0 4 
10 O 2 0 0 0 0 0 0 0 0 
11 O 5 0 0 0 1 0 2 0 3 
12 O 2 0 0 0 1 0 1 0 1 
13 O 8 0 1 0 2 0 2 0 4 
14 O 25 0 1 0 2 0 4 0 8 
15 O 36 0 1 0 2 0 6 0 15 
16 O 23 0 0 0 0 0 0 0 0 
17 O 50 0 1 0 5 0 6 0 10 
18 O 10 0 1 0 1 0 2 0 2 
19 O 4 0 1 0 1 0 1 0 1 
20 O 4 0 1 0 1 0 1 0 1 

 

Table 3: Results for Spanish 

1.3 Results and discussion 

There are many problems involved when trying 

to perform mixed fact and opinion QA. The first 

can be the ambiguity of the questions e.g. ¿De 

dónde viene la riqueza de EEUU?. The answer 

can be explicitly stated in one of the blog sen-

tences, or a system might have to infer them 

from assumptions made by the bloggers and their 

comments. Moreover, most of the opinion ques-

tions have longer answers, not just a phrase snip-

pet, but up to 2 or 3 sentences. As we can ob-

serve in Table 2, the questions for which the 

TQA system performed better were the pure fac-

tual ones (1, 3, 4, 8, 10 and 14), although in some 

cases (question number 14) the OQA system re-

trieved more correct answers.  At the same time, 

opinion queries, although revolving around NEs, 

were not answered by the traditional QA system, 

but were satisfactorily answered by the opinion 

QA system (2, 5, 6, 7, 11, 12). Questions 18 and 

20 were not correctly answered by any of the two 

systems. We believe the reason is that question 

18 was ambiguous as far as polarity of the opin-

ions expressed in the answer snippets (“im-

provement” does not translate to either “positive” 

or “negative”) and question 20 referred to the 

title of a project proposal that was not annotated 

by any of the tools used. Thus, as part of the fu-

ture work in our OQA system, we must add a 

component for the identification of quotes and 

titles, as well as explore a wider range of polar-

ity/opinion scales. Furthermore, questions 15, 16, 

18, 19 and 20 contain both factual as well as 

opinion aspects and the OQA system performed 

better than the TQA, although in some cases, 

answers were lost due to the artificial boosting of 

the queries containing NEs of the EAT (Ex-

pected Answer Type). Therefore, it is obvious 

that an extra method for answer ranking should 

be used, as Answer Validation techniques using 

Textual Entailment. In Table 3, the OQA missed 

some of the answers due to erroneous sentence 

splitting, either separating text into two sentences 

where it was not the case or concatenating two 

consecutive sentences; thus missing out on one 

of two consecutively annotated answers. Exam-

ples are questions number 16 and 17, where 

many blog entries enumerated the different ar-

guments in consecutive sentences. Another 

source of problems was the fact that we gave a 

high weight to the presence of the NE of the 

sought type within the retrieved snippet and in 

some cases the name was misspelled in the blog 

entries, whereas in other NER performed by 
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FreeLing either attributed the wrong category to 

an entity, failed to annotate it or wrongfully an-

notated words as being NEs.  Not of less impor-

tance is the question duality aspect in question 

17. Bush is commented in more than 600 sen-

tences; therefore, when polarity is not specified, 

it is difficult to correctly rank the answers. Fi-

nally, also the problems of temporal expressions 

and the coreference need to be taken into ac-

count.  

Conclusions and future work 

In this article, we created a collection of both 

factual and opinion queries in Spanish and Eng-

lish. We labeled the Gold Standard of the an-

swers in the corpora and subsequently we em-

ployed two QA systems, one open domain, one 

for opinion questions. Our main objective was to 

compare the performances of these two systems 

and analyze their errors, proposing solutions to 

creating an effective QA system for both factoid 

an opinionated queries. We saw that, even using 

specialized resources, the task of QA is still chal-

lenging. Opinion QA can benefit from a snippet 

retrieval at a paragraph level, since in many 

cases the answers were not simple parts of sen-

tences, but consisted in two or more consecutive 

sentences. On the other hand, we have seen cases 

in which each of three different consecutive sen-

tences was a separate answer to a question. Our 

future work contemplates the study of the impact 

anaphora resolution and temporality on opinion 

QA, as well as the possibility to use Answer 

Validation techniques for answer re-ranking. 
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Abstract

We introduce the novel task of determin-
ing whether a newswire article is “true”
or satirical. We experiment with SVMs,
feature scaling, and a number of lexical
and semantic feature types, and achieve
promising results over the task.

1 Introduction

This paper describes a method for filtering satirical
news articles from true newswire documents. We
define a satirical article as one which deliberately
exposes real-world individuals, organisations and
events to ridicule.

Satirical news articles tend to mimic true
newswire articles, incorporating irony and non se-
quitur in an attempt to provide humorous insight.
An example excerpt is:

Bank Of England Governor Mervyn King is a
Queen, Says Fed Chairman Ben Bernanke

During last night’s appearance on the Amer-
ican David Letterman Show, Fed Chairman
Ben Bernanke let slip that Bank of England
(BOE) Governor, Mervyn King, enjoys wearing
women’s clothing.

Contrast this with a snippet of a true newswire ar-
ticle:

Delegates prepare for Cairo conference amid
tight security

Delegates from 156 countries began preparatory
talks here Saturday ahead of the official opening
of the UN World Population Conference amid
tight security.

The basis for our claim that the first document is
satirical is surprisingly subtle in nature, and relates
to the absurdity of the suggestion that a prominent
figure would expose another prominent figure as
a cross dresser, the implausibility of this story ap-
pearing in a reputable news source, and the pun on
the name (King being a Queen).

Satire classification is a novel task to compu-
tational linguistics. It is somewhat similar to the
more widely-researched text classification tasks of
spam filtering (Androutsopoulos et al., 2000) and
sentiment classification (Pang and Lee, 2008), in
that: (a) it is a binary classification task, and (b)
it is an intrinsically semantic task, i.e. satire news
articles are recognisable as such through interpre-
tation and cross-comparison to world knowledge
about the entities involved. Similarly to spam fil-
tering and sentiment classification, a key ques-
tion asked in this research is whether it is possi-
ble to perform the task on the basis of simple lex-
ical features of various types. That is, is it pos-
sible to automatically detect satire without access
to the complex inferencing and real-world knowl-
edge that humans make use of.

The primary contributions of this research are as
follows: (1) we introduce a novel task to the arena
of computational linguistics and machine learning,
and make available a standardised dataset for re-
search on satire detection; and (2) we develop a
method which is adept at identifying satire based
on simple bag-of-words features, and further ex-
tend it to include richer features.

2 Corpus

Our satire corpus consists of a total of 4000
newswire documents and 233 satire news articles,
split into fixed training and test sets as detailed in
Table 1. The newswire documents were randomly
sampled from the English Gigaword Corpus. The
satire documents were selected to relate closely
to at least one of the newswire documents by:
(1) randomly selecting a newswire document; (2)
hand-picking a key individual, institution or event
from the selected document, and using it to for-
mulate a phrasal query (e.g. Bill Clinton); (3) us-
ing the query to issue a site-restricted query to the
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Training Test Total
TRUE 2505 1495 4000
SATIRE 133 100 233

Table 1: Corpus statistics

Google search engine;1 and (4) manually filtering
out “non-newsy”, irrelevant and overly-offensive
documents from the top-10 returned documents
(i.e. documents not containing satire news articles,
or containing satire articles which were not rel-
evant to the original query). All newswire and
satire documents were then converted to plain text
of consistent format using lynx, and all content
other than the title and body of the article was
manually removed (including web page menus,
and header and footer data). Finally, all documents
were manually post-edited to remove references to
the source (e.g. AP or Onion), formatting quirks
specific to a particular source (e.g. all caps in the
title), and any textual metadata which was indica-
tive of the document source (e.g. editorial notes,
dates and locations). This was all in an effort to
prevent classifiers from accessing superficial fea-
tures which are reliable indicators of the document
source and hence trivialise the satire detection pro-
cess.

It is important to note that the number of satiri-
cal news articles in the corpus is significantly less
than the number of true newswire articles. This
reflects an impressionistic view of the web: there
is far more true news content than satirical news
content.

The corpus is novel to this research,
and is publicly available for download at
http://www.csse.unimelb.edu.au/
research/lt/resources/satire/.

3 Method

3.1 Standard text classification approach

We take our starting point from topic-based text
classification (Dumais et al., 1998; Joachims,
1998) and sentiment classification (Turney, 2002;
Pang and Lee, 2008). State-of-the-art results in
both fields have been achieved using support vec-

1The sites queried were satirewire.com,
theonion.com, newsgroper.com, thespoof.
com, brokennewz.com, thetoque.com,
bbspot.com, neowhig.org, humorfeed.com,
satiricalmuslim.com, yunews.com,
newsbiscuit.com.

tor machines (SVMs) and bag-of-words features.
We supplement the bag-of-words model with fea-
ture weighting, using the two methods described
below.

Binary feature weights: Under this scheme
all features are given the same weight, regard-
less of how many times they appear in each arti-
cle. The topic and sentiment classification exam-
ples cited found binary features gave better perfor-
mance than other alternatives.

Bi-normal separation feature scaling: BNS
(Forman, 2008) has been shown to outperform
other established feature representation schemes
on a wide range of text classification tasks. This
superiority is especially pronounced for collec-
tions with a low proportion of positive class in-
stances. Under BNS, features are allocated a
weight according to the formula:

|F−1(tpr)− F−1(fpr)|

where F−1 is the inverse normal cumulative dis-
tribution function, tpr is the true positive rate
(P(feature|positive class)) and fpr is the false pos-
itive rate (P(feature|negative class)).

BNS produces the highest weights for features
that are strongly correlated with either the nega-
tive or positive class. Features that occur evenly
across the training instances are given the lowest
weight. This behaviour is particularly helpful for
features that correlate with the negative class in
a negatively-skewed classification task, so in our
case BNS should assist the classifier in making use
of features that identify true articles.

SVM classification is performed with SVMlight

(Joachims, 1999) using a linear kernel and the de-
fault parameter settings. Tokens are case folded;
currency amounts (e.g. $2.50), abbreviations (e.g.
U.S.A.), and punctuation sequences (e.g. a
comma, or a closing quote mark followed by a pe-
riod) are treated as separate features.

3.2 Targeted lexical features

This section describe three types of features in-
tended to embody characteristics of satire news
documents.

Headline features: Most of the articles in the
corpus have a headline as their first line. To a hu-
man reader, the vast majority of the satire docu-
ments in our corpus are immediately recognisable
as such from the headline alone, suggesting that
our classifiers may get something out of having the
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headline contents explicitly identified in the fea-
ture vector. To this end, we add an additional fea-
ture for each unigram appearing on the first line
of an article. In this way the heading tokens are
represented twice: once in the overall set of uni-
grams in the article, and once in the set of heading
unigrams.

Profanity: true news articles very occasionally
include a verbal quote which contains offensive
language, but in practically all other cases it is in-
cumbent on journalists and editors to keep their
language “clean”. A review of the corpus shows
that this is not the case with satirical news, which
occasionally uses profanity as a humorous device.

Let P be a binary feature indicating whether
or not an article contains profanity, as determined
by the Regexp::Common::profanity Perl
module.2

Slang: As with profanity, it is intuitively true
that true news articles tend to avoid slang. An im-
pressionistic review of the corpus suggests that in-
formal language is much more common to satirical
articles. We measure the informality of an article
as:

i
def=

1
|T |

∑
t∈T

s(t)

where T is the set of unigram tokens in the article
and s is a function taking the value 1 if the token
has a dictionary definition marked as slang and 0
if it does not.

It is important to note that this measure of “in-
formality” is approximate at best. We do not at-
tempt, e.g., to disambiguate the sense of individ-
ual word terms to tell whether the slang sense of
a word is the one intended. Rather, we simply
check to see if each word has a slang usage in Wik-
tionary.3

A continuous feature is set to the value of i for
each article. Discrete features highi and lowi are
set as:

highi def=

{
1 v > ī + 2σ;
0

lowi def=

{
1 v < ī− 2σ;
0

where ī and σ are, respectively, the mean and stan-
dard deviation of i across all articles.

2http://search.cpan.org/perldoc?
Regexp::Common::profanity

3http://www.wiktionary.org

3.3 Semantic validity

Lexical approaches are clearly inadequate if we
assume that good satirical news articles tend to
emulate real news in tone, style, and content.
What is needed is an approach that captures the
document semantics.

One common device in satire news articles is
absurdity, in terms of describing well-known indi-
viduals in unfamiliar settings which parody their
viewpoints or public profile. We attempt to cap-
ture this via validity, in the form of the relative fre-
quency of the particular combination of key partic-
ipants reported in the story. Our method identifies
the named entities in a given document and queries
the web for the conjunction of those entities. Our
expectation is that true news stories will have been
reported in various forums, and hence the number
of web documents which include the same com-
bination of entities will be higher than with satire
documents.

To implement this method, we first use the
Stanford Named Entity Recognizer4 (Finkel et al.,
2005) to identify the set of person and organisation
entities, E, from each article in the corpus.

From this, we estimate the validity of the com-
bination of entities in the article as:

v(E) def= |g(E)|

where g is the set of matching documents returned
by Google using a conjunctive query. We antici-
pate that v will have two potentially useful prop-
erties: (1) it will be relatively lower when E in-
cludes made-up entity names such as Hitler Com-
memoration Institute, found in one satirical corpus
article; and (2) it will be relatively lower when E
contains unusual combinations of entities such as,
for example, those in the satirical article beginning
Missing Brazilian balloonist Padre spotted strad-
dling Pink Floyd flying pig.

We include both a continuous representation of
v for each article, in the form of log(v(E)), and
discrete variants of the feature, based on the same
methodology as for highi and lowi.

4 Results

The results for our classifiers over the satire cor-
pus are shown in Table 2. The baseline is a naive
classifier that assigns all instances to the positive

4http://nlp.stanford.edu/software/
CRF-NER.shtml
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(“article⇒SATIRE?”) P R F
all-positive baseline 0.063 1.000 0.118
BIN 0.943 0.500 0.654
BIN+lex 0.945 0.520 0.671
BIN+val 0.943 0.500 0.654
BIN+all 0.945 0.520 0.671
BNS 0.944 0.670 0.784
BNS+lex 0.957 0.660 0.781
BNS+val 0.945 0.690 0.798
BNS+all 0.958 0.680 0.795

Table 2: Results for satire detection (P = preci-
sion, R = recall, and F = F-score) for binary un-
igram features (BIN) and BNS unigram features
(BNS), optionally using lexical (lex), validity (val)
or combined lexical and validity (all) features

class (i.e. SATIRE). An SVM classifier with simple
binary unigram word features provides a standard
text classification benchmark.

All of the classifiers easily outperform the base-
line. This is to be expected given the low pro-
portion of positive instances in the corpus. The
benchmark classifier has very good precision, but
recall of only 0.500. Adding the heading, slang,
and profanity features provides a small improve-
ment in both precision and recall.

Moving to BNS feature scaling keeps the very
high precision and increases the recall to 0.670.
Adding in the heading, slang and profanity lexical
features (“+lex”) actually decreases the F-score
slightly, but adding the validity features (“+val”)
provides a near 2 point F-score increase, resulting
in the best overall F-score of 0.798.

All of the BNS scores achieve statistically
significant improvements over the benchmark in
terms of F-score (using approximate randomisa-
tion, p < 0.05). The 1-2% gains given by adding
in the various feature types are not statistically sig-
nificant due to the small number of satire instances
concerned.

All of the classifiers achieve very high precision
and considerably lower recall. Error analysis sug-
gests that the reason for the lower recall is subtler
satire articles, which require detailed knowledge
of the individuals to be fully appreciated as satire.
While they are not perfect, however, the classi-
fiers achieve remarkably high performance given
the superficiality of the features used.

5 Conclusions and future work

This paper has introduced a novel task to computa-
tional linguistics and machine learning: determin-
ing whether a newswire article is “true” or satiri-
cal. We found that the combination of SVMs with
BNS feature scaling achieves high precision and
lower recall, and that the inclusion of the notion of
“validity” achieves the best overall F-score.
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Abstract
Text categorization is a crucial and well-
proven method for organizing the collec-
tion of large scale documents. In this pa-
per, we propose a hierarchical multi-class
text categorization method with global
margin maximization. We not only max-
imize the margins among leaf categories,
but also maximize the margins among
their ancestors. Experiments show that the
performance of our algorithm is competi-
tive with the recently proposed hierarchi-
cal multi-class classification algorithms.

1 Introduction

In the past serval years, hierarchical text catego-
rization has become an active research topic in
database area (Koller and Sahami, 1997; Weigend
et al., 1999) and machine learning area (Rousu et
al., 2006; Cai and Hofmann, 2007).

Hierarchical categorization methods can be di-
vided in two types: local and global approaches
(Wang et al., 1999; Sun and Lim, 2001). A lo-
cal approach usually proceeds in a top-down fash-
ion, which firstly picks the most relevant cate-
gories of the top level and then recursively making
the choice among the low-level categories. The
global approach builds only one classifier to dis-
criminate all categories in a hierarchy. Due that the
global hierarchical categorization can avoid the
drawbacks about those high-level irrecoverable er-
ror, it is more popular in the machine learning do-
main.

The essential idea behind global approach is
that the close classes(nodes) have some common
underlying factors. Especially, the descendant
classes can share the characteristics of the ances-
tor classes, which is similar with multi-task learn-
ing(Caruana, 1997). A key problem for global hi-
erarchical categorization is how to combine these
underlying factors.

In this paper, we propose an method for hierar-
chical multi-class text categorization with global
margin maximization. We emphasize that it is im-
portant to separate all the nodes of the correct path
in the class hierarchy from their sibling node, then
we incorporate such information into the formula-
tion of hierarchical support vector machine.

The rest of the paper is organized as follows.
Section 2 describes the basic model of multi-class
hierarchical categorization with maximizing mar-
gin. Then we propose our improved versions in
section 3. Section 4 gives the experimental analy-
sis. Section 5 concludes the paper.

2 Hierarchical Multi-Class Text
Categorization

Multiclass SVM can be generalized to the problem
of hierarchical categorization (Cai and Hofmann,
2007), which has more than two categories in most
of the case. Denote Yi as the multilabels of xi and
Ȳi the multilabels set not in Yi. The separation
margin of w, with respect to xi, can be approxi-
mated as:

γi(w) = min
y∈Yi,ȳ∈Ȳi

〈Φ(xi,y)− Φ(xi, ȳ),w〉 (1)

The loss function can be accommodated to
multi-class SVM to scale the penalties for margin
violations proportional to the loss. This is moti-
vated by the fact that margin violations involving
an incorrect class with high loss should be penal-
ized more severely. So the cost-sensitive hierar-
chical multiclass formulation takes takes the fol-
lowing form:

min
w,ξ

1
2
||w||2 + C

n∑
i=1

ξi (2)

s.t.〈w,δΦi(y,ȳ)〉≥1− ξi
l(y,ȳ)

, (∀i,y∈Yi,ȳ∈Ȳi)
ξi ≥ 0(∀i)
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where δΦi(y, ȳ) = Φ(xi,y) − Φ(xi, ȳ),
l(y, ȳ) > 0 and Φ(x,y) is the joint feature of in-
put x and output y, which can be represented as:

Φ(x,y) = Λ(y)⊗ φ(x) (3)

where ⊗ is the tensor product. Λ(y) is the feature
representation of y.

Thus, we can classify a document x to label y?:

y? = arg max
y
F (w,Φ(x,y)) (4)

where F (·) is a map function.
There are different kinds of loss functions

l(y, ȳ).
One is thezero-one loss, l0/1(y,u) = [y 6= u].
Another is specially designed for the hierarchy

is tree loss(Dekel et al., 2004). Tree loss is defined
as the length of the path between two multilabels
with positive microlabels,

ltr = |path(i : yi = 1, j : uj = 1)| (5)

(Rousu et al., 2006) proposed a simplified ver-
sion of lH , namely lH̃ :

lĤ =
∑
j

cj [yj 6= uj&ypa(j) = upa(j)], (6)

that penalizes a mistake in a child only if the label
of the parent was correct. There are some different
choices for setting cj . One naive idea is to use
a uniform weighting (cj = 1). Another possible
choice is to divide the loss among the sibling:

croot = 1, cj = cParent(j)/(|Sib(j)|+ 1) (7)

Another possible choice is to scale the loss by the
proportion of the hierarchy that is in the subtree
T (j) rooted by j:

cj = |T (j)|/|T (root)| (8)

Using these scaling weights, the derived losses are
referred as l ˆuni,lŝib and l ˆsub respectively.

3 Hierarchical Multi-Class Text
Categorization with Global Margin
Maximization

In previous literature (Cai and Hofmann, 2004;
Tsochantaridis et al., 2005), they focused on sep-
arating the correct path from those incorrect path.
Inspired by the example in Figure 1, we emphasize

it is also important to separate the ancestor node in
the correct path from their sibling node.

The vector w can be decomposed in to the set
of wi for each node (category) in the hierarchy. In
Figure 1, the example hierarchy has 7 nodes and 4
of them are leaf nodes. The category is encode
as an integer, 1, . . . , 7. Suppose that the train-
ing pattern x belongs to category 4. Both w in
the Figure 1a and Figure 1b can successfully clas-
sify x into category 4, since F (w,Φ(x,y4)) =∑

1,2,4 〈wi,x〉 is the maximal among all the possi-
ble discriminate functions. So both learned param-
eter w is acceptable in current hierarchical support
vector machine.
Here we claim the w in Figure 1b is better than the
w in Figure 1a. Since we notice in Figure 1a, the
discriminate function 〈w2,x〉 is smaller than the
discriminate function 〈w3,x〉. The discriminate
function 〈wi,x〉 measures the similarity of x to
category i. The larger the discriminate function is,
the more similar x is to category i. Since category
2 is in the path from the root to the correct cate-
gory and category 3 is not, intuitively, x should be
closer to category 2 than category 3. But the dis-
criminate function in Figure 1a is contradictive to
this assumption. But such information is reflected
correctly in Figure 1b. So we conclude w in Fig.
1b is superior to w in 1a.

Here we propose a novel formulation to incor-
porate such information. Denote Ai as the mul-
tilabel in Yi that corresponds to the nonleaf cate-
gories and Sib(z) denotes the sibling nodes of z,
that is the set of nodes that have the same parent
with z, except z itself. Implementing the above
idea, we can get the following formulation:

min
w,ξ,ζ

1
2
‖w‖2 + C1

∑
i

ξi + C2

∑
i

ζi (9)

s.t.〈w, δΦi(y, ȳ)〉 ≥ 1− ξi
l(y, ȳ)

, (∀i, y ∈ Yi
ȳ ∈ Ȳi )

〈w, δΦi(z, z̄)〉 ≥ 1− ζi
l(z, z̄)

, (∀i, z ∈ A(i)
z̄ ∈ Sib(z)

)

ξi ≥ 0(∀i)
ζi ≥ 0(∀i)

It arrives at the following Lagrangian:
L(w, ξ1, ..., ξn, ζ1, ..., ζn)

=
1

2
‖w‖2 + C1

X
i

ξi + C2

X
i

ζi

−
X
i

X
y∈Yi
ȳ∈Ȳi

αiyȳ(〈w, δΦi(y, ȳ)〉 − 1 +
ξi

l(y, ȳ)
)
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Figure 1: Two different discriminant function in a hierarchy

−
X
i

X
z∈Ai

z̄∈Sib(z)

βizz̄(〈w, δΦi(z, z̄)〉 − 1 +
ζi

l(z, z̄)
)

−
X
i

ciξi −
X
i

diζi (10)

The dual QP becomes

max
α

Θ(α) =
∑
i

∑
y∈Yi
ȳ∈Ȳi

αiyȳ +
∑
i

∑
z∈Ai

z̄∈Sib(z)

βizz̄

−1
2

∑
i,j

∑
y∈Yi
ȳ∈Ȳi

∑
r∈Yj
r̄∈Ȳj

θ1
i,j,y,ȳ,r,r̄ (11)

−1
2

∑
i,j

∑
z∈Ai

z̄∈Sib(z)

∑
k∈Aj

k̄∈Sib(k)

θ2
i,j,z,z̄,k,k̄,

s.t.αiyȳ ≥ 0, (12)

βjzz̄ ≥ 0, (13)∑
y∈Yi
ȳ∈Ȳi

αiyȳ

l(y, ȳ)
≤ C1, (14)

∑
z∈Ai

z̄∈Sib(z)

βizz̄
l(z, z̄)

≤ C2, (15)

where θ1
i,j,y,ȳ,r,r̄ =

αiyȳαjrr̄〈δΦi(y, ȳ), δΦj(r, r̄)〉 and θ2
i,j,z,z̄,k,k̄

=
βizz̄βjkk̄〈δΦi(z, z̄), δΦj(k, k̄)〉.
3.1 Optimization Algorithm
The derived QP can be very large, since the num-
ber of α and β variables is up to O(n∗2N ), where
n is number of training pattern and N is the num-
ber of nodes in the hierarchy. But two properties
of the dual problem can be exploited to design a
much more efficient optimization.

First, the constraints in the dual problem Eq. 11
- Eq. 15 factorize over the instance index for both
α-variables and β-variables. The constraints in

Eq. 14 do not couple α-variables and β-variables
together. Further, dual variables αiyȳ and αjy′ȳ′
belonging to different training instances i and j do
not join in a same constraints. This inspired an
optimization procedure which iteratively performs
subspace optimization over all dual variables αiyȳ

belonging to the same training instance. This will
in general reduced to a much smaller QP, since
it freezes all αjyȳ with j 6= i and β-variables at
their current values. This strategy can be applied
in solving β-variables.

Secondly, the number of active constraints at the
solution is expected to be relatively small, since
only a small fraction of categories ȳ ∈ Ȳi ( or
ȳ ∈ Sib(y) when y ∈ Ai) will typically fail to
achieve the required margin. The expected sparse-
ness of the variable for the dual problem can be
exploited by employing a variable selection strat-
egy. Equivalently, this corresponds to a cutting
plane algorithm for the primal QP. Intuitively, we
will identify the most violated margin constraint
with index (i,y, ȳ) and then add the correspond-
ing variable to the optimization problem. This
means that we start with extremely sparse prob-
lems and only successively increase the number of
variables in the active set. This general approach
to deal with large linear or quadratic optimization
problems is also known as column selection. In
practice, it is often not necessary to optimize until
final convergence, which adds to the attractiveness
of this approach.

We have used the LOQO optimization package
(Vanderbei, 1999) in our experiments.

4 Experiment

We evaluate our proposed model on the section D
in the WIPO-alpha collection1, which consists of
the 1372 training and 358 testing document. The

1World Intellectual Property Organization (WIPO)
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Table 1: Prediction losses (%) obtained on WIPO.
The values per column is calculated with the dif-
ferent loss function.

XXXXXXXTrain
Test

l0/1 l∆ ltr luni lsib lsub

HSVM 48.6 188.8 94.4 97.2 5.4 7.5
l0/1 HSVM-S 48.3 186.6 93.3 96.6 5.2 7.4

HSVM 49.7 187.7 93.9 99.4 5.0 7.1
l∆ HSVM-S 47.8 165.3 89.7 90.5 4.8 6.9

HM3 70.9 167.0 - 89.1 5.0 7.0
HSVM 49.4 186.0 93.0 98.9 5.0 7.5

ltr HSVM-S 48.9 181.4 90.2 97.8 4.9 7.1
HSVM 47.2 181.0 90.5 94.4 5.0 7.0

l ˆuni HSVM-S 46.9 179.3 88.7 91.9 4.9 6.9
HM3 70.1 172.1 - 88.8 5.2 7.4
HSVM 49.4 184.9 92.5 98.9 4.8 7.4

l ˆsib HSVM-S 48.9 170.2 91.6 90.8 4.7 7.4
HM3 64.8 172.9 - 92.7 4.8 7.1
HSVM 50.6 189.9 95.0 101.1 5.2 7.5

l ˆsub HSVM-S 47.2 169.4 85.2 89.4 4.3 6.6
HM3 65.0 170.9 - 91.9 4.8 7.2

number of nodes in the hierarchy is 188, with max-
imum depth 3.

We compared the performance of our proposed
method HSVM-S with two algorithms: HSVM(Cai
and Hofmann, 2007) and HM3(Rousu et al., 2006).

4.1 Effect of Different Loss Function

We compare the methods based on different loss
functions, l0/1, l∆, ltr, lûni, lŝib and lŝub. The per-
formances for three algorithms can be seen in Ta-
ble 1. Those empty cells, denoted by “-”, are not
available in (Rousu et al., 2006).

As expected, l0/1 is inferior to other hierarchi-
cal losses by getting poorest performance in all the
testing losses, since it can not take into account the
hierarchical information between categories. The
results suggests that training with a hierarchical
losses function, like lŝib or lûni, would lead to a
better reduced l0/1 on the test set as well as in
terms of the hierarchical loss. In Table 1, we can
also point out that when training with the same
hierarchical loss, the performance of HSVM-S is
better than HSVM under the measure of most hier-
archical losses, since HSVM-S includes more hier-
archical information,the relationship between the
sibling categories, than HSVM which only separate
the leave categories.

5 Conclusion

In this paper we present a hierarchical multi-class
document categorization, which focus on maxi-
mize the margin of the classes at the different
levels in the class hierarchy. In future work, we
plan to extend the proposed hierarchical learning

method to the case where the hierarchy is a DAG
instead of tree and scale up the method further.
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Abstract 

 

We propose categories of finer-grained polari-
ty for a more effective aspect-based sentiment 
summary, and describe linguistic and ontolog-
ical clues that may affect such fine-grained po-
larity. We argue that relevance for satisfaction, 
contrastive weight clues, and certain adver-
bials work to affect the polarity, as evidenced 
by the statistical analysis. 

1 Introduction 

Sentiment analysis have been widely conducted 
in several domains such as movie reviews, prod-
uct reviews, news and blog reviews (Pang et al., 
2002; Turney, 2002). The unit of the sentiment 
varies from a document level to a sentence level 
to a phrase-level, where a more fine-grained ap-
proach has been receiving more attention for its 
accuracy. Sentiment analysis on product reviews 
identifies or summarizes sentiment from reviews 
by extracting relevant opinions about certain 
attributes of products such as their parts, or prop-
erties (Hu and Liu, 2004; Popescu and Etzioni, 
2005). Aspect-based sentiment analysis summa-
rizes sentiments with diverse attributes, so that 
customers may have to look more closely into 
analyzed sentiments (Titov and McDonald, 
2008). However, there are additional problems.  

First, it is rather hard to choose the right level 
of detail. If concepts corresponding to attributes 
are too general, the level of detail may not be so 
much finer than the ones on a document level. 
On the other hand, if concepts are too specific, 
there may be some attributes that are hardly men-
tioned in the reviews, resulting in the data 
sparseness problem. Second, there are cases 
when some crucial information is lost. For ex-

ample, suppose that two product attributes are 
mentioned in a sentence with a coordinated or 
subordinated structure. In this case, the informa-
tion about their relation may not be shown in the 
summary if they are classified into different up-
per-level attributes. Consider (1).  
 

(1) a. 옷은 맞지만/맞긴 한데, 색상이 너무 
어두워요. osun macciman, sayksangi nemwu 
etwuweyo. ‘It fits me okay, but the color is too 
dark.’ (size: barely positive, color: negative)  
b. 생각보다 좀 얇지만, 안에 받쳐 입는 
거니까 나름 괜찮은거 같아요. sayngkakpota 
com yalpciman, aney patchye ipnun kenikka 
nalum kwaynchanhunke kathayo. ‘It’s a bit 
thinner than I thought, but it is good enough 
for layering.’ (thickness: negative but accepta-
ble, overall: positive) 

 

Example (1) shows sample customer reviews 
about clothes, each first in Korean, followed by a 
Yale Romanized form, and an English translation. 
Note that the weight of the polarity in the senti-
ment about size e.g. in (1a) is overcome by the 
one about color. However, if the overall senti-
ment is computed by considering only the num-
ber of semantically identical phrases in the re-
views, it misses the big picture.  

In particular, when opinions regarding 
attributes are described with respect to expres-
sions whose polarities are dependent on the spe-
cific contexts such as the weather or user prefe-
rence, an overestimated or underestimated 
weight of the sentiment for each attribute may be 
assigned. In our example, 얇다/yalpta/‘thin’ has 
an ambiguous polarity, i.e., either positive or 
negative, whose real value depends on the ex-
pected utility of the clothes. In this case, the neg-
ative polarity is the intended one, as shown in 
(1b). In order to reflect this possibility, we need 
to adjust the weight of each polarity accordingly.   

In this paper, we propose to look into the kind 
of linguistic and ontological clues that may in-
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fluence the use of polarities, or the relevance for 
‘satisfaction of purchase’ inspired by Kano’s 
theory of quality element classification (Huisko-
nen and Pirttila, 1998), the conceptual granulari-
ties, and such syntactic and lexical clues as con-
junction items and adverbs. They may play sig-
nificant roles in putting together the identified 
polarity information, so as to assess correctly 
what the customers consider most important. We 
conducted several one-way Analysis of Variance 
(ANOVA) tests to identify the effects of each 
clue on deriving categories of polarity and quan-
tification method 2 to see whether these clues 
can distinguish fine-grained polarities correctly.  

Section 2 introduces categories of polarity. 
Section 3 analyzes ontological and linguistic 
clues for identifying the proper category. Section 
4 describes our method to extract such clues for a 
statistical analysis. Section 5 discusses the results 
of the analysis and implications of the results. 
Section 6 concludes the paper. 

2 Categories of polarity 

We suggest two more fine-grained categories of 
polarity, or ‘barely positive’ (BP) and ‘accepta-
bly negative’ (AN), in addition to positive (P), 
negative (N) and neutral (NEU). We distinguish 
‘barely positive’ from normal positive and dis-
tinguish ‘acceptably negative’ from normal nega-
tive in order to derive finer-grained sentiments. 
Wilson and colleagues (2006) identified the 
strength of news articles in the MPQA corpus, 
where they separated intensity (low, medium, 
high) from categories (private states). For the 
purpose of identifying each attribute’s contribu-
tion to the satisfaction after purchase, we believe 
that it is not necessary to have so many degrees 
of intensity. We argue that the polarity of ‘barely 
positive’ may hold attributes that must be satis-
fied and that ‘acceptably negative’ may hold 
those that are somewhat optional.  

3 Linguistic and Ontological Analyses  

In this section, we discuss linguistic and ontolog-
ical clues that influence the process of identify-
ing finer-grained polarity. For the purpose of ex-
position, we build hierarchical and aspect-based 
review structure as shown in Figure 1. Major 
aspects include Price, Delivery, Service, and 
Product. If we go down another level, Product is 
divided into Quality and Comfortableness. In 
defining relevant attributes, we consider all the 
lower-level concepts of major aspects, which 

contain the characteristics of the product with a 
description of the associated sentiment. 

 

 
Figure 1. Review structure 

 

Relevance for Satisfaction: We consider re-
levant attributes that affect the quality and satis-
faction of the products as one of the important 
clues. Quality elements classified by Kano as 
shown in Table 1 can be base indicators of rele-
vant attributes for satisfaction in real review text. 
For example, while completeness of the product 
may become crucial if the product has a defect, it 
is usually not the case that it would contribute 
much to the overall satisfaction of the customer.  
 

Quality Elements  Example features 
Must-be Quality (MQ) Durability, Completeness
1-dimension Quality (1DQ) Design, Color, Material 
Attractive Quality (AQ) Luxurious look 

Table 1. Kano's Quality Elements  
 

Conceptual Granularity: The concepts cor-
responding to attributes have a different level of 
detail. If the customer wants to comment on 
some attributes in detail, she could use a fine-
grained concept (e.g., the width of the thigh part 
of the pants) rather than a coarse-grained one 
(e.g., just the size of the pants). To deal properly 
with the changing granularity of such concepts, 
we constructed a domain specific semi-
hierarchical network for clothes of the Clothing-
Type structure, in addition to the Review struc-
ture, by utilizing hierarchical category informa-
tion in online shopping malls.  Figure 2 shows an 
example for “pants”.  
 

ClothingType

Bottom

Pants

Sub_f Sub_p

Thigh CalfWaistHip

Length+
Material+

Design:
Line+

Design:
Pattern*

Design:
Style*

Color

Size

Design:
Detail*

 
Figure 2. ClothingType structure for pants 

 

Syntactic and Lexical Clues: Descriptions of 
each attribute in the reviews are often expressed 
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in a phrase or clause, so that conjunctions, or 
endings of a word with a conjunctive marker in 
Korean, play a significant role in connecting one 
attribute to another. They also convey a subtle 
meaning of the sentiment about relations be-
tween two or more connected attributes. We 
classified such syntactic clues into 4 groups of 
likeness (L), contrary (C), cause-effect (CE), and 
contrary with contrastive markers (CC).  

Wilson and colleagues (2006) selected some 
syntactic clues as features for intensity classifica-
tion. The selected features are shown to improve 
the accuracy, but the set of clues may vary to the 
nature of the given corpus, so that some other-
wise useful clues that reflect a particular focused 
structure may not be selected. We argue that 
some syntactic clues such as the use of certain 
conjunctions can be identified manually to make 
up for the limitation of feature selection.    

Adverbs modifying adjectives or verbs such as 
too, and very also strengthen the polarity of a 
given sentiment, so such clues work to differen-
tiate normal positive or negative from ‘barely 
positive’ and ‘acceptably negative’. Table 2 
summarizes linguistic clues in the present analy-
sis. 
 

Clues  Examples 
CONJ/ 
END 

L -고 -ko ‘and’ 
C -지만 -ciman ‘but’, 

그러나 kulena ‘however’ 
CE -어서 -ese ‘so’, 그래서 

kulayse ‘therefore’ 
CC -긴 –지만 -kin -ciman  ‘It’s 

…, ‘but’, ‘though’ 
ADV Strong 매우 maywu ‘very’, 

너무 nemwu ‘too’  
Mild 좀 com ‘a little’ 

Table 2. Syntactic and Lexical Clues 
 

All these three types of clue that appear in the 
review text may interact with one another. For 
example, attributes with ‘barely positive’ tend to 
be described with a concept on a coarse level, 
and may belong to Must-be Quality (e,g.,  size in 
(1a)). However, if such attributes are negative, 
customers may explain them with a very fine-
grained concept (e.g., the width of thigh is okay, 
but the calf part is too wide; interaction between 
relevance for satisfaction and conceptual granu-
larity). They may also use adverbs such as ‘too’ 
to emphasize such unexpected polarity informa-
tion. For emphasis, a contrastive structure can be 
used to indicate which attribute has a more 
weight (e.g., ‘A but B’; interaction between syn-
tactic clues and relevance for satisfaction). In 

addition, an unfocused attribute A may be the 
attribute with ‘acceptably negative’ if the polari-
ty of the attribute B is positive. We believe that 
the interaction between lexical and syntactic 
clues and relevance for satisfaction are the most 
important and that this correlation information 
may be utilized with such fine-grained polarity 
as ‘barely positive’ or ‘acceptably negative’.  

4 Clue Acquisition 

We acquired data semi-automatically for each 
clue from the extracted attributes and their de-
scriptions from 500 product reviews of several 
types of pants and annotated polarities manually. 
We obtained raw text reviews from one of the 
major online shopping malls in Korea1 and per-
formed a morphology analysis and POS-tagging. 
After POS-tagging, we collected all the noun 
phrases as candidates of attributes. We regarded 
some of them as attributes with the following 
guidelines and filtered out the rest: 1) NP with 
frequent adjectives 2) NP with frequent non-
functional and intransitive verbs. In the case of 
subject omission, we converted adjectives or 
verbs into their corresponding nouns, such as 
‘thin’ into ‘thickness’. Hu and Liu (2004) identi-
fied attributes of IT products based on frequent 
noun phrases and Popescu and Etzioni (2005) 
utilized PMI values between product class (ho-
tels and scanners) and some phrases including 
product. In our case, we used attributes that be-
long only to the Product concept in the Review 
structure, because most attributes we consider 
are sub-types or sub-attribute of Product. The 
total number of <attribute, polarity> pairs is 474. 

For relevance for satisfaction, we converted 
extracted attributes into one of the types of Ka-
no’s quality elements by the mapping table we 
built. For conceptual granularity we regarded all 
the attributes with a depth less than 2 as ‘coarse’ 
and those more than 2 as ‘fine’. Syntactic and 
lexical clues are identified from the context in-
formation around extracted adjective or verbs by 
the patterns based on POS information. 

5 Statistical Analysis and Discussion 

We conducted one-way Analysis of Variance 
(ANOVA) tests using relevance for satisfaction 
(ReV), conceptual granularity (Granul), and two 
linguistic clues, ADV and CONJ/END, in order 
to assess the effects of each clue on identifying 
categories of polarity. The ANOVA suggests 

                                                 
1 http://www.11st.co.kr 
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reliable effects of ReV (F(2,474) = 22.2; p 
= .000), ADV (F(2, 474) = 41.3; p = .000), and 
CONJ/END (F(3, 474) = 6.1; p = .000).  We also 
performed post-hoc tests to test significant dif-
ferences. For ReV, there are significant differ-
ences between ‘MQ’ and ‘1DQ’ (p=.000), and 
between ‘MQ’ and ‘AQ’ (p =.032). AQ is related 
to ‘positive’ and MQ to ‘acceptably negative’ by 
the result. For ADV, there are significant differ-
ences between all pairs (p <.05). For CONJ/END, 
there are significant differences between ‘like-
ness’ and ‘contrary’ (p = .015), and between 
‘likeness’ and ‘contrary with contrastive mark-
ers’ (p = .025).  The ‘contrary’ and ‘contrary 
with contrastive markers’ types of conjunctions 
are related to ‘acceptably negative’.  

We also conducted Quantification method 2 to 
see if these clues can discriminate between BP 
and P and discriminate between AN and N. The 
regression equation for distinguishing AN from 
N is statistically significant at the 5% level 
(F(7,177) = 12,2; R2=0.335; Std. error of the es-
timate =  0.821; error rate for discriminant = 
0.21). The coefficients for ‘mild’ (t2=30.8), ‘con-
trary’ (t2=17.8) and ‘contrary with contrastive 
markers’ (t2=14.1) are significant.  

The results lead us to conclude that we can 
identify ‘acceptably negative’ from the clothes 
reviews by extracting the particular lexical clue, 
adverbs of ‘mild’ category and syntactic clue, 
such as conjunctions of ‘contrary’, and ‘contrary 
with contrastive markers’, or contrastive weight. 
This clue may convey the customer’s argumenta-
tive intention toward the product, or argumenta-
tive orientation, for instance, A and B in ‘A but B. 
C’ have different influence on the following dis-
course C (Elhadad and McKeown, 1990). 

Although ‘contrary with contrastive markers’ 
plays an important role in identifying ‘acceptably 
negative’, it could also be used to identify anoth-
er type of ‘positive’ as shown in  example (2).  
 

(2) 좀 두껍다는 생각이 듭니다. 그래도 

따뜻하긴 하네요. com twukkeptanun sayng-
kaki tupnita. kulayto ttattushakin haneyyo. ‘It 
is a bit thick, but it keeps me warm.’ 

 

It is a positive feature, but neither fully positive 
nor barely positive. It seems to be somewhere in-
between. The order of appearance in reviews 
may also affect the strength of polarity.  In addi-
tion, particular cue phrases such as ~것만 
빼고/kesman ppayko/‘except that …’ can also 
convey ‘acceptably negative’, too.  
  In the future, we need to assess the importance 
of each proposed clue relative to others and to 

the existing ones. We also need to investigate the 
nature of interactions among linguistic, ontologi-
cal and relevance for satisfaction clues, which 
may influence the actual performance for identi-
fying finer-grained polarity.  

6 Conclusion and Future Work 

We proposed further categories of polarity in 
order to make aspect-based sentiment summary 
more effective. Our linguistic and ontological 
analyses suggest that there are clues, such as ‘re-
levance for satisfaction’, ‘contrastive weight’ and 
certain adverbials, that work to affect polarity in 
a more subtle but crucial manner, as evidenced 
also by the statistical analysis.  We plan to find 
out product attributes that contribute most to 
modeling the interaction among the proposed 
clues in effective sentiment summarization. 
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Abstract

We investigate the automatic detection of
sentences containing linguistic hedges us-
ing corpus statistics and syntactic pat-
terns. We take Wikipedia as an already
annotated corpus using its tagged weasel
words which mark sentences and phrases
as non-factual. We evaluate the quality of
Wikipedia as training data for hedge detec-
tion, as well as shallow linguistic features.

1 Introduction

While most research in natural language process-
ing is dealing with identifying, extracting and clas-
sifying facts, recent years have seen a surge in re-
search on sentiment and subjectivity (see Pang &
Lee (2008) for an overview). However, even opin-
ions have to be backed up by facts to be effective
as arguments. Distinguishing facts from fiction re-
quires to detect subtle variations in the use of lin-
guistic devices such as linguistic hedges which in-
dicate that speakers do not back up their opinions
with facts (Lakoff, 1973; Hyland, 1998).

Many NLP applications could benefit from
identifying linguistic hedges, e.g. question an-
swering systems (Riloff et al., 2003), information
extraction from biomedical documents (Medlock
& Briscoe, 2007; Szarvas, 2008), and deception
detection (Bachenko et al., 2008).

While NLP research on classifying linguistic
hedges has been restricted to analysing biomedi-
cal documents, the above (incomplete) list of ap-
plications suggests that domain- and language-
independent approaches for hedge detection need
to be developed. We investigate Wikipedia as a
source of training data for hedge classification. We
adopt Wikipedia’s notion ofweasel wordswhich
we argue to be closely related to hedges and pri-
vate states. Many Wikipedia articles contain a spe-
cific weasel tag, so that Wikipedia can be viewed

as a readily annotated corpus. Based on this data,
we have built a system to detect sentences that
contain linguistic hedges. We compare a base-
line relying on word frequency measures with one
combining word frequency with shallow linguistic
features.

2 Related Work

Research on hedge detection in NLP has been fo-
cused almost exclusively on the biomedical do-
main. Light et al. (2004) present a study on an-
notating hedges in biomedical documents. They
show that the phenomenon can be annotated ten-
tatively reliably by non-domain experts when us-
ing a two-way distinction. They also perform first
experiments on automatic classification.

Medlock & Briscoe (2007) develop a weakly
supervised system for hedge classification in a
very narrow subdomain in the life sciences. They
start with a small set of seed examples known
to indicate hedging. Then they iterate and ac-
quire more training seeds without much manual
intervention (step 2 in their seed generation pro-
cedure indicates that there is some manual inter-
vention). Their best system results in a 0.76 pre-
cision/recall break-even-point (BEP). While Med-
lock & Briscoe use words as features, Szarvas
(2008) extends their work to n-grams. He also ap-
plies his method to (slightly) out of domain data
and observes a considerable drop in performance.

3 Weasel Words

Wikipedia editors are advised to avoidweasel
words, because they “offer an opinion without re-
ally backing it up, and . . . are really used to ex-
press a non-neutral point of view.”1 Examples
for weasel words as given by the style guide-

1http://en.wikipedia.org/wiki/
Wikipedia:Guide_to_writing_better_
articles
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lines2 are: “Some people say . . . ”, “I think . . . ”,
“Clearly . . . ”, “. . . is widely regarded as . . . ”,
“It has been said/suggested/noticed . . . ”, “It may
be that . . . ” We argue that this notion is sim-
ilar to linguistic hedging, which is defined by
Hyland (1998) as “. . . any linguistic means used
to indicate either a) a lack of complete com-
mitment to the truth value of an accompany-
ing proposition, or b) a desire not to express
that commitment categorically.” The Wikipedia
style guidelines instruct editors to, if they notice
weasel words, insert a{{weasel-inline}} or
a{{weasel-word}} tag (both of which we will
hereafter refer to as weasel tag) to mark sentences
or phrases for improvement, e.g.

(1) Others argue {{weasel-inline}} that
the news media are simply catering
to public demand.

(2) ...therefore America is viewed by
some {{weasel-inline}} technology
planners as falling further behind
Europe ...

4 Data and Annotation

Weasel tags indicate that an article needs to be im-
proved, i.e., they are intended to be removed after
the objectionable sentence has been edited. This
implies that weasel tags are short lived, very sparse
and that – because weasels may not have been
discovered yet – not all occurrences of linguistic
hedges are tagged. Therefore we collected not one
but several Wikipedia dumps3 from the years 2006
to 2008. We extracted only those articles that con-
tained the string{{weasel. Out of these articles,
we extracted 168,923 unique sentences containing
437 weasel tags.

We use the dump completed on July 14, 2008
as development test data. Since weasel tags are
very sparse, any measure of precision would have
been overwhelmed by false positives. Thus we
created a balanced test set. We chose one random,
non-tagged sentence per tagged sentence, result-
ing (after removing corrupt data) in a set of 500
sentences. We removed formatting, comments and
links to references from all dumps. As testing data
we use the dump completed on March 6, 2009.
It comprises 70,437 sentences taken from articles
containing the string{{weasel with 328 weasel

2http://en.wikipedia.org/wiki/
Wikipedia:Avoid_weasel_words

3http://download.wikipedia.org/

S M C
K 0.45 0.71 0.6
S 0.78 0.6
M 0.8

Table 1: Pairwise inter-annotator agreement

tags. Again, we created a balanced set of 500 sen-
tences.

As the number of weasel tags is very low con-
sidering the number of sentences in the Wikipedia
dumps, we still expected there to be a much higher
number of potential weasel words which had not
yet been tagged leading to false positives. There-
fore, we also annotated a small sample manu-
ally. One of the authors, two linguists and one
computer scientist annotated 100 sentences each,
50 of which were the same for all annotators to
enable measuring agreement. The annotators la-
beled the data independently and following anno-
tation guidelines which were mainly adopted from
the Wikipedia style guide with only small adjust-
ments to match our pre-processed data. We then
usedCohen’s Kappa(κ) to determine the level
of agreement (Carletta, 1996). Table 4 shows the
agreement between each possible pair of annota-
tors. The overall inter-annotator agreement was
κ = 0.65, which is similar to what Light et al.
(2004) report but worse than Medlock & Briscoe’s
(2007) results. As Gold standard we merged all
four annotations sets. From the 50 overlapping in-
stances, we removed those where less than three
annotators had agreed on one category, resulting
in a set of 246 sentences for evaluation.

5 Method

5.1 Words Preceding Weasel Tags

We investigate the five words occurring right be-
fore each weasel tag in the corpus (but within the
same sentence), assuming that weasel phrases con-
tain at most five words and weasel tags are mostly
insertedbehindweasel words or phrases.

Each word within these 5-grams receives an in-
dividual score, based a) on the relative frequency
of this word in weasel contexts and the corpus in
general and b) on the average distance the word
has to a weasel tag, if found in a weasel context.
We assume that a word is an indicator for a weasel
if it occurs close before a weasel tag. The final
scoring function for each word in the training set
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is thus:

Score(w) = RelF (w) + AvgDist(w) (1)

with

RelF (w) =
W (w)

log2(C(w))
(2)

and

AvgDist(w) =
W (w)∑W (w)

j=0 dist(w, weaseltagj)
(3)

W (w) denotes the number of times wordw oc-
curred in the context of a weasel tag, whereas
C(w) denotes the total number of timesw oc-
curred in the corpus. The basic idea of theRelF
score is to give those words a high score, which oc-
cur frequently in the context of a weasel tag. How-
ever, due to the sparseness of tagged instances,
words that occur with a very high frequency in the
corpus automatically receive a lower score than
low-frequent words. We use the logarithmic func-
tion to diminish this effect.

In equation 3, for each weasel contextj,
dist(w, weaseltagj) denotes the distance of word
w to the weasel tag inj. A word that always ap-
pears directly before the weasel tag will receive
an AvgDist value of 1, a word that always ap-
pears five words before the weasel tag will receive
anAvgDist value of 1

5 . The score for each word
is stored in a list, based on which we derive the
classifier (words preceding weasel (wpw)): Each
sentenceS is classified by

S → weasel if wpw(S) > σ (4)

whereσ is an arbitrary threshold used to control
the precision/recall balance andwpw(S) is the
sum of scores over all words inS, normalized by
the hyperbolic tangent:

wpw(S) = tanh
|S|∑
i=0

Score(wi) (5)

with |S| = the number of words in the sentence.

5.2 Adding shallow linguistic features

A great number of the weasel words in Wikipedia
can be divided into three categories:

1. Numerically underspecified subjects (“Some
people”, “Experts”, “Many” )

2. Passive constructions (“It is believed”, “It is
considered”)

3. Adverbs (“Often”, “Probably” )

We POS-tagged the test data with the TnT tagger
(Brants, 2000) and developed finite state automata
to detect such constellations. We combine these
syntactic patterns with the word-scoring function
from above. If a pattern is found, only the head
of the pattern (i.e., adverbs, main verbs for passive
patterns, nouns and quantifiers for numerically un-
derspecified subjects) is assigned a score. The
scoring functionadding syntactic patterns (asp)
for each sentence is:

asp(S) = tanh
headsS∑

i=0

Score(wi) (6)

where headsS = the number of pattern heads
found in sentenceS.

6 Results and Discussion

Both, the classifier based onwords preceding
weasel (wpw)and the one based onadded syntac-
tic patterns (asp)perform comparably well on the
development test data.wpw reaches a 0.69 preci-
sion/recall break-even-point (BEP) with a thresh-
old ofσ = 0.99, whileaspreaches a 0.70 BEP with
a threshold ofσ = 0.76.

Applied to the test data these thresholds yield an
F-Score of 0.70 forwpw(prec. = 0.55/rec. = 0.98)
and an F-score of 0.68 (prec. = 0.69/rec. = 0.68)
for asp(Table 2 shows results at a few fixed thresh-
olds allowing for a better comparison). This indi-
cates that the syntactic patterns do not contribute
to the regeneration of weasel tags. Word frequency
and distance to the weasel tag are sufficient.

The decreasing precision of both approaches
when trained on more tagged sentences (i.e., com-
puted with a higher threshold) might be caused by
the great number of unannotated weasel words. In-
deed, an investigation of the sentences scored with
the added syntactic patterns showed that many
high-ranked sentences were weasels which had
not been tagged. A disadvantage of the weasel
tag is its short life span. The weasel tag marks a
phrase that needs to be edited, thus, once a weasel
word has been detected and tagged, it is likely to
get removed soon. The number of tagged sen-
tences is much smaller than the actual number of
weasel words. This leads to a great number of
false positives.
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σ .60 .70 .76 .80 .90 .98
balanced set

wpw .68 .68 .68 .69 .69 .70
asp .67 .68 .68 .68 .61 .59

manual annot.
wpw - .59 - - - .59
asp .68 .69 .69 .69 .70 .65

Table 2: F-scores at different thresholds (bold at
the precision/recall break-even-points determined
on the development data)

The difference betweenwpw andaspbecomes
more distinct when the manually annotated data
form the test set. Hereaspoutperformswpw by
a large margin, though this is also due to the fact
that wpw performs rather poorly.asp reaches an
F-score of 0.69 (prec. = 0.61/rec. = 0.78), while
wpwreaches only an F-Score of 0.59 (prec. = 0.42/
rec. = 1). This suggests that the added syntactic
patterns indeed manage to detect weasels that have
not yet been tagged.

When humans annotate the data they not only
take specific words into account but the whole
sentence, and this is why the syntactic patterns
achieve better results when tested on those data.
The word frequency measure derived from the
weasel tags is not sufficient to cover this more in-
telligible notion of hedging. If one is to be re-
stricted to words, it would be better to fall back
to the weakly supervised approaches by Medlock
& Briscoe (2007) and Szarvas (2008). These ap-
proaches could go beyond the original annotation
and learn further hedging indicators. However,
these approaches are, as argued by Szarvas (2008)
quite domain-dependent, while our approach cov-
ers the entire Wikipedia and thus as many domains
as are in Wikipedia.

7 Conclusions

We have described a hedge detection system based
on word frequency measures and syntactic pat-
terns. The main idea is to use Wikipedia as a read-
ily annotated corpus by relying on its weasel tag.
The experiments show that the syntactic patterns
work better when using a broader notion of hedg-
ing tested on manual annotations. When evalu-
ating on Wikipedia weasel tags itself, word fre-
quency and distance to the tag is sufficient.

Our approach takes a much broader domain into
account than previous work. It can also easily be
applied to different languages as the weasel tag ex-
ists in more than 20 different language versions of

Wikipedia. For a narrow domain, we suggest to
start with our approach for deriving a seed set of
hedging indicators and then to use a weakly super-
vised approach.

Though our classifiers were trained on data
from multiple Wikipedia dumps, there were only
a few hundred training instances available. The
transient nature of the weasel tag suggests to
use the Wikipedia edit history for future work,
since the edits faithfully record all occurrences of
weasel tags.
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Abstract

This paper proposes a method to ex-
tract product features from user reviews
and generate a review summary. This
method only relies on product specifica-
tions, which usually are easy to obtain.
Other resources like segmenter, POS tag-
ger or parser are not required. At fea-
ture extraction stage, multiple specifica-
tions are clustered to extend the vocabu-
lary of product features. Hierarchy struc-
ture information and unit of measurement
information are mined from the specifi-
cation to improve the accuracy of feature
extraction. At summary generation stage,
hierarchy information in specifications is
used to provide a natural conceptual view
of product features.

1 Introduction

Review mining and summarization aims to extract
users’ opinions towards specific products from
reviews and provide an easy-to-understand sum-
mary of those opinions for potential buyers or
manufacture companies. The task of mining re-
views usually comprises two subtasks: product
features extraction and summary generation.

Hu and Liu (2004a) use association mining
methods to find frequent product features and use
opinion words to predict infrequent product fea-
tures. A.M. Popescu and O. Etzioni (2005) pro-
poses OPINE, an unsupervised information ex-
traction system, which is built on top of the Kon-
wItAll Web information-extraction system. In or-
der to reduce the features redundancy and pro-
vide a conceptual view of extracted features, G.
Carenini et al. (2006a) enhances the earlier work
of Hu and Liu (2004a) by mapping the extracted
features into a hierarchy of features which de-
scribes the entity of interest. M. Gamon et al.

(2005) clusters sentences in reviews, then label
each cluster with a keyword and finally provide
a tree map visualization for each product model.
Qi Su et al. (2008) describes a system that clus-
ters product features and opinion words simulta-
neously and iteratively.

2 Our Approach

To generate an accurate review summary for a
specific product, product features must be iden-
tified accurately. Since product features are of-
ten domain-dependent, it is desirable that the fea-
tures extraction system is as flexible as possible.
Our approach are unsupervised and relies only on
product specifications.

2.1 Specification Mining
Product specifications can usually be fetched from
web sites like Amazon automatically. Those mate-
rials have several characteristics that are very help-
ful to review mining:

1. Nicely structured, provide a natural concep-
tual view of products;

2. Include only relevant information of the
product and contain few noise words;

3. Except for the product feature itself, usually
also provide a unit to measure this feature.

A typical mobile phone specification is partially
given below:

• Physical features

– Form: Mono block with full keyboard
– Dimensions: 4.49 x 2.24 x 0.39 inch
– Weight: 4.47 oz

• Display and 3D

– Size: 2.36 inch
– Resolution: 320 x 240 pixels (QVGA)
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2.2 Architecture

The architecture of our approach. is depicted in
Figure 1. We first retrieve multiple specifications
from various sources like websites, user manu-
als etc. Then we run clustering algorithms on
the specifications and generate a specification tree.
And then we use this specification tree to extract
features from product reviews. Finally the ex-
tracted features are presented in a tree form.

Specifications Reviews

            Appearance

            Size

              Thickness

            Price

             ...

Size

Price

Thickness

...

2 Feature

Extraction

           Size: small

                  Thickness: thin

            price: low

1 Clustering

3 Summary

Generation

Figure 1: Architecture Overview

2.3 Specification Clustering

Usually, each product specification describes a
particular product model. Some features are
present in every product specification. But there
are cases that some features are not available in all
specifications. For instance, “WiFi” features are
only available in a few mobile phones specifica-
tions. Also, different specifications might express
the same features with different words or terms.
So it is necessary to combine multiple specifica-
tions to include all possible features. Clustering
algorithm can be used to combine specifications.

We propose an approach that takes following in-
herent information of specifications into account:

• Hierarchy structure: Positions of features
in hierarchy reflect relationships between fea-
tures. For example, “length”, “width” feature
are often placed under “size” feature.

• Unit of measurement: Similar features are
usually measured in similar units. Though
different specification might refer the same
feature with different terms, the units of mea-
surement used to describe those terms are
usually the same. For example, “dimension”
and “size” are different terms, but they share
the same unit “mm” or “inch”.

Naturally, a product can be viewed as a tree of
features. The root is the product itself. Each node
in the tree represents a feature in the product. A
complex feature might be conceptually split into
several simple features. In this case, the complex
feature is represented as a parent and the simple
features are represented as its children.

To construct such a product feature tree, we
adopt the following algorithm:

• Parse specifications: We first build a dic-
tionary for common units of measurement.
Then for every specification, we use regular
expression and unit dictionary to parse it to a
tree of (feature, unit) pairs.

• Cluster specification trees: Given multiple
specification trees, we cluster them into a sin-
gle tree. Similarities between features are a
combination of their lexical similarity, unit
similarity and positions in hierarchy:

Sim(f1, f2) =Simlex(f1, f2)
+ Simunit(f1, f2)
+ α ∗ Simparent(f1, f2)
+ (1− α) ∗ Simchildren(f1, f2)

The parameter α is set to 0.7 empirically. If
Sim(f1, f2) is larger than 5, we merge fea-
tures f1 and f2 together.

After clustering, we can get a specification tree
resembles the one in subsection 2.1. However,
this specification tree contains much more features
than any single specification.

2.4 Features Extraction
Features described in reviews can be classified into
two categories: explicit features and implicit fea-
tures (Hu and Liu, 2004a). In the following sec-
tions, we describe methods to extract features in
Chinese product reviews. However, these meth-
ods are designed to be flexible so that they can be
easily adapted to other languages.
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2.4.1 Explicit Feature Extraction

We generate bi-grams in character level for every
feature in the specification tree, and then match
them to every sentence in the reviews. There might
be cases that some bi-grams would overlap or con-
catenated. In these cases, we join those bi-grams
together to form a longer expression.

2.4.2 Implicit Feature Extraction

Some features are not mentioned directly but can
be inferred from the text. Qi Su et al. (2008) in-
vestigates the problem of extracting those kinds
of features. There approach utilizes the associa-
tion between features and opinion words to find
implicit features when opinion words are present
in the text. Our methods consider another kind of
association: the association between features and
units of measurement. For example, in the sen-
tence “A mobile phone with 8 mega-pixel, not very
common in the market.” feature name is absent in
the sentence, but the unit of measurement “mega
pixel” indicates that this sentence is describing the
feature “camera resolution”.

We use regular expression and dictionary of unit
to extract those features.

2.5 Summary Generation

There are many ways to provide a summary. Hu
and Liu (2004b) count the number of positive and
negative review items towards individual feature
and present these statistics to users. G. Carenini
et al. (2006b) and M. Gamon et al. (2005) both
adopt a tree map visualization to display features
and sentiments associated with features.

We adopt a relatively simple method to generate
a summary. We do not predict the polarities of the
user’s overall attitudes towards product features.
Predicting polarities might entail the construction
of a sentiment dictionary, which is domain depen-
dent. Also, we believe that text descriptions of fea-
tures are more helpful to users. For example, for
feature “size”, descriptions like “small” and “thin”
are more readable than “positive”.

Usually, the words used to describe a product
feature are short. For each product feature, we re-
port several most frequently occurring uni-grams
and bi-grams as the summary of this feature. In
Figure 2, we present a snippet of a sample sum-
mary output.

• mobile phone: not bad, expensive 
o appearance: cool 

� color: white 
� size: small, thin 

o camera functionality: so-so, acceptable 
� picture quality: good 
� picture resolution: not high 

o entertainment functionality: powerful 
� game: fun, simple 

Figure 2: A Summary Snippet

3 Experiments

In this paper, we mainly focus on Chinese prod-
uct reviews. The experimental data are retrieved
from ZOL websites (www.zol.com.cn). We
collected user reviews on 2 mobile phones, 1 digi-
tal camera and 2 notebook computers. To evaluate
performance of our algorithm on real-world data,
we do not perform noise word filtering on these
data. Then we have a human tagger to tag features
in the user reviews. Both explicit features and im-
plicit features are tagged.

No. of Clustering Mobile Digital Notebook
Specifications Phone Camera Computer

1 153 101 102
5 436 312 211

10 520 508 312

Table 1: No. of Features in Specification Trees.

The specifications for all 3 kinds of products
are retrieved from ZOL, PConline and IT168 web-
sites. We run the clustering algorithm on the spec-
ifications and generate a specification tree for each
kind of product. Table 1 shows that our clustering
method is effective in collecting product features.
The number of features increases rapidly with the
number of specifications input into clustering al-
gorithm. When we use 10 specifications as input,
the clustering methods can collect several hundred
features.

Then we run our algorithm on the data and eval-
uate the precision and recall. We also run the al-
gorithms described in Hu and Liu (2004a) on the
same data as the baseline.

From Table 2, we can see the precision of base-
line system is much lower than its recall. Examin-
ing the features extracted by baseline system, we
find that many mistakenly recognized features are
high-frequency words. Some of those words ap-
pear many times in text. They are related to prod-
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Product Model
No. of Hu and Liu’s Approach the Proposed Approach

Features Precision Recall F-measure Precision Recall F-measure
Mobile Phone 1 507 0.58 0.74 0.65 0.69 0.78 0.73
Mobile Phone 2 477 0.59 0.65 0.62 0.71 0.77 0.74
Digital camera 86 0.56 0.68 0.61 0.69 0.78 0.73
Notebook Computer 1 139 0.41 0.63 0.50 0.70 0.74 0.72
Notebook Computer 2 95 0.71 0.88 0.79 0.76 0.88 0.82

Table 2: Precision and Recall of Product Extraction.

uct but are not considered to be features. Some
examples of these words are “advantages”, “dis-
advantages” and “good points” etc. And many
other high-frequency words are completely irrel-
evant to product reviews. Those words include
“user”, “review” and “comment” etc. In contrast,
our approach recognizes features by matching bi-
grams to the specification tree. Because those
high-frequency words usually are not present in
specifications. They are ignored by our approach.
Thus from Table 2, we can conclude that our ap-
proach could achieve a relatively high precision
while keep a high recall.

Product Model Precision
Mobile Phone 1 0.78
Mobile Phone 2 0.72
Digital camera 0.81

Notebook Computer 1 0.73
Notebook Computer 2 0.74

Table 3: Precision of Summary.

After the summary is given, for each word in
summary, we ask one person to decide whether
this word correctly describe the feature. Table 3
gives the summary precision for each product
model. In general, on-line reviews have several
characteristics in common. The sentences are usu-
ally short. Also, words describing features usu-
ally co-occur with features in the same sentence.
Thus, when the features in a sentence are correctly
recognized, Words describing those features are
likely to be identified by our methods.

4 Conclusion

In this paper, we describe a simple but effective
way to extract product features from user reviews
and provide an easy-to-understand summary. The
proposed approach is based only on product spec-
ifications. The experimental results indicate that
our approach is promising.

In future works, we will try to introduce other
resources and tools into our system. We will also
explore different ways of presenting and visualiz-
ing the summary to improve user experience.
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Abstract 

Automatic key phrase extraction is funda-
mental to the success of many recent digital 
library applications and semantic information 
retrieval techniques and a difficult and essen-
tial problem in Vietnamese natural language 
processing (NLP). In this work, we propose a 
novel method for key phrase extracting of 
Vietnamese text that exploits the Vietnamese 
Wikipedia as an ontology and exploits spe-
cific characteristics of the Vietnamese lan-
guage for the key phrase selection stage. We 
also explore NLP techniques that we propose 
for the analysis of Vietnamese texts, focusing 
on the advanced candidate phrases recogni-
tion phase as well as part-of-speech (POS) 
tagging. Finally, we review the results of sev-
eral experiments that have examined the im-
pacts of strategies chosen for Vietnamese key 
phrase extracting.  

1 Introduction 

Key phrases, which can be single keywords or 
multiword key terms, are linguistic descriptors of 
documents. They are often sufficiently informa-
tive to allow human readers get a feel for the es-
sential topics and main content included in the 
source documents. Key phrases have also been 
used as features in many text-related applications 
such as text clustering, document similarity 
analysis, and document summarization. Manu-
ally extracting key phrases from a number of 
documents is quite expensive. Automatic key 
phrase extraction is a maturing technology that 
can serve as an efficient and practical alternative. 
In this paper, we present an ontology-based ap-
proach to building a Vietnamese key phrase ex-
traction system for Vietnamese text. The rest of 
the paper is organized as follows: Section 2 
states the problem as well as describes its scope, 
Section 3 introduces resources of information in 

Wikipedia that are essential for our method, Sec-
tion 4 describes extraction of titles and its cate-
gories from Wikipedia to build a dictionary, Sec-
tion 5 proposes a methodology for the Vietnam-
ese key phrase extraction model, Section 6 
evaluates our approach on many Vietnamese 
query sentences with different styles of texts, and 
finally the conclusion is presented in Section 7. 

2 Background 

The objective of our research is to build a system 
that can extract key phrases in Vietnamese que-
ries in order to meet the demands associated with 
information searching and information retriev-
ing, especially to support search engines and 
automatic answer systems on the Internet. For 
this purpose, we provide the following defini-
tion:  
    Key phrases in a sentence are phrases that 
express meaning completely and also express the 
purpose of the sentence to which they are as-
signed. 
For an example, we have a query sentence as 
follows:“Laptop Dell E1405 có giá bao nhiêu?”. 
That means “How much does a Dell E1405 lap-
top cost? ”. 
Key phrases are “Laptop Dell E1405”, “giá”, and 
“bao nhiêu”. In this case, the interrogative word 
“bao nhiêu” is used to add a meaning for the two 
rest noun phrases, making the query of users 
clear, wanting to know the numeral aspect about 
the “price” of a  “Laptop Dell E1405”. 

3 Wikipedia  

Wikipedia is a multilingual, web-based, freely 
available encyclopedia, constructed as a collabo-
rative effort of voluntary contributors on the 
web. Wikipedia grows rapidly, and with ap-
proximately 7.5 million articles in more than 253 
languages, it has arguably become the world's 
largest collection of freely available knowledge. 
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Wikipedia contains a rich body of lexical seman-
tic information, the aspects of which are compre-
hensively described in (Zesch et al., 2007). Addi-
tionally, the redirect system of Wikipedia articles 
can be used as a dictionary for synonyms, spell-
ing variations and abbreviations. 
A PAGE. A basic entry in Wikipedia is a page 
that represents either a normal Wikipedia article, 
a redirect to an article, or a disambiguation page. 
Each page object provides access to the article 
text (with markup information or as plain text), 
the assigned categories, the ingoing and outgoing 
article links as well as all redirects that link to the 
article. 
A LINK. Each page consists of many links 
which function not only to point from the page to 
others, but also to guide readers to pages that 
provide additional information about the entries 
mentioned. Each link is associated with an an-
chor text that denotes an ambiguous name or is 
an alternative name, instead of a canonical name. 
CATEGORY. Category objects represent 
Wikipedia categories and allow access to the ar-
ticles within each category. As categories in 
Wikipedia form a thesaurus, a category object 
also provides means to retrieve parent and child 
categories as well as siblings and all recursively 
collected descendants. 
REDIRECT PAGE. A redirect page typically 
contains only a reference to an entry or a concept 
page. The title of the redirect page is an alterna-
tive name for that entity or concept. 
DISAMBIGUATION PAGE. A disambiguation 
page is created for an ambiguous name that de-
notes two or more entities in Wikipedia. It con-
sists of links to pages that define different enti-
ties with the same name. 

4 Building a dictionary 

Based on the aforementioned resources of infor-
mation, we follow the method presented in 
(Bunescu and Pasca, 2006) to build a dictionary 
called ViDic. Since our research focuses on Key 
phrases, we first consider which pages in 
Wikipedia define concepts or objects to which 
key phrases refer. The key phrases are extracted 
from the title of the page. We consider a page 
has key phrases if it satisfies one of the following 
steps: 

1. If its title is a word or a phrase then the title 
is key phrase. 

2. If its title is a sentence then we follow the 
method presented in (Chau and Tuoi, 2007)  
to extract key phrases of the sentence.  

Following this method, the ViDic is constructed 
so that the set of entries in the ViDic consists of 
all strings that denote a concept. In particular, if 
c is a concept, its key phrases, its title name, its 
redirect name and its category are all added as 
entries in the ViDic. Then each entry string in the 
ViDic is mapped to a set of entries that the string 
may denote in Wikipedia. As a result, a concept 
c is included in the set if, and only if, the string 
has key phrases which is extracted from the title 
name, redirect name, or disambiguation name of 
c.  
Although we utilize information from Wikipedia 
to build the ViDic, our method can be adapted 
for an ontology or knowledge base in general.  

5 Proposed method 

We consider the employment of a set of NLP 
techniques adequate for dealing with the Viet-
namese key phrase extraction problem. We pro-
pose the following general Vietnamese key 
phrase extraction model (see Figure 1). 

 
 
 
 
 
 
 
 
 
 
 
 
 

5.1 Pre-processing  

The input of pre-processing is user’s queries and 
the output is a list of words and their POS labels. 
Because of the effectiveness and convenience 
associated with integrating two stages of word 
segmentation and POS tagging, we proposed two 
modules for the pre-processing stage. The pur-
poses of two modules are as follows: 
•  Word Segmentation: The main function of 

this segmentation module is to identify and 
separate the tokens present in the text in such a 
way that every individual word, as well as 
every punctuation mark, will be a different to-
ken. The segmentation module considers 
words, numbers with decimals or dates in nu-

Figure 1. The general Vietnamese key phrase 
extraction model. 
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merical format in order not to separate the dot, 
the comma or the slash (respectively) from the 
preceding and/or following elements.  

•  POS tagging: The output of the segmentation 
module is taken as input by the POS tagging 
module. Almost any kind of POS tagging 
could be applied. In our system, we have pro-
posed a hybrid model for the problem of Viet-
namese POS Tagging (Chau and Tuoi, 2006). 
This model combines a rule-based method and 
a statistical learning method. With regard to 
data, we use a lexicon with information about 
possible POS tags for each word, a manually 
labeled corpus, syntax and context of texts.  

5.2 Candidate phrases identification 

The input of the candidate phrase identification 
is a list of words and their POS labels, and the 
output is a list of words and their chunking la-
bels. The idea underlying this method (Chau and 
Tuoi, 2007) for the Vietnamese key phrase ex-
traction is based on a number of grammatical 
constructions in Vietnamese. The method con-
sists of pattern-action rules executed by the fi-
nite-state transduction mechanism. It recognizes 
entities such as noun phrases. In order to accom-
plish the noun phrases recognition, we have de-
veloped over 434 patterns of noun phrase groups 
that cover proper noun constructs. 

5.3 Key phrases extraction 

In this section, we focus on the description of a 
methodology for key phrase extraction. This 
method combines a pattern-based method and a 
statistical learning method. Both methods will 
complement each other to increase the expected 
performance of the model. In particular, the 
method has the following steps: 
• Step 1: We propose a method that exploits 
specific characteristics of Vietnamese (Chau and 
Tuoi, 2007). At the heart of this method is the 
idea of building a Vietnamese words set that re-
flects semantic relationships among objects. For 
example, consider the sentence that follows: 
“Máy tính này có dung l��ng RAM l�n nh�t là 
bao nhiêu ?” that means “What is the largest 
RAM capacity for this computer?” 
  In this sentence, we have two objects “Máy 
tính”(this computer) and “RAM” in real world. 
Respectively, two noun phrases are “Máy 
tính”(this computer) and “dung l��ng RAM l�n 
nh�t” (the largest RAM capacity). We consider 
the meanings of words per the above example; 
we will recognize “có”, a meaning word in our 

meaning word set, which reflects a possessive 
relationship between “Máy tính” and “dung 
l��ng RAM l�n nh�t”. This has identified “dung 
l��ng RAM l�n nh�t” representing the meaning 
of the sentence. 
This meaning word-based approach provides a 
set of semantic relationships (meaning words) 
between phrases to support key phrase extrac-
tion, which does not require building a hierarchy 
or semantic network�of objects in the Vietnamese 
language. 
• Step 2:  In case the sentence has no meaning 
word among phrases, the key phrase extracting 
process is based on the ViO ontology via concept 
matching. In particular, this step has the follow-
ing phases: 
1. every candidate phrase in the sentence is 

matched to an entry in the VicDic dictionary 
especially when new phrases are not a con-
cern or do not exist in the dictionary. Be-
cause a partial matching dilemma usually ex-
ists, we apply several strategies to improve 
the matching process, including maximum 
matching, minimum-matching, forward-
matching, backward-matching and bi-
directional matching. 

2. if the matching process is successful, then 
we retrieve categories for the entries respec-
tively via the category system in the ViO on-
tology; if the candidate phrase has the most 
specific category, then the phrase is the key 
phrase of the sentence indicated in Step 3. 

3. if the matching process is not successful, 
then we find a semantic similarity concept in 
the ViO ontology as Step 4. After that, the 
key phrase extracting process will go to 
phase 2. 

• Step 3: The idea of the most specific category 
identification process based on the ViO ontology 
is shown as pseudo-code, such as 

Algorithm: the most specific category identification 

     - Input: C1, C2 categories, and  the ViO Ontology 
     - Output: C1 or C2 or both C1 and C2 
1. begin 
2. if C1& C2  have a synonyms relationship in ViO 
3. then  C1 & C2 are the most specific categories 
4. else if C1 has isa relationship of C2 then C1 is the 

most specific category. 
5. to traverse the ViO ontology  from C1 & C2  to 

find the nearest common ancestor node (C’). 
Calculate  the distance between C1 and C’ (h1),  
distance C2  and C’ (h2). 

6. if  h1 > h2 then C1 is the most specific category 
7. else if  h1 < h2 then C2 is the most specific      
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category 
8. else C1 & C2 are the most specific categories 
9. end;    

• Step 4: To find the semantic similarity concept 
for each concept t that is still unknown after 
phase 2, we traverse the ontology hierarchy from 
its root to find the best node. We choose the se-
mantic similarity that was described as in 
(Banerjee and Pederson, 2003). However, we do 
not use the whole formula. In particular , we use 
a similar formula that is specified as follows: 
   Acu_Sim(w, c) = Sim(w, c) + �Sim(w, c’) 
in which, w is the phrase that needs to be anno-
tated, c is the candidate concept and c’ is the 
concept that is related to c. 
At the current node c while traversing, the simi-
larity values between t and all children of c are 
calculated. If the maximum of similarity values 
is less than similarity value between t and c, then 
c is the best node corresponding to t. Otherwise, 
continue the procedure with the current node as 
the child node with the maximum similarity 
value. The procedure stops when the best node is 
found or it reaches a leaf node. 

6 Evaluation 

 To evaluate the result of the proposed model, we 
use recall and precision measures that are de-
fined as in (Chau & Tuoi, 2007). In order to test 
the model we selected a questions set from 
sources on the web as follows:  
• TREC (Text REtrieval Conference) 

(http://trec.nist.gov/data/): TREC-07 (con-
sisting of 446 questions); TREC-06 (consist-
ing of 492 questions); and TREC-02 (con-
sisting of 440 questions). 

• The web page www.lexxe.com: consisting of 
701 questions. 

After that, the question set (consisting of  2079 
questions) is translated into a Vietnamese ques-
tions set, we called D1 dataset. All key phrases of 
the D1 dataset are manually extracted by two lin-
guists for the quality of the dataset. Then we 
have two versions respectively, V1 and V2. The 
results of our system is shown as follows: 

Ver R A Ra Precision Recall 

V1 3236 3072 2293 74.6% 70.8% 

V2 3236 3301 2899 89.6% 87.8% 

Table 1. Results of Vietnamese key phrase extraction. 

7 Conclusion 

We have proposed an original approach to key 
phrase extraction. It is a hybrid and incremental 
process for information searching for search en-
gines and automatic answer systems in Vietnam-
ese. We achieved precision of around 89.6% for 
our system. The experimental results have show 
that our method achieves high accuracy.  
Currently, Wikipedia editions are available for 
approximately 253 languages, which means that 
our method can be used to build key phrase sys-
tems for a large number of languages. In spite of 
the exploitation of Wikipedia as a Vietnamese 
ontology, our method can be adapted for any on-
tology and knowledge base in general. 
Furthermore, we had to construct all necessary 
linguistic resources and define all data structures 
from scratch, while enjoying some advantages 
derived from the many existent methodologies 
for morpho-syntactic annotation and the high 
consciousness of a standardization tendency. 
Specifically, we built a set with 434 noun phrase 
patterns and a rules set for Vietnamese key 
phrase identification. Our patterns and rules set 
can be easily readjusted and extended. The re-
sults obtained lay the foundation for further re-
search in NLP for Vietnamese including text 
summarization, information retrieval, informa-
tion extraction, etc. 
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Abstract

Query segmentation is essential to query
processing. It aims to tokenize query
words into several semantic segments and
help the search engine to improve the
precision of retrieval. In this paper, we
present a novel unsupervised learning ap-
proach to query segmentation based on
principal eigenspace similarity of query-
word-frequency matrix derived from web
statistics. Experimental results show that
our approach could achieve superior per-
formance of 35.8% and 17.7% in F-
measure over the two baselines respec-
tively, i.e. MI (Mutual Information) ap-
proach and EM optimization approach.

1 Introduction

People submit concise word-sequences to search
engines in order to obtain satisfying feedback.
However, the word sequences are generally am-
biguous and often fail to convey the exact informa-
tion to search engine, thus severely, affecting the
performance of the system. For example, given
the query ”free software testing tools download”.
A simple bag-of-words query model cannot ana-
lyze ”software testing tools” accurately. Instead, it
returns ”free software” or ”free download” which
are high frequency web phrases. Therefore, how
to segment a query into meaningful semantic com-
ponents for implicit description of user’s intention
is an important issue both in natural language pro-
cessing and information retrieval fields.

There are few related studies on query segmen-
tation in spite of its importance and applicability
in many query analysis tasks such as query sug-
gestion, query substitution, etc. To our knowl-
edge, three approaches have been studied in pre-
vious works: MI (Mutual Information) approach
(Jones et al., 2006; Risvik et al., 2003), supervised

learning approach (Bergsma and Wang, 2007) and
EM optimization approach (Tan and Peng, 2008).
However, MI approach calculates MI value just
between two adjacent words that cannot handle
long entities. Supervised learning approach re-
quires a sufficiently large number of labeled train-
ing data, which is not conducive in real applica-
tions. EM algorithm often converges to a local
maximum that depends on the initial conditions.
There are also many relevant research on Chinese
word segmentation (Teahan et al., 2000; Peng and
Schuurmans, 2001; Xu et al., 2008). However,
they cannot be applied directly to query segmenta-
tion (Tan and Peng, 2008).

Under this scenario, we propose a novel unsu-
pervised approach for query segmentation. Dif-
fering from previous work, we first adopt the n-
gram model to estimate the query term’s frequency
matrix based on word occurrence statistics on the
web. We then devise a new strategy to select prin-
cipal eigenvectors of the matrix. Finally we cal-
culate the similarity of query words for segmen-
tation. Experimental results demonstrate the ef-
fectiveness of our approach as compared to two
baselines.

2 Methodology

In this Section, we introduce our proposed query
segmentation approach, which is based on query
word frequency matrix principal eigenspace simi-
larity. To facilitate understanding, we first present
a general overview of our approach in Section 2.1
and then describe the details in Section 2.2-2.5.

2.1 Overview
Figure 1 briefly shows the main procedure of
our proposed query segmentation approach. It
starts with a query which consists of a vector of
words{w1w2 · · ·wn}. Our approach first build a
query-word frequency matrix M based on web
statistics to describe the relationship between any
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two query words (Step 1). After decomposing M
(step 2), the parameter k which defines the num-
ber of segments in the query is estimate in Step 3.
Besides, a principal eigenspace of M is built and
the projection vectors({αi}, i ∈ [1, n]) associated
with each query-word are obtained (Step 4). Simi-
larities between projection vectors are then calcu-
lated, which determine whether the corresponding
two words should be segmented together (Step5).
If the number of segmented components is not
equal to k, our approach modifies the threshold δ
and repeats steps 5 and 6 until the correct k num-
ber of segmentations are obtained(Step 7).

Input: one n words query: w1w2 · · ·wn;
Output: k segmented components of query;
Step 1: Build a frequency matrix M (Section

2.2);
Step 2: DecomposeM into sorted eigenvalues

and eigenvectors;
Step 3: Estimate parameter k (Section 2.4);
Step 4: Build principal eigenspace with first

k eigenvectors and get the projection
({αi}) of M in principal eigenspace
(Section 2.3);

Step 5: Segment the query: if (αi ·αT
j )/(‖αi‖·

‖αj‖) ≥ δ, segment wi and wj to-
gether (Section 2.5)

Step 6: If the number of segmented parts does
not equal to k, modify δ, go to step 5;

Step 7: output the right segmentations

Figure 1: Query Segmentation based on query-
word-frequency matrix eigenspace similarity

2.2 Frequency Matrix

Let W = w1, w2, · · · , wn be a query of n words.
We can build the relationships of any two words
using a symmetric matrix: M = {mi,j}n×n

mi,j =


F (wi) if i = j
F (wiwi+1 · · ·wj) if i < j
mj,i if i > j

(1)

F (wiwi+1 · · ·wj) =
count(wiwi+1 · · ·wj)∑n

i=1wi
(2)

Here mi,j denotes the correlation between
(wi · · ·wj−1) and wj , where (wi · · ·wj−1) means
a sequence and wj is a word. Considering the dif-
ference of each matrix elementmi,j , we normalize

mi,j with:

mi,j = 2 ·mi,j/(mi,i +mj,j) (3)

F (·) is a function measuring the frequency of
query words or sequences. To improve the preci-
sion of measurement and reduce the computation
cost, we adopt the approach proposed by (Wang
et al., 2007) here. First, we extract the relevant
documents associated with the query via Google
Soap Search API. Second, we count the number
of all possible n-gram sequences which are high-
lighted in the titles and snippets of the returned
documents. Finally, we use Eqn.(2) to estimate
the value of mi,j .

2.3 Principal Eigenspace

Although matrix M depicts the correlation of
query words, it is rough and noisy. Under
this scenario, we transform M into its princi-
pal eigenspace which is spanned by k largest
eigenvectors, and each query word is denoted
by the corresponding eigenvector in the principal
eigenspace.

Since M is a symmetric positive definite ma-
trix, its eigenvalues are real numbers and the
corresponding eigenvectors are non-zero and or-
thotropic to each other. Here, we denote the eigen-
values of M as : λ(M) = {λ1, λ2, · · · , λn}
and λ1 ≥ λ2 ≥ · · · ≥ λn. All eigenvalues
of M have corresponding eigenvectors:V (M) =
{x1, x2, · · · , xn}.

Suppose that principal eigenspace M(M ∈
Rn×k) is spanned by the first k eigenvectors, i.e.
M = Span{x1, x2, · · ·xk}, then row i of M can
be represented by vector αi which denotes the i-th
word for similarity calculation in Section 2.5, and
αi is derived from:

{αT
1 , α

T
2 , · · · , αT

n}T = {x1, x2, · · · , xk} (4)

Section 2.4 discusses the details of how to select
the parameter k.

2.4 Parameter k Selection

PCA (principal component analysis) (Jolliffe,
2002) often selects k principal components by the
following criterion:

k is the smallest integer which satisfies:∑k
i=1 λi∑n
i=1 λi

≥ Threshold (5)
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where n is the number of eigenvalues. When λk À
λk+1, Eqn.(5) is very effective. However, accord-
ing to the Gerschgorin circle theorem, the non-
diagonal values of M are so small that the eigen-
values cannot be distinguished easily. Under this
circumstance, a prefixed threshold is too restric-
tive to be applied in complex situations. Therefore
a function of n is introduced into the threshold as
follows: ∑k

i=1 λi∑n
i=1 λi

≥ (
n− 1
n

)2 (6)

If k eigenvalues are qualified to be the princi-
pal components, then the threshold in Eqn.(5) can-
not be lower than 0.5, and need not be higher than
n−1

n . If the length of the shortest query we seg-
mented is 4, we choose (n−1

n )2 because it will be
smaller than n−1

n and larger than 0.5 with n no
smaller than 4.

The k eigenvectors will be used to segment the
query into k meaningful segments (Weiss, 1999;
Ng et al., 2001). In the k-dimensional principal
eigenspace, each dimension of the space describes
a semantic concept of the query. When one eigen-
value is bigger, the corresponding dimension con-
tains more query words.

2.5 Similarity Computation
If the word i and word j are co-occurrence, αi

and αj are approximately parallel in the principal
eigenspace; otherwise, they are approximately or-
thogonal to each other. Hence, we measure the
similarity of αi and αj with inner-product to per-
form the segmentation (Weiss, 1999; Ng et al.,
2001). Selecting a proper threshold δ, we segment
the query using Eqn.(7):

S(wi, wj) =

{
1, (αi · αT

j )/(‖αi‖ · ‖αj‖) ≥ δ
0, (αi · αT

j )/(‖αi‖ · ‖αj‖) < δ

(7)
If S(wi, wj) = 1, wi and wj should be segmented
together, otherwise, wi and wj belong to different
semantic concepts respectively. Here, we denote
the total number of segments of the query as inte-
ger m.

As mentioned in Section 2.4,m should be equal
to k, therefore, the threshold δ is modified by k
andm. We set the initial value δ = 0.5 and modify
it with binary search method until m = k. If k is
larger thanm, it means δ is too small to be a proper
threshold, i.e. some segments should be further
segmented. Otherwise, δ is too large that it should
be reduced.

3 Experiments

3.1 Data set
We experiment on the data set published by
(Bergsma and Wang, 2007). This data set com-
prises 500 queries which were randomly taken
from the AOL search query database and each
query. These queries are all segmented manually
by three annotators (the results are referred as A,
B and C).

We evaluate our results on the five test data sets
(Tan and Peng, 2008), i.e. we use A, B, C, the
intersection of three annotator’s results (referred
to as D) and the conjunction of three annotator’s
results (referred to as E). Besides, three evaluation
metrics are used in our experiments (Tan and Peng,
2008; Peng and Schuurmans, 2001), i.e. Precision
(referred to as Prec), Recall and F-Measure (re-
ferred to as F-mea).

3.2 Experimental results
Two baselines are used in our experiments: one is
MI based method (referred to as MI), and the other
is EM optimization (referred to as EM). Since the
EM proposed in (Tan and Peng, 2008) is imple-
mented with Yahoo! web corpus and only Google
Soap Search API is available in our study, we
adopt t-test to evaluate the performance of MI
with Google data (referred to as MI(G)) and Ya-
hoo! web corpus (referred to as MI(Y)). With the
values of MI(Y) and MI(G) in Table 1 we get the
p-value (p = 0.316À 0.05), which indicates that
the performance of MI with different corpuses has
no significant difference. Therefore, we can de-
duce that, the two corpuses have little influence on
the performance of the approaches. Here, we de-
note our approach as ”ES”, i.e. Eigenspace Simi-
larity approach.

Table 1 presents the performance of the three
approaches, i.e. MI (MI(Y) and MI(G)), EM and
our proposed ES on the five test data sets using the
three mentioned metrics. From Table 1 we find
that ES achieves significant improvements as com-
pared to the other two methods in any metric and
data set we used.

For further analysis, we compute statistical per-
formance on mathematical expectation and stan-
dard deviation as shown in Figure 2. We observe
a consistent trend of the three metrics increasing
from left to right as shown in Figure 2, i.e. EM
performs better than MI and ES is the best among
the three approaches.
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MI(Y) MI(G) EM ES
Prec 0.469 0.548 0.562 0.652

A Recall 0.534 0.489 0.555 0.699
F-mea 0.499 0.517 0.558 0.675
Prec 0.408 0.449 0.568 0.632

B Recall 0.472 0.391 0.578 0.659
F-mea 0.438 0.418 0.573 0.645
Prec 0.451 0.503 0.558 0.614

C Recall 0.519 0.440 0.561 0.649
F-mea 0.483 0.469 0.559 0.631
Prec 0.510 0.574 0.640 0.772

D Recall 0.550 0.510 0.650 0.826
F-mea 0.530 0.540 0.645 0.798
Prec 0.582 0.672 0.715 0.834

E Recall 0.654 0.734 0.721 0.852
F-mea 0.616 0.702 0.718 0.843

Table 1: Performance of different approaches.

Figure 2: Statistical performance of approaches

First, we observe that, EM (Prec: 0.609, Recall:
0.613, F-mea: 0.611) performs much better than
MI (Prec: 0.549, Recall: 0.513, F-mea: 0.529).
This is because EM optimizes the frequencies of
query words with EM algorithms. In addition, it
should be noted that, the recall of MI is especially
unsatisfactory, which is caused by its shortcoming
on handling long entities.

Second, when compared with EM, ES also has
more than 15% increase in the three reference met-
rics (15.1% on Prec, 20.2% on Recall and 17.7%
on F-mea). Here all increases are statistically sig-
nificant with p-value closed to 0. In depth anal-
ysis indicates that this is because ES makes good
use of the frequencies of query words in its princi-
pal eigenspace, while EM algorithm trains the ob-
served data (frequencies of query words) by sim-
ply maximizing them using maximum likelihood.

4 Conclusion and Future work

We proposed an unsupervised approach for query
segmentation. After using n-gram model to es-
timate term frequency matrix using term occur-
rence statistics from the web, we explored a new
method to select principal eigenvectors and calcu-
late the similarities of query words for segmenta-
tion. Experiments demonstrated the effectiveness
of our approach, with significant improvement in
segmentation accuracy as compared to the previ-
ous works.

Our approach will be capable of extracting se-
mantic concepts from queries. Besides, it can ex-
tended to Chinese word segmentation. In future,
we will further explore a new method of parame-
ter k selection to achieve higher performance.
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Abstract

As the web grows larger, knowledge ac-
quisition from the web has gained in-
creasing attention. In this paper, we pro-
pose using web search clickthrough logs
to learn semantic categories. Experimen-
tal results show that the proposed method
greatly outperforms previous work using
only web search query logs.

1 Introduction

Compared to other text resources, search queries
more directly reflect search users’ interests (Sil-
verstein et al., 1998). Web search logs are get-
ting a lot more attention lately as a source of in-
formation for applications such as targeted adver-
tisement and query suggestion.

However, it may not be appropriate to use
queries themselves because query strings are often
too heterogeneous or inspecific to characterize the
interests of the user population. Although it is not
clear that query logs are the best source of learning
semantic categories, all the previous studies using
web search logs rely on web search query logs.

Therefore, we propose to use web search
clickthrough logs to learn semantic categories.
Joachims (2002) developed a method that utilizes
clickthrough logs for training ranking of search
engines. Asearch clickthrough is a link which
search users click when they see the result of
their search. The intentions of two distinct search
queries are likely to be similar, if not identical,
when they have the same clickthrough. Search
clickthrough logs are thus potentially useful for
learnin semantic categories. Clickthrough logs
have the additional advantage that they are avail-
able in abundance and can be stored at very low
cost.1 Our proposed method employs search click-

1As for data availability, MSN Search query logs
(RFP 2006 dataset) were provided to WSCD09: Work-

through logs to improve semantic category acqui-
sition in both precision and recall.

We cast semantic category acquisition from
search logs as the task of learning labeled in-
stances from few labeled seeds. To our knowledge
this is the first study that exploits search click-
through logs for semantic category learning.2

2 Related Work

There are many techniques that have been devel-
oped to help elicit knowledge from query logs.
These algorithms use contextual patterns to extract
a category or a relation in order to learn a targetin-
stance which belongs to the category (e.g.cat in
animal class) or a pair of words in specific relation
(e.g. headquarter to a company). In this work,
we focus on extracting named entities of the same
class to learn semantic categories.

Paşca and Durme (2007) were the first to dis-
cover the importance of search query logs in nat-
ural language processing applications. They fo-
cused on learning attributes of named entities, and
thus their objective is different from ours. An-
other line of new research is to combine various re-
sources such as web documents with search query
logs (Paşca and Durme, 2008; Talukdar et al.,
2008). We differ from this work in that we use
search clickthrough logs rather than search query
logs.

Komachi and Suzuki (2008) proposed a boot-
strapping algorithm calledTchai, dedicated to the
task of semantic category acquisition from search
query logs. It achieves state-of-the-art perfor-
mance for this task, but it only uses web search
query logs.

shop on Web Search Click Data 2009 participants. http://
research.microsoft.com/en-US/um/people/nickcr/WSCD09/

2After the submission of this paper, we found that (Xu et
al., 2009) also applies search clickthrough logs to this task.
This work independently confirms the effectiveness of click-
through logs to this task using different sources.
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Figure 1: Labels of seeds are propagated to unla-
beled nodes.

3 Quetchup3 Algorithm

In this section, we describe an algorithm for
learning semantic categories from search logs us-
ing label propagation. We name the algorithm
Quetchup.

3.1 Semi-supervised Learning by Laplacian
Label Propagation

Graph-based semi-supervised methods such as la-
bel propagation are known to achieve high perfor-
mance with only a few seeds and have the advan-
tage of scalability.

Figure 1 illustrates the process of label propa-
gation using a seed term “singapore” to learn the
Travel domain.

This is a bipartite graph whose left-hand side
nodes are terms and right-hand side nodes are
patterns. The strength of lines indicates related-
ness between each node. The darker a node, the
more likely it belongs to the Travel domain. Start-
ing from “singapore,” the pattern “♯ airlines” 4 is
strongly related to “singapore,” and thus the label
of “singapore” will be propagated to the pattern.
On the other hand, the pattern “♯ map” is a neu-
tral pattern which co-occurs with terms other than
the Travel domain such as “google” and “yahoo.”
Since the term “china” shares two patterns, “♯ air-
lines” and “♯ map,” with “singapore,” the label of
the seed term “singapore” propagates to “china.”
“China” will then be classified in the Travel do-
main. In this way, label propagation gradually
propagates the label of seed instances to neigh-
bouring nodes, and optimal labels are given as the

3Query Term Chunk Processor
4♯ is the place into which a query fits.

Input:
Seed instance vectorF (0)
Instance similarity matrixA

Output:
Instance score vectorF (t)

1: Construct the normalized Laplacian matrixL = I −
D−1/2AD−1/2

2: IterateF (t + 1) = α(−L)F (t) + (1 − α)F (0) until
convergence

Figure 2: Laplacian label propagation algorithm

labels at which the label propagation process has
converged.

Figure 2 describes label propagation based on
theregularized Laplacian. Let a samplexi bexi ∈
X , F (0) be a score vector ofx comprised of a
label setyi ∈ Y, andF (t) be a score vector of
x after stept. Instance-instance similarity matrix
A is defined asA = W T W whereW is a row-
normalizedinstance-pattern matrix. The(i, j)-th
element ofWij contains the normalized frequency
of co-occurrence of instancexi and patternpj . D
is a diagonal degree matrix ofN where the(i, i)th
element ofD is given asDii =

∑
j Nij .

This algorithm in Figure 2 is similar to (Zhou
et al., 2004) except for the method of construct-
ing A and the use of graph Laplacian. Zhou et al.
proposed a heuristic to setAii = 0 to avoid self-
reinforcement5 because Gaussian kernel was used
to createA. The Laplacian label propagation does
not need such a heuristic because the graph Lapla-
cian automatically reduces self-reinforcement by
assigning negative weights to self-loops.

In the task of learning one category, scores of la-
beled (seed) instances are set to1 whereas scores
of unlabeled instances are set to0. The output is
a score vector which holds relatedness to seed in-
stances in descending order. In the task of learning
two categories, scores of seed instances are set to
either1 or −1, respectively, and the final label of
instancexi will be determined by the sign of out-
put score vectoryi.

Label propagation has a parameterα ∈ (0, 1]
that controls how much the labels of seeds are em-
phasized. Asα approaches 0 it puts more weight
on labeled instances, while asα increases it em-
ploys both labeled and unlabeled data.

There exists a closed-form solution for Lapla-
cian label propagation:

5Avoiding self-reinforcement is important because it
causes semantic drift, a phenomenon where frequent in-
stances and patterns unrelated to seed instances infect seman-
tic category acquisition as iteration proceeds.
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Category Seed

Travel jal (Japan Airlines), ana (All Nippon
Airways), jr (Japan Railways),じゃら
ん (jalan: online travel guide site), his
(H.I.S.Co.,Ltd.: travel agency)

Finance みずほ銀行 (Mizuho Bank),三井住友銀行
(Sumitomo Mitsui Banking Corporation),
jcb, 新生銀行 (Shinsei Bank),野村證券
(Nomura Securities)

Table 1: Seed terms for each category

F ∗ =
∑∞

t=0(α(−L))tF (0) = (I + αL)−1F (0)

However, the matrix inversion leads toO(n3)
complexity, which is far from realistic in a real-
world configuration. Nonetheless, it can be ap-
proximated by fixing the number of steps for label
propagation.

4 Experiments with Web Search Logs

We will describe experimental result comparing
a previous methodTchai to the proposed method
Quetchup with clickthrough logs (Quetchupclick)
and with query logs (Quetchupquery).

4.1 Experimental Settings

Search logs We used Japanese search logs col-
lected in August 2008 from Yahoo! JAPAN Web
Search. We thresholded both search query and
clickthrough logs and retained the top 1 million
distinct queries. Search logs are accompanied by
their frequencies within the logs.

Construction of an instance-pattern matrix
We used clicked links as clickthrough patterns.
Links clicked less than 200 times were removed.
After that, links which had only one co-occurring
query were pruned.6 On the other hand, we used
two term queries as contextual patterns. For in-
stance, if one has the term “singapore” and the
query “singapore airlines,” the contextual pattern
“♯ airlines” will be created. Query patterns appear-
ing less than 100 times were discarded.

The (i, j)-th element of a row-normalized
instance-pattern matrixW is given by
Wij = |xi,pj|∑

k
|xi,pk| .

Target categories We used two categories,
Travel and Finance, to compare proposed methods
with (Komachi and Suzuki, 2008).

6Pruning facilitates the computation time and reduces the
size of instance-pattern matrix drastically.

When a query was a variant of a term or con-
tains spelling mistakes, we estimated original form
and manually assigned a semantic category. We
allowed a query to have more than two categories.
When a query had more than two terms, we as-
signed a semantic category to the whole query tak-
ing each term into account.7

System We used the same seeds presented in Ta-
ble 1 for bothTchai andQuetchup. We used the
same parameter forTchai described in (Komachi
and Suzuki, 2008), and collected 100 instances by
iterating 10 times and extracting 10 instances per
iteration. The number of iteration ofQuetchup is
set to 10. The parameterα is set to 0.0001.

Evaluation It is difficult in general to define re-
call for the task of semantic category acquisition
since the true set of instances is not known. Thus,
we evaluated all systems usingprecision at k and
relative recall (Pantel and Ravichandran, 2004).8

Relative recall is the coverage of a system given
another system as baseline.

4.2 Experimental Result

4.2.1 Effectiveness of Clickthrough Logs

Figures 3 to 6 plot precision and relative recall
for three systems to show effectiveness of search
clickthrough logs in improvement of precision and
relative recall. Relative recall ofQuetchupclick and
Tchai were calculated againstQuetchupquery.

Quetchupclick gave the best precision among
three systems, and did not degenerate going down
through the list. In addition, it was demonstrated
that Quetchupclick gives high recall. This result
shows that search clickthrough logs effectively im-
prove both precision and recall for the task of se-
mantic category acquisition.

On the other hand,Quetchupquery degraded in
precision as its rank increased. Manual check of
the extracted queries revealed that the most promi-
nent queries were Pornographic queries, followed
by Food, Job and Housing, which frequently ap-
pear in web search logs. Other co-occurrence met-
rics such as pointwise mutual information would
be explored in the future to suppress the effect of
frequent queries.

In addition, Quetchupclick constantly out-
performed Tchai in both the Travel and Fi-

7Since web search query logs contain many spelling mis-
takes, we experimented in a realistic configuration.

8Typically, precision atk is the most important measure
since the topk highest scored terms are evaluated by hand.
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Figure 6: Relative recall of Finance domain

nance domains in precision and outperfomed
Quetchupquery in relative recall. The differences
between the two domains of query-based systems
seem to lie in the size of correct instances. The Fi-
nance domain is a closed set which has only a few
effective query patterns, whereas Travel domain is
an open set which has many query patterns that
match correct instances.Quetchupclick has an ad-
ditional advantage that it is stable across over the
ranked list, because the variance of the number of
clicked links is small thanks to the nature of the
ranking algorithm of search engines.

5 Conclusion

We have proposed a method calledQuetchup
to learn semantic categories from search click-
through logs using Laplacian label propagation.
The proposed method greatly outperforms previ-
ous method, taking the advantage of search click-
through logs.
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Abstract
We query Web Image search engines with
words (e.g., spring) but need images that
correspond to particular senses of the word
(e.g., flexible coil). Querying with poly-
semous words often yields unsatisfactory
results from engines such as Google Im-
ages. We build an image search engine,
IDIOM, which improves the quality of re-
turned images by focusing search on the
desired sense. Our algorithm, instead of
searching for the original query, searches
for multiple, automatically chosen trans-
lations of the sense in several languages.
Experimental results show that IDIOM out-
performs Google Images and other com-
peting algorithms returning 22% more rel-
evant images.

1 Introduction

One out of five Web searches is an image search
(Basu, 2009). A large subset of these searches
is subjective in nature, where the user is looking
for different images for a single concept (Linsley,
2009). However, it is a common user experience
that the images returned are not relevant to the in-
tended concept. Typical reasons include (1) exis-
tence of homographs (other words that share the
same spelling, possibly in another language), and
(2) polysemy, several meanings of the query word,
which get merged in the results.

For example, the English word ’spring’ has sev-
eral senses – (1) the season, (2) the water body, (3)
spring coil, and (4) to jump. Ten out of the first fif-
teen Google images for spring relate to the season
sense, three to water body, one to coil and none to
the jumping sense. Simple modifications to query
do not always work. Searching for spring water
results in many images of bottles of spring water
and searching for spring jump returns only three
images (out of fifteen) of someone jumping.

Polysemous words are common in English. It
is estimated that average polysemy of English is
more than 2 and average polysemy of common
English words is much higher (around 4). Thus,
it is not surprising that polysemy presents a signif-
icant limitation in the context of Web Search. This
is especially pronounced for image search where
query modification by adding related words may
not help, since, even though the new words might
be present on the page, they may not be all associ-
ated with an image.

Recently Etzioni et al. (2007) introduced PAN-
IMAGES, a novel approach to image search, which
presents the user with a set of translations. E.g., it
returns 38 translations for the coil sense of spring.
The user can query one or more translations to get
the relevant images. However, this method puts
the onus of choosing a translation on the user. A
typical user is unaware of most properties of lan-
guages and has no idea whether a translation will
make a good query. This results in an added bur-
den on the user to try different translations before
finding the one that returns the relevant images.

Our novel system, IDIOM, removes this addi-
tional burden. Given a desired sense it automati-
cally picks the good translations, searches for as-
sociated images and presents the final images to
the user. For example, it automatically queries the
French ressort when looking for images of spring
coil. We make the following contributions:

• We automatically learn a predictor for "good"
translations to query given a desired sense. A
good translation is one that is monosemous
and is in a major language, i.e., is expected to
yield a large number of images.

• Given a sense we run our predictor on all its
translations to shortlist a set of three transla-
tions to query.

• We evaluate our predictor by comparing the
images that its shortlists return against the
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images that several competing methods re-
turn. Our evaluation demonstrates that ID-
IOM returns at least one good image for 35%
more senses (than closest competitor) and
overall returns 22% better images.

2 Background

IDIOM makes heavy use of a sense disambiguated,
vastly multilingual dictionary called PANDIC-
TIONARY (Mausam et al., 2009). PANDIC-
TIONARY is automatically constructed by prob-
abilistic inference over a graph of translations,
which is compiled from a large number of multi-
lingual and bilingual dictionaries. For each sense
PANDICTIONARY provides us with a set of trans-
lations in several languages. Since it is gener-
ated by inference, some of the asserted transla-
tions may be incorrect – it additionally associates
a probability score with each translation. For
our work we choose a probability threshold such
that the overall precision of the dictionary is 0.9
(evaluated based on a random sample). PANDIC-
TIONARY has about 80,000 senses and about 1.8
million translations at precision 0.9.

We use Google Image Search as our underlying
image search engine, but our methods are indepen-
dent of the underlying search engine used.

3 The IDIOM Algorithm

At the highest level IDIOM operates in three main
steps: (1) Given a new query q it looks up its vari-
ous senses in PANDICTIONARY. It displays these
senses and asks the user to select the intended
sense, sq. (2) It runs Algorithm 1 to shortlist three
translations of sq that are expected to return high
quality images. (3) It queries Google Images us-
ing the three shortlisted translations and displays
the images. In this fashion IDIOM searches for
images that are relevant to the intended concept
as opposed to using a possibly ambiguous query.

The key technical component is the second step
– shortlisting the translations. We first use PAN-
DICTIONARY to acquire a set of high probability
translations of sq. We run each of these transla-
tions through a learned classifier, which predicts
whether it will make a good query, i.e., whether
we can expect images relevant to this sense if
queried using this translation. The classifier ad-
ditionally outputs a confidence score, which we
use to rank the various translations. We pick the
top three translations, as long as they are above a

minimum confidence score, and return those as the
shortlisted queries. Algorithm 1 describes this as
a pseudo-code.

Algorithm 1 findGoodTranslationsToQuery(sq)
1: translations = translations of sq in PANDICTIONARY
2: for all w ∈ translations do
3: pd = getPanDictionaryFeatures(w, sq)
4: g = getGoogleFeatures(w, sq)
5: conf[w] = confidence in Learner.classify(pd, g)
6: sort all words w in decreasing order of conf scores
7: return top three w from the sorted list

3.1 Features for Classifier

What makes a translation w good to query? A
desired translation is one that (1) is in a high-
coverage language, so that the number of images
returned is large, (2) monosemously expresses the
intended sense sq, or at least has this sense as
its dominant sense, and (3) does not have homo-
graphs in other languages. Such a translation is
expected to yield images relevant to only the in-
tended sense. We construct several features that
provide us evidence for these desired characteris-
tics. Our features are automatically extracted from
PANDICTIONARY and Google.

For the first criterion we restrict the transla-
tions to a set of high-coverage languages includ-
ing English, French, German, Spanish, Chinese,
Japanese, Arabic, Russian, Korean, Italian, and
Portuguese. Additionally, we include the lan-
guage as well as number of documents returned by
Google search of w as features for the classifier.

To detect if w is monosemous we add a feature
reflecting the degree of polysemy of w: the num-
ber of PANDICTIONARY senses thatw belongs to.
The higher this number the more polysemous w
is expected to be. We also include the number of
languages that have w in their vocabulary, thus,
adding a feature for the degree of homography.

PANDICTIONARY is arranged such that each
sense has an English source word. If the source
word is part of many senses but sq is much more
popular than others or sq is ordered before the
other senses then we can expect sq to be the dom-
inant sense for this word. We include features like
size of the sense and order of the sense.

Part of speech of sq is another feature. Finally
we also add the probability score that w is a trans-
lation of sq in our feature set.

3.2 Training the Classifier

To train our classifier we used Weka (Witten and
Frank, 2005) on a hand labeled dataset of 767 ran-

194



0 100 200 300 400

0.
00

0.
10

0.
20

Number of Good Images Returned

P
re

ci
si

on

IDIOM
SW
SW+G
R
SW+R

IDIOM SW SW+G SW+R R

P
e

rc
e

n
ta

g
e

 C
o

rr
e

ct

0
2

0
4

0
6

0

IDIOM SW SW+G SW+R R

P
e

rc
e

n
ta

g
e

 C
o

rr
e

ct

0
2

0
4

0
6

0

Figure 1: (a): Precision of images vs. the number of relevant images returned. IDIOM covers the maximum area. (b,c) The
percentage of senses for which at least one relevant result was returned, for (b) all senses and (c) for minor senses of the queries.

domly chosen word sense pairs (e.g., pair of ‘pri-
mavera,’ and ‘the season spring’). We labeled a
pair as positive if googling the word returns at least
one good image for the sense in the top three. We
compared performance among a number of ma-
chine learning algorithms and found that Random
Forests (Breiman, 2001) performed the best over-
all with 69% classification accuracy using ten fold
cross validation versus 63% for Naive Bayes and
62% for SVMs. This high performance of Ran-
dom Forests mirrors other past experiments (Caru-
ana and Niculescu-Mizil, 2006).

Because of the ensemble nature of Random
Forests it is difficult to inspect the learned clas-
sifier for analysis. Still, anecdotal evidence sug-
gests that the classifier is able to learn an effective
model of good translations. We observe that it fa-
vors English whenever the English word is part of
one or few senses – it picks out auction when the
query is ‘sale’ in the sense of “act of putting up
for auction to highest bidder". In cases where En-
glish is more ambiguous it chooses a relatively less
ambiguous word in another language. It chooses
the French word ressort for finding ‘spring’ in the
sense of coil. For the query ‘gift’ we notice that it
does not choose the original query. This matches
our intuition, since gift has many homographs –
the German word ‘Gift’ means poison or venom.

4 Experiments
Can querying translations instead of the original
query improve the quality of image search? If so,
then how much does our classifier help compared
to querying random translations? We also analyze
our results and study the variation of image qual-
ity along various dimensions, like part of speech,
abstractness/concreteness of the sense, and ambi-
guity of the original query.

As a comparison, we are interested in how ID-
IOM performs in relation to other methods for
querying Google Images. We compare IDIOM to
several methods. (1) Source Word (SW): Querying
with only the source word. This comparison func-

tions as our baseline. (2) Source Word + Gloss
(SW+G): Querying with the source word and the
gloss for the sense1. This method is one way to fo-
cus the source word towards the desired sense. (3)
Source Word + Random (SW+R): Querying with
three pairs of source word and a random transla-
tion. This is another natural way to extend the
baseline for the intended sense. (4) Random (R):
Querying with three random translations. This
tests the extent to which our classifier improves
our results compared to randomly choosing trans-
lations shown to the user in PANIMAGES.

We randomly select fifty English queries from
PANDICTIONARY and look up all senses contain-
ing these in PANDICTIONARY, resulting in a total
of 134 senses. These queries include short word
sequences (e.g., ‘open sea’), mildly polysemous
queries like ‘pan’ (means Greek God and cooking
vessel) and highly polysemous ones like ‘light’.

For each sense of each word, we query Google
Images with the query terms suggested by each
method and evaluate the top fifteen results. For
methods in which we have three queries, we eval-
uate the top five results for each query. We evalu-
ate a total of fifteen results because Google Images
fits fifteen images on each page for our screen size.

Figure 1(a) compares the precision of the five
methods with the number of good images re-
turned. We vary the number of images in con-
sideration from 1 to 15 to generate various points
in the graph. IDIOM outperforms the others by
wide margins overall producing a larger number of
good images and at higher precision. Surprisingly,
the closest competitor is the baseline method as
opposed to other methods that try to focus the
search towards the intended sense. This is prob-
ably because the additional words in the query (ei-
ther from gloss or a random translation) confuse
Google Images rather than focusing the search.
IDIOM covers 41% more area than SW. Overall

1PANDICTIONARY provides a gloss (short explanation)
for each sense. E.g., a gloss for ‘hero’ is ‘role model.’
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Figure 2: The percentage of senses for which at least one relevant result was returned varied along several dimensions: (a)
polysemy of original query, and (b) part of speech of the sense, (c) abstractness/concreteness of the sense.

IDIOM produces 22% better images compared to
SW (389 vs 318).

We also observe that random translations return
much worse images than IDIOM suggesting that a
classifier is essential for high quality images.

Figure 1(b) compares the percentage of senses
for which at least one good result was returned in
the fifteen. Here IDIOM performs the best at 51%.
Each other method performs at about 40%. The re-
sults are statistically highly significant (p < 0.01).

Figure 1(c) compares the performance just on
the subset of the non-dominant senses of the query
words. All methods perform worse than in Figure
1(b) but IDIOM outperforms the others.

We also analyze our results across several di-
mensions. Figure 2(a) compares the performance
as a function of polysemy of the original query. As
expected, the disparity in methods is much more
for high polysemy queries. Most methods perform
well for the easy case of unambiguous queries.

Figure 2(b) compares along the different parts
of speech. For nouns and verbs, IDIOM returns the
best results. For adjectives, IDIOM and SW per-
form the best. Overall, nouns are the easiest for
finding images and we did not find much differ-
ence between verbs and adjectives.

Finally, Figure 2(c) reports how the methods
perform on abstract versus concrete queries. We
define a sense as abstract if it does not have a nat-
ural physical manifestation. For example, we clas-
sify ‘nest’ (a bird built structure) as concrete, and
‘confirm’ (to strengthen) as abstract. IDIOM per-
forms better than the other methods, but the results
vary massively between the two categories.

Overall, we find that our new system consis-
tently produces better results across the several di-
mensions and various metrics.

5 Related Work and Conclusions
Related Work: The popular paradigm for image
search is keyword-based, but it suffers due to pol-
ysemy and homography. An alternative paradigm
is content based (Datta et al., 2008), which is very

slow and works on simpler images. The field
of cross-lingual information retrieval (Ballesteros
and Croft, 1996) often performs translation-based
search. Other than PANIMAGES (which we out-
perform), no one to our knowledge has used this
for image search.

Conclusions: The recent development of PAN-
DICTIONARY (Mausam et al., 2009), a sense-
distinguished, massively multilingual dictionary,
enables a novel image search engine called ID-
IOM. We show that querying unambiguous trans-
lations of a sense produces images for 35% more
concepts compared to querying just the English
source word. In the process we learn a classi-
fier that predicts whether a given translation is a
good query for the intended sense or not. We
plan to release an image search website based
on IDIOM. In the future we wish to incorporate
knowledge from WordNet and cross-lingual links
in Wikipedia to increase IDIOM’s coverage beyond
the senses from PANDICTIONARY.
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Abstract

In this paper, we study the problem of ex-
tracting technical paraphrases from a par-
allel software corpus, namely, a collec-
tion of duplicate bug reports. Paraphrase
acquisition is a fundamental task in the
emerging area of text mining for software
engineering. Existing paraphrase extrac-
tion methods are not entirely suitable here
due to the noisy nature of bug reports. We
propose a number of techniques to address
the noisy data problem. The empirical
evaluation shows that our method signifi-
cantly improves an existing method by up
to 58%.

1 Introduction
Using natural language processing (NLP) tech-
niques to mine software corpora such as code com-
ments and bug reports to assist software engineer-
ing (SE) is an emerging and promising research
direction (Wang et al., 2008; Tan et al., 2007).
Paraphrase extraction is one of the fundamental
problems that have not been addressed in this area.
It has many applications including software ontol-
ogy construction and query expansion for retriev-
ing relevant technical documents.

In this paper, we study automatic paraphrase ex-
traction from a large collection of software bug re-
ports. Most large software projects have bug track-
ing systems, e.g., Bugzilla1, to help global users to
describe and report the bugs they encounter when
using the software. However, since the same bug
may be seen by many users, many duplicate bug
reports are sent to bug tracking systems. The du-
plicate bug reports are manually tagged and asso-
ciated to the original bug report by either the sys-
tem manager or software developers. These fam-
ilies of duplicate bug reports form a semi-parallel

1http://www.bugzilla.org/

Parallel bug reports with a pair of true paraphrases
1: connector extend with a straight line in full screen

mode
2: connector show straight line in presentation mode
Non-parallel bug reports referring to the same bug
1: Settle language for part of text and spellchecking

part of text
2: Feature requested to improve the management of a

multi-language document
Context-peculiar paraphrases (shown in italics)
1: status bar appear in the middle of the screen
2: maximizing window create phantom status bar in

middle of document

Table 1: Bug Report Examples

corpus and therefore a good candidate for extrac-
tion of paraphrases of technical terms. Hence, bug
reports interest us because (1) they are abundant
and freely available,(2) they naturally form a semi-
parallel corpus, and (3) they contain many techni-
cal terms.

However, bug reports have characteristics that
raise many new challenges. Different from many
other parallel corpora, bug reports are noisy. We
observe at least three types of noise common in
bug reports. First, many bug reports have many
spelling, grammatical and sentence structure er-
rors. To address this we extend a suitable state-
of-the-art technique that is robust to such cor-
pora, i.e. (Barzilay and McKeown, 2001). Sec-
ond, many duplicate bug report families contain
sentences that are not truly parallel. An exam-
ple is shown in Table 1 (middle). We handle this
by considering lexical similarity between dupli-
cate bug reports. Third, even if the bug reports are
parallel, we find many cases of context-peculiar
paraphrases, i.e., a pair of phrases that have the
same meaning in a very narrow context. An exam-
ple is shown in Table 1 (bottom). To address this,
we introduce two notions of global context-based
score and co-occurrence based score which take
into account all good and bad occurrences of the
phrases in a candidate paraphrase in the corpus.
These scores are then used to identify and remove
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context-peculiar paraphrases.
The contributions of our work are twofold.

First, we studied the important problem of para-
phrase extraction from a noisy semi-parallel soft-
ware corpus, which has not been studied either in
the NLP or the SE community. Second, taking
into consideration the special characteristics of our
noisy data, we proposed several improvements to
an existing general paraphrase extraction method,
resulting in a significant performance gain – up to
58% relative improvement in precision.

2 Related Work
In the area of text mining for software engineer-
ing, paraphrases have been used in many tasks,
e.g., (Wang et al., 2008; Tan et al., 2007). How-
ever, most paraphrases used are obtained manu-
ally. A recent study using synonyms from Word-
Net highlights the fact that these are not effective
in software engineering tasks due to domain speci-
ficity (Sridhara et al., 2008). Therefore, an auto-
matic way to derive technical paraphrases specific
to software engineering is desired.

Paraphrases can be extracted from non-parallel
corpora using contextual similarity (Lin, 1998).
They can also be obtained from parallel corpora
if such data is available (Barzilay and McKeown,
2001; Ibrahim et al., 2003). Recently, there are
also a number of studies that extract paraphrases
from multilingual corpora (Bannard and Callison-
Burch, 2005; Zhao et al., 2008).

The approach in (Barzilay and McKeown,
2001) does not use deep linguistic analysis and
therefore is suitable to noisy corpora like ours.
Due to this reason, we build our technique on top
of theirs. The following provides a summary of
their technique.

Two types of paraphrase patterns are defined:
(1) Syntactic patterns which consist of the POS
tags of the phrases. For example, the paraphrases
“a VGA monitor” and “a monitor” are represented
as “DT1 JJ NN2”↔ “DT1 NN2”, where the sub-
scripts denote common words. (2) Contextual pat-
terns which consist of the POS tags before and af-
ter the phrases. For example, the contexts “in the
middle of” and “in middle of” in Table 1 (bottom)
are represented as “IN1 DT NN2 IN3” ↔ “IN1

NN2 IN3”.
During pre-processing, the parallel corpus is

aligned to give a list of parallel sentence pairs.
The sentences are then processed by a POS tag-
ger and a chunker. The authors first used identi-

cal words and phrases as seeds to find and score
contextual patterns. The patterns are scored based
on the following formula: (n+)/n, in which, n+
refers to the number of positively labeled para-
phrases satisfying the patterns and n refers to the
number of all paraphrases satisfying the patterns.
Only patterns with scores above a threshold are
considered. More paraphrases are identified using
these contextual patterns, and more patterns are
then found and scored using the newly-discovered
paraphrases. This co-training algorithm is em-
ployed in an iterative fashion to find more patterns
and positively labeled paraphrases.

3 Methodology
Our paraphrase extraction method consists of
three components: sentence selection, global
context-based scoring and co-occurrence-based
scoring. We marry the three components together
into a holistic solution.
Selection of Parallel Sentences Our corpus con-
sists of short bug report summaries, each contain-
ing one or two sentences only, grouped by the
bugs they report. Each group corresponds to re-
ports pertaining to a single bug and are duplicate
of one another. Therefore, reports belonging to the
same group can be naturally regarded as parallel
sentences.

However, these sentences are only partially par-
allel because two users may describe the same bug
in very different ways. An example is shown in Ta-
ble 1 (middle). This kind of sentence pairs should
not be regarded as parallel. To address this prob-
lem, we take a heuristic approach and only select
sentence pairs that have strong similarities. Our
similarity score is based on the number of com-
mon words, bigrams and trigrams shared between
two parallel sentences. We use a threshold of 5 to
filter out non-parallel sentences.
Global Context-Based Scoring Our context-
based paraphrase scoring method is an extension
of (Barzilay and McKeown, 2001) described in
Sec. 2. Parallel bug reports are usually noisy.
At times, some words might be detected as para-
phrases incidentally due to the noise. In (Barzi-
lay and McKeown, 2001), a paraphrase is reported
as long as there is a single good supporting pair
of sentences. Although this works well for a rel-
atively clean parallel corpus considered in their
work, i.e., novels, this does not work well for bug
reports. Consider the context-peculiar example in
Table 1 (bottom). For a context-peculiar para-
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phrase, there can be many sentences containing
the pair of phrases but very few support them to
be a paraphrase. We develop a technique to off-
set this noise by computing a global context-based
score for two phrases being a paraphrase over all
their parallel occurrences. This is defined by the
following formula: Sg = 1

nΣn
i=1si, where n is

the number of parallel bug reports with the two
phrases occurring in parallel, and si is the score
for the i’th occurrence. si is computed as follows:
1. We compute the set of patterns with affixed

pattern scores based on (Barzilay and McK-
eown, 2001).

2. For the i’th parallel occurrence of the pair of
phrases we want to score, we try to find a pat-
tern that matches the occurrence and assign
the pattern score to the pair of phrases as si.
If no such pattern exists, we set si to 0.

By taking the average of si as the global score
for a pair of phrases, we do not rely much on a sin-
gle si and can therefore prevent context-peculiar
paraphrases to some degree.
Co-occurrence-Based Scoring We also consider
another global co-occurrence-based score that is
commonly used for finding collocations. A gen-
eral observation is that noise tends to appear in
random but random things do not occur in the
same way often. It is less likely for randomly
paired words or paraphrases to co-occur together
many times. To compute the likelihood of two
phrases occurring together, we use the following
commonly used co-occurrence-based score:

Sc =
P (w1, w2)
P (w1)P (w2)

. (1)

The expression P (w1, w2) refers to the probability
of a pair of phrases w1 and w2 appearing together.
It is estimated based on the proportion of the cor-
pus containing both w1 and w2 in parallel. Sim-
ilarly, P (w1) and P (w2) each corresponds to the
probability of w1 and w2 appearing respectively.
We normalize the Sc score to the range of 0 to 1
by dividing it with the size of the corpus.
Holistic Solution We employ the parallel sen-
tence selection as a pre-processing step, and merge
co-occurrence-based scoring with global context-
based scoring. For each parallel sentence pairs, a
chunker is used to get chunks from each sentence.
All possible pairings of chunks are then formed.
This set of chunk pairs are later fed to the method
in (Barzilay and McKeown, 2001) to produce a
set of patterns with affixed scores. With this we

compute our global-context based scores. The co-
occurrence based scores are computed following
the approach described above.

Two thresholds are used and candidate para-
phrases whose scores are below the respective
thresholds are removed. Alternatively, one of the
score is used as a filter, while the other is used to
rank the candidates. The next section describes
our experimental results.

4 Evaluation
Data Set Our bug report corpus is built from
OpenOffice2. OpenOffice is a well-known open
source software which has similar functionalities
as Microsoft Office. We use the bug reports that
are submitted before Jan 1, 2008. Also, we only
use the summary part of the bug reports.

We build our corpus in the following steps. We
collect a total of 13,898 duplicate bug reports from
OpenOffice. Each duplicate bug report is associ-
ated to a master report—there is one master re-
port for each unique bug. From this information,
we create duplicate bug report groups where each
member of a group is a duplicate of all other mem-
bers in the same group. Finally, we extract dupli-
cate bug report pairs by pairing each two members
of each group. We get in total 53,363 duplicate
bug report pairs.

As the first step, we employ parallel sentence
selection, described in Sec. 3, to remove non-
parallel duplicate bug report pairs. After this step,
we find 5,935 parallel duplicate bug report pairs.

Experimental Setup The baseline method we
consider is the one in (Barzilay and McKeown,
2001) without sentence alignment – as the bug re-
ports are usually of one sentence long. We call it
BL. As described in Sec. 2, BL utilizes a threshold
to control the number of patterns mined. These
patterns are later used to select paraphrases. In the
experiment, we find that running BL using their
default threshold of 0.95 on the 5,935 parallel bug
reports only gives us 18 paraphrases. This num-
ber is too small for practical purposes. Therefore,
we reduce the threshold to get more paraphrases.
For each threshold in the range of 0.45-0.95 (step
size: 0.05), we extract paraphrases and compute
the corresponding precision.

In our approach, we first form chunk pairs from
the 5,935 pairs of parallel sentences and then use
the baseline approach at a low threshold to ob-

2http://www.openoffice.org/
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tain patterns. Using these patterns we compute
the global context-based scores Sg. We also com-
pute the co-occurrence scores Sc. We rank and
extract top-k paraphrases based on these scores.
We consider 4 different methods: We can use ei-
ther Sg or Sc to rank the discovered paraphrases.
We call them Rk-Sg and Rk-Sc. We also consider
using one of the scores for ranking and the other
for filtering bad candidate paraphrases. A thresh-
old of 0.05 is used for filtering. We call these two
methods Rk-Sc+Ft-Sg and Rk-Sg+Ft-Sc. With
ranked lists from these 4 methods, we can com-
pute precision@k for the top-k paraphrases.
Results The comparison among these methods
is plotted in Figure 1. From the figure we can
see that our holistic approach using global-context
score to rank and co-occurrence score to filter
(i.e., Rk-Sg+Ft-Sc) has higher precision than the
baseline approach (i.e., BL) in all ks. In general,
the other holistic configuration (i.e., Rk-Sc+Ft-Sg)
also works well for most of the ks considered. In-
terestingly, the graph shows that using only one of
the scores alone (i.e., Rk-Sg and Rk-Sc) does not
result in a significantly higher precision than the
baseline approach. A holistic approach by merg-
ing global-context score and co-occurrence score
is needed to yield higher precision.

In Table 2, we show some examples of the para-
phrases our algorithm extracted from the bug re-
port corpus. As we can see, most of the para-
phrases are very technical and only make sense in
the software domain. It demonstrates the effec-
tiveness of our method.
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Figure 1: Precision@k for a range of k.

5 Conclusion
In this paper, we develop a new technique to ex-
tract paraphrases of technical terms from software
bug reports. Paraphrases of technical terms have
been shown to be useful for various software en-

the edit-field ↔ input line field
presentation mode ↔ full screen mode

word separator ↔ a word delimiter
application ↔ app

freeze ↔ crash
mru file list ↔ recent file list

multiple monitor ↔ extended desktop
xl file ↔ excel file

Table 2: Examples of paraphrases of technical
terms mined from bug reports.

gineering tasks. These paraphrases could not be
obtained via general purpose thesaurus e.g., Word-
Net. Interestingly, there is a wealth of text data,
in particular bug reports, available for analysis in
open-source software repositories. Despite their
availability, a good technique is needed to extract
paraphrases from these corpora as they are often
noisy. We develop several approaches to address
noisy data via parallel sentence selection, global-
context based scoring and co-occurrence based
scoring. To show the utility of our approach, we
experimented with many parallel bug reports from
a large software project. The preliminary exper-
iment result is promising as it could significantly
improves an existing method by up to 58%.
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Abstract 

 

Negative life events, such as death of a family 
member, argument with a spouse and loss of a 
job, play an important role in triggering de-
pressive episodes. Therefore, it is worth to de-
velop psychiatric services that can automati-
cally identify such events. In this paper, we 
propose the use of association language pat-
terns, i.e., meaningful combinations of words 
(e.g., <loss, job>), as features to classify sen-
tences with negative life events into prede-
fined categories (e.g., Family, Love, Work). 
The language patterns are discovered using a 
data mining algorithm, called association pat-
tern mining, by incrementally associating fre-
quently co-occurred words in the sentences 
annotated with negative life events. The dis-
covered patterns are then combined with sin-
gle words to train classifiers. Experimental re-
sults show that association language patterns 
are significant features, thus yielding better 
performance than the baseline system using 
single words alone. 

1 Introduction 

With the increased incidence of depressive dis-
orders, many psychiatric websites have devel-
oped community-based services such as message 
boards, web forums and blogs for public access. 
Through these services, individuals can describe 
their stressful or negative life events such as 
death of a family member, argument with a 
spouse and loss of a job, along with depressive 
symptoms, such as depressive mood, suicidal 
tendencies and anxiety. Such psychiatric texts 
(e.g., forum posts) contain large amounts of natu-
ral language expressions related to negative life 
events, making them useful resources for build-

ing more effective psychiatric services. For in-
stance, a psychiatric retrieval service can retrieve 
relevant forum or blog posts according to the 
negative life events experienced by users so that 
they can be aware that they are not alone because 
many people have suffered from the same or 
similar problems. The users can then create a 
community discussion to share their experiences 
with each other. Additionally, a dialog system 
can generate supportive responses like “Don’t 
worry”, “That’s really sad” and “Cheer up” if it 
can understand the negative life events embed-
ded in the example sentences shown in Table 1. 
Therefore, this study proposes a framework for 
negative life event classification. We formulate 
this problem as a sentence classification task; 
that is, classify sentences according to the type of 
negative life events within them. The class labels 
used herein are presented in Table 1, which are 
derived from Brostedt and Pedersen (2003). 

Traditional approaches to sentence classifica-
tion (Khoo et al., 2006; Naughton et al., 2008) or 
text categorization (Sebastiani 2002) usually 
adopt bag-of-words as baseline features to train 
classifiers. Since the bag-of-words approach 
treats each word independently without consider-
ing the relationships of words in sentences, some 
researchers have investigated the use of n-grams 
to capture sequential relations between words to 
boost classification performance (Chitturi and 
Hansen, 2008; Li and Zong, 2008). The use of n-
grams is effective in capturing local dependen-
cies of words, but tends to suffer from data 
sparseness problem in capturing long-distance 
dependencies since higher-order n-grams require 
large training data to obtain reliable estimation. 
For our task, the expressions of negative life 
events can be characterized by association lan-
guage patterns, i.e., meaningful combinations of 
words, such as <worry, children, health>, <break 
up, boyfriend>, <argue, friend>, <loss, job>, and 
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<school, teacher, blame> in the example sen-
tences in Table 1. Such language patterns are not 
necessarily composed of continuous words. In-
stead, they are usually composed of the words 
with long-distance dependencies, which cannot 
be easily captured by n-grams. 

Therefore, the aim of this study is two-fold: (1) 
to automatically discover association language 
patterns from the sentences annotated with nega-
tive life events; and (2) to classify sentences with 
negative life events using the discovered patterns. 
To discover association language patterns, we 
incorporate the measure mutual information (MI) 
into a data mining algorithm, called association 
pattern mining, to incrementally derive fre-
quently co-occurred words in sentences (Section 
2). The discovered patterns are then combined 
with single words as features to train classifiers 
for negative life event classification (Section 3). 
Experimental results are presented in Section 4. 
Conclusions are finally drawn in Section 5. 

2 Association Language Pattern Mining 

The problem of language pattern acquisition can 
be converted into the problem of association pat-
tern mining, where each sales transaction in a 
database can be considered as a sentence in the 
corpora, and each item in a transaction denotes a 
word in a sentence. An association language pat-
tern is defined herein as a combination of multi-
ple associated words, denoted by 1,..., kw w< > . 
Thus, the task of association pattern mining is to 
mine the language patterns of frequently associ-
ated words from the training sentences. For this 
purpose, we adopt the Apriori algorithm 
(Agrawal and Srikant, 1994) and modified it 
slightly to fit our application. Its basic concept is 
to identify frequent word sets recursively, and 

then generate association language patterns from 
the frequent word sets. For simplicity, only the 
combinations of nouns and verbs are considered, 
and the length is restricted to at most 4 words, 
i.e., 2-word, 3-word and 4-word combinations. 
The detailed procedure is described as follows. 

2.1 Find frequent word sets 

A word set is frequent if it possesses a minimum 
support. The support of a word set is defined as 
the number of training sentences containing the 
word set. For instance, the support of a two-word 
set { iw , jw } denotes the number of training sen-
tences containing the word pair ( iw , jw ). The 
frequent k-word sets are discovered from (k-1)-
word sets. First, the support of each word, i.e., 
word frequency, in the training corpus is counted. 
The set of frequent one-word sets, denoted as 1L , 
is then generated by choosing the words with a 
minimum support level. To calculate kL , the fol-
lowing two-step process is performed iteratively 
until no more frequent k-word sets are found. 

 Join step: A set of candidate k-word sets, 
denoted as kC , is first generated by merg-
ing frequent word sets of 1kL − , in which 
only the word sets whose first (k-2) words 
are identical can be merged. 

 Prune step: The support of each candidate 
word set in kC  is then counted to determine 
which candidate word sets are frequent. Fi-
nally, the candidate word sets with a sup-
port count greater than or equal to the 
minimum support are considered to form 

kL . The candidate word sets with a subset 
that is not frequent are eliminated. Figure 1 
shows an example of generating kL . 

Label Description Example Sentence 
Family  Serious illness of a family member; 

Son or daughter leaving home 
I am very worried about my children’s health. 

Love Spouse/mate engaged in infidelity; 
Broke up with a boyfriend or girlfriend 

I broke up with my dear but cruel boyfriend 
recently. 

School Examination failed or grade dropped; 
Unable to enter/stay in school 

I hate to go to school because my teacher al-
ways blames me. 

Work Laid off or fired from a job; 
Demotion and salary reduction 

I lost my job in this economic recession a few 
months ago. 

Social Substantial conflicts with a friend; 
Difficulties in social activities 

I argued with my best friend and was upset. 

Table 1.  Classification of negative life events.  
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2.2 Generate association patterns from fre-
quent word sets 

Association language patterns can be generated 
via a confidence measure once the frequent word 
sets have been identified. The confidence of an 
association language pattern of k words is de-
fined as the mutual information of the k words, 
as shown below. 

1 1

1
1

1

( ,... ) ( ,... )
( ,... )                              ( ,... ) log

( )

k k

k
k k

i
i

Conf w w MI w w
P w wP w w

P w
=

< > =

=

∏
      (1) 

where 1( ,... )kP w w  denotes the probability of the 
k words co-occurring in a sentence in the training 
set, and ( )iP w  denotes the probability of a sin-
gle word occurring in the training set. Accord-
ingly, each frequent word set in kL  is assigned a 
mutual information score. In order to generate a 
set of association language patterns, all frequent 
word sets are sorted in the descending order of 
the mutual information scores. The minimum 
confidence (a threshold at percentage) is then 
applied to select top N percent frequent word sets 
as the resulting language patterns. This threshold 
is determined empirically by maximizing classi-
fication performance (Section 4). Figure 1 (right-
hand side) shows an example of generating the 
association language patterns from kL . 

3 Sentence Classification  

The classifiers used in this study include Support 
Vector Machine (SVM), C4.5, and Naïve Bayes 
(NB) classifier, which is provided by Weka 
Package (Witten and Frank, 2005). The feature 
set includes: 
Bag-of-Words (BOW): Each single word in 
sentences. 

Association language patterns (ALP): The top 
N percent association language patterns acquired 
in the previous section. 
Ontology expansion (Onto): The top N percent 
association language patterns are expanded by 
mapping the constituent words into their syno-
nyms. For example, the pattern <boss, conflict> 
can be expanded as <chief, conflict> since the 
words boss and chief are synonyms. Here we use 
the HowNet (http://www.keenage.com), a Chi-
nese lexical ontology, for pattern expansion. 

4 Experimental Results 

Data set: A total of 2,856 sentences were col-
lected from the Internet-based Self-assessment 
Program for Depression (ISP-D) database of the 
PsychPark (http://www.psychpark.org), a virtual 
psychiatric clinic, maintained by a group of vol-
unteer professionals of Taiwan Association of 
Mental Health Informatics (Bai et al., 2001). 
Each sentence was then annotated by trained an-
notators with one of the five types of negative 
life events. Table 2 shows the break-down of the 
distribution of sentence types.  

The data set was randomly split into a training 
set, a development set, and a test set with an 
8:1:1 ratio. The training set was used for lan-
guage pattern generation. The development set 
was used to optimize the threshold (Section 2.2) 
for the classifiers (SVM, C4.5 and NB). Each 
classifier was implemented using three different 
levels of features, namely BOW, BOW+ALP, 

Prune Step
(min. support)

Sorting
and

Thresholding

<Boyfriend, Conflict>
<Boyfriend, Break up>
<Boss, Conflict>
<Conflict, Break up>

Find Frequent Word Sets Generate Association Language Patterns

Join
Step

Prune Step
(min. support)

Prune Step
(min. support)

<Boyfriend, Conflict, Break up>Join Step

Figure 1.  Example of generating association language patterns. 

Sentence Type % in Corpus 
Family 28.8 
Love 22.8 

School 13.3 
Work 14.3 
Social 20.8 

Table 2. Distribution of sentence types. 
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and BOW+ALP+Onto, to examine the effective-
ness of association language patterns. The classi-
fication performance is measured by accuracy, 
i.e., the number of correctly classified sentences 
divided by the total number of test sentences. 

4.1 Evaluation on threshold selection 

Since not all discovered association language 
patterns contribute to the classification task, the 
threshold described in Section 2.2 is used to se-
lect top N percent patterns for classification. This 
experiment is to determine an optimal threshold 
for each involved classifier by maximizing its 
classification accuracy on the development set. 
Figure 2 shows the classification accuracy of NB 
against different threshold values.  

When using association language patterns as 
features (BOW+ALP), the accuracy increased 
with increasing the threshold value up to 0.6, 
indicating that the top 60% discovered patterns 
contained more useful patterns for classification. 
By contrast, the accuracy decreased when the 
threshold value was above 0.6, indicating that the 
remaining 40% contained more noisy patterns 
that may increase the ambiguity in classification. 
When using the ontology expansion approach 
(BOW+ALP+Onto), both the number and diver-
sity of discovered patterns are increased. There-
fore, the accuracy was improved and the optimal 
accuracy was achieved at 0.5. However, the ac-
curacy dropped significantly when the threshold 
value was above 0.5. This finding indicates that 
expansion on noisy patterns may produce more 
noisy patterns and thus decrease performance. 

4.2 Results of classification performance 

The results of each classifier were obtained from 
the test set using its own threshold optimized in 
the previous section. Table 3 shows the compara-
tive results of different classifiers with different 
levels of features. The incorporation of associa-
tion language patterns improved the accuracy of 
NB, C4.5, and SVM by 3.9%, 1.9%, and 2.2%, 

respectively, and achieved an average improve-
ment of 2.7%. Additionally, the use of ontology 
expansion can further improve the performance 
by 1.6% in average. This finding indicates that 
association language patterns are significant fea-
tures for negative life event classification. 

5 Conclusion  

This work has presented a framework that uses a 
data mining algorithm and ontology expansion 
method to acquire association language patterns 
for negative life event classification. The asso-
ciation language patterns can capture word rela-
tionships in sentences, thus yielding higher per-
formance than the baseline system using single 
words alone. Future work will focus on devising 
a semi-supervised or unsupervised method for 
language pattern acquisition from web resources 
so as to reduce reliance on annotated corpora. 
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 NB C4.5 SVM
BOW 0.717 0.741 0.787

BOW+ALP 0.745 0.755 0.804
BOW+ALP+Onto 0.759 0.766 0.815
Table 3. Accuracy of classifiers on testing data. 
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Abstract 

In this paper, we propose a method for compiling 

travel information automatically. For the compi-

lation, we focus on travel blogs, which are de-

fined as travel journals written by bloggers in 

diary form. We consider that travel blogs are a 

useful information source for obtaining travel 

information, because many bloggers' travel expe-

riences are written in this form. Therefore, we 

identified travel blogs in a blog database and ex-

tracted travel information from them. We have 

confirmed the effectiveness of our method by 

experiment. For the identification of travel blogs, 

we obtained scores of 38.1% for Recall and 

86.7% for Precision. In the extraction of travel 

information from travel blogs, we obtained 

74.0% for Precision at the top 100 extracted local 

products, thereby confirming that travel blogs are 

a useful source of travel information. 

1 Introduction 

Travel guidebooks and portal sites provided by 

tour companies and governmental tourist boards 

are useful sources of information about travel. 

However, it is costly and time consuming to 

compile travel information for all tourist spots 

and to keep them up to date manually. Therefore 

we have studied the automatic compilation of 

travel information. 

For the compilation, we focused on travel 

blogs, which are defined as travel journals writ-

ten by bloggers in diary form. Travel blogs are 

considered a useful information source for ob-

taining travel information, because many blog-

gers' travel experiences are written in this form. 

Therefore, we identified travel blogs in a blog 

database, and extracted travel information from 

them. 

Travel information in travel blogs is also use-

ful for recommending information that is 

matched to the each traveler. Recently, several 

methods that identify bloggers' attributes such as 

residential area (Yasuda et al., 2006), gender, 

and age (Ikeda et al., 2008, Schler et al., 2006), 

have been proposed. By combining this research 

with travel information extracted from travel 

blogs, it is possible to recommend a local prod-

uct that is popular among females, for example, 

or a travel spot, where young people often visit. 

The remainder of this paper is organized as 

follows. Section 2 describes related work. Sec-

tion 3 describes our method. To investigate the 

effectiveness of our method, we conducted some 

experiments, and Section 4 reports the experi-

mental results. We present some conclusions in 

Section 5. 

2 Related Work 

Both 'www.travelblog.org' and 

'travel.blogmura.com' are portal sites for travel 

blogs. At these sites, travel blogs are manually 

registered by bloggers themselves, and the blogs 

are classified by their destinations. However, 

there are many more travel blogs in the blogos-
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phere. Aiming to construct an exhaustive data-

base of travel blogs, we have studied the auto-

matic identification of travel blogs.  

GeoCLEF
1
 is the cross-language geographic 

retrieval track run as part of the Cross Language 

Evaluation Forum (CLEF), and has been operat-

ing since 2005 (Gey et al., 2005). The goal of 

this task was to retrieve news articles relevant to 

particular aspects of geographic information, 

such as 'wine regions around the rivers in Eu-

rope'. In our work, we focused on travel blogs 

instead of news articles, because bloggers' travel 

experiences tend to be written in travel blogs. 

3 Automatic Compilation of Travel In-

formation 

The task of compiling travel information is di-

vided into two steps: (1) identification of travel 

blogs and (2) extraction of travel information 

from them. We explain these steps in Sections 

3.1 and 3.2. 

3.1 Identification of Travel Blogs 

Blog entries that contain cue phrases, such as 

'travel', 'sightseeing', or 'tour', have a high degree 

of probability of being travel blogs. However, 

not every travel blog contains such cue phrases. 

For example, if a blogger writes his/her journey 

to Norway in multiple blog entries, it might state 

'We traveled to Norway' in the first entry, while 

only writing 'We ate wild sheep!' in the second 

entry. In this case, because the second entry does 

not contain any expressions related to travel, it is 

difficult to identify that the second entry is a tra-

vel blog. Therefore, we focus not only on each 

entry but also on its surrounding entries for the 

identification of travel blogs.  

We formulated the identification of travel 

blogs as a sequence-labeling problem, and solved 

it using machine learning. For the machine learn-

ing method, we examined the Conditional Ran-

dom Fields (CRF) method, whose empirical suc-

cess has been reported recently in the field of 

natural language processing. The CRF-based me-

thod identifies the class of each entry. Features 

and tags are given in the CRF method as follows: 

(1) the k tags occur before a target entry, (2) k 

features occur before a target entry, and (3) k 

features follow a target entry (see Figure 1). We 

used the value of k=4, which was determined in a 

pilot study. Here, we used the following features 

for machine learning: whether an entry contains 

                                                 
1
 http://ir.shef.ac.uk/geoclef/ 

each 416 cue phrase, such as '旅行 (travel)', 'ツ

アー  (tour)', and '出発  (departure)', and the 

number of location names in each entry
2
. 

 

 

 

 

 

 

 

 

     

tag 0 0 1     
[cue phrase] (416 in total) 

1: contain, 0:not contain 
     

travel 0 1 1 0 0 1 0 

tour 0 0 0 1 1 1 0 

departure 0 0 1 0 0 1 0 

train 1 0 1 0 1 1 1 

visited 0 0 1 1 1 1 0 
 

 

Figure 1: Features and tags given to the CRF 

3.2 Extraction of Travel Information from 

Blogs 

We extracted pairs comprising a location name 

and a local product from travel blogs, which 

were identified in the previous step. For the effi-

cient extraction of travel information, we em-

ployed a bootstrapping method. Firstly, we pre-

pared 482 location-name/and local-product pairs 

as seeds for the bootstrapping. These pairs were 

obtained automatically from a 'Web Japanese N-

gram' database
3
 provided by Google, Inc. The 

database comprises N-grams (N=1–7) extracted 

from 20 billion of Japanese sentences on the web. 

We applied a pattern '[地名]名物「[名物]」 ' 

([slot of 'location name'] local product 「[slot of 

'local product name']」) to the database, and ex-

tracted location names and local products from 

each corresponding slot, thereby obtaining the 

482 pairs. 

Secondly, we applied a machine learning-

based information extraction technique to the 

travel blogs identified in the previous step, and 

obtained new pairs. In this step, we prepared 

                                                 
2
 We used CaboCha software for the identification of 

locations. 

http://chasen.org/~taku/software/cabocha/ 
3
 http://www.gsk.or.jp/catalog/GSK2007-

C/catalog.html 
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training data for the machine learning in the fol-

lowing three steps. 

1. Select 200 sentences that contain both a lo-

cation name and a local product from the 

482 pairs. Then automatically create 200 

tagged sentences, to which 'location' and 

'product' tags are assigned. 

2. Prepare another 200 sentences that contain 

only a location name.
4
 Then create 200 

tagged sentences, to which the 'location' tag 

is assigned. 

3. Apply machine learning to the 400 tagged 

sentences, and obtain a system that automat-

ically annotates 'location' and 'product' tags 

to given sentences. 

As a machine learning method, we used the CRF. 

In the same way as in the previous step, the 

CRF-based method identifies the class of each 

word in a given sentence. Features and tags are 

given in the CRF method as follows: (1) the k 

tags occur before a target word, (2) k features 

occur before a target word, and (3) k features 

follow a target word. We used the value of k=2, 

which was determined in a pilot study. We use 

the following six features for machine learning. 

� A word. 

� Its part of speech
5
. 

� Whether the word is a quotation mark. 

� Whether the word is a cue word, such as '名

物 ', '名産 ', '特産 ' (local product), '銘菓 ' 

(famous confection), or '土産' (souvenir). 

� Whether the word is a surface case. 

� Whether the word is frequently used in the 

names of local products or souvenirs, such 

as 'cake' or 'noodle'. 

4 Experiments 

We conducted two experiments: (1) identifica-

tion of travel blogs, and (2) extraction of travel 

information from blogs. We reported on them in 

Sections 4.1 and 4.2. 

4.1 Identification of Travel Blogs 

Data sets and experimental settings 

                                                 
4
 In our pilot study, we did not use these negative cas-

es in machine learning at first, and obtained low pre-

cision values, because our system attempted to extract 

local products from all sentences containing location 

names in travel blogs. 
5
 In this step, we also identified location names auto-

matically using the CaboCha software. 

We randomly selected 4,914 blog entries written 

by 317 authors from about 1,100,000 entries 

written in Japanese. Then we manually identified 

travel blogs in 4,914 entries. As a result, 420 en-

tries were identified as travel blogs. Then we 

performed a four-fold cross-validation test. For 

the machine-learning package, we used CRF++
6
 

software. For evaluation measures, we used Re-

call and Precision scores. 

Alternatives 

In order to confirm the validity of our sequence 

labeling-based approach, we also examined 

another method, which identifies travel blogs 

using features in each blog entry only (without 

using features in its surrounding entries). 

Results and discussions 

Table 1 shows the experimental results. As 

shown in the table, our method improved the 

Precision value by 26.2%, while decreasing the 

Recall value by 13.0%. In our research, Precision 

is more important than Recall, because low Pre-

cision in this step causes low Precision in the 

next step. 

 Recall Precision 

our method 38.1 86.7 

baseline method 51.1 60.5 
Table 1: Identification of travel blogs 

Our method could not identify 266 of the tra-

vel blogs. We randomly selected 50 entries from 

these 266, and analysed the errors. Among the 50 

errors, 25 cases (50%) were caused by the lack of 

cue phrases. For the machine learning, we used 

manually selected cue phrases. To increase the 

number of cue phrases, a statistical approach will 

be required. For example, applying n-grams to 

automatically identified travel blogs is one such 

approach. Among the 50 errors, 5 entries (10%) 

were too short (fewer than four sentences) to be 

identified by our method. 

Our method mistakenly identified 26 entries as 

travel blogs. A typical error is that bloggers 

wrote non-travel entries among a series of travel 

blogs. In this case, the non-travel entries were 

identified as travel blogs. 

4.2 Extraction of Travel Information from 

Blogs 

Data sets and experimental settings 

To confirm that travel blogs are a useful informa-

tion source for the extraction of travel informa-

tion, we extracted travel information using the 

following three information sources. 

                                                 
6
 http://www.chasen.org/~taku/software/CRF++/ 
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� Travel blogs (our method): 80,000 sen-

tences in 17,268 travel blogs, which were 

automatically identified from 1,100,000 en-

tries using the method described in Section 

3.1. 

� Generic blogs: 80,000 sentences from 

1,100,000 blog entries. 

� Generic webs: 80,000 sentences from 

470M web sentences (Kawahara and Kuro-

hashi, 2006). 

We extracted travel information (location-

name/local-product pairs) from each information 

source, and ranked them by their frequencies. 

Evaluation 

We used the Precision value for the top-ranked 

travel information defined by the following equa-

tion as the evaluation measure. We calculated 

Precision values from the top 5 to the top 100 at 

intervals of 5. 

Precision=

The number of correctly extracted 

location-name / local-product

pairs

 
The number of extracted

location-name / local-product

pairs

 

Results and discussions 

Figure 2 shows the experimental results. As 

shown in the figure, the generic blog method ob-

tained higher Precision values than the generic 

web method, especially at higher ranks. Our me-

thod (travel blog) was much better than the ge-

neric blog method, which indicates that travel 

blogs are a useful information source for the ex-

traction of travel information.  

 
Figure 2: Precision values at top n for the extraction 

of travel information 

Table 2 shows the number of local products, 

which were not contained in a list of products 

from the Google N-gram database. As shown in 

the table, 41 local products were newly extracted 

from travel blogs, while 15 and 7 were extracted 

from generic blogs and generic webs, respective-

ly. These results also indicate the effectiveness of 

travel blogs as a source for travel information. 

A typical error among the top 100 results for 

our method was that store names were mistaken-

ly extracted. Here, most of these stores sell local 

products. To ameliorate this problem, extraction 

of pairs of local products and the stores that sell 

them is also required. 

travel blog (our method) 41 

generic blog 15 

generic web 7 

Table 2: The number of local products that each me-

thod newly extracted 

5 Conclusion 

In this paper, we proposed a method for identify-

ing travel blogs from a blog database, and ex-

tracting travel information from them. In the 

identification of travel blogs, we obtained of 

38.1% for Recall and 86.7% for Precision. In the 

extraction of travel information from travel blogs, 

we obtained 74.0% for Precision with the top 

100 extracted local products.  
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Abstract

We propose the PlayCoref game, whose
purpose is to obtain substantial amount of
text data with the coreference annotation.
We provide a description of the game de-
sign that covers the strategy, the instruc-
tions for the players, the input texts selec-
tion and preparation, and the score evalua-
tion.

1 Introduction

A collection of high quality data is resource-
demanding regardless of the area of research and
type of the data. This fact has encouraged a
formulation of an alternative way of data col-
lection, ”Games With a Purpose” methodology
(GWAP), (van Ahn and Dabbish, 2008). The
GWAP methodology exploits the capacity of Inter-
net users who like to play on-line games. The on-
line games are being designed to generate data for
applications that either have not been implemented
yet, or have already been implemented with a per-
formance lower than human. Moreover, the play-
ers work simply by playing the game - the data are
generated as a by-product of the game. If the game
is enjoyable, it brings human resources and saves
financial resources. The game popularity brings
more game sessions and thus more annotated data.

The GWAP methodology was formulated in
parallel with design and implementation of the
on-line games with images (van Ahn and Dab-
bish, 2004) and subsequently with tunes (Law
et al., 2007),1 in which the players try to agree
on a caption of the image/tune. The popularity of
the games is enormous so the authors have suc-
ceeded in the basic requirement that the annota-
tion is generated in a substantial amount. Then
the Onto games appeared (Siorpaes and Hepp,

1www.gwap.org

2008), bringing a new type of input data to GWAP,
namely video and text.2

The situation with text seems to be slightly dif-
ferent. One has to read a text in order to identify
its topics, which takes more time than observing
images, and the longer text, the worse. Since the
game must be of a dynamic character, it is unimag-
inable that the players will spend minutes reading
an input text. Therefore, the text must be opened
to the players ’part’ by ’part’.

So far, besides the Onto games, two more games
with texts have been designed: What did Shan-
non say?3, the goal of which is to help the speech
recognizer with difficult-to-recognize words, and
Phrase Detectives4 (Kruschwitz, Chamberlain,
Poesio, 2009), the goal of which is to identify re-
lationships between words and phrases in a text.

Motivated by the GWAP portal, the LGame por-
tal5 has been established. Seven key properties
that any game on the LGame portal will satisfy
were formulated – see Table 1.

The LGame portal has been opened with the
Shannon game, a game of intentionally hidden
words in the sentence, where players guess them,
and the Place the Space game, a game of word
segmentation.

Within a systematic framework established at
the LGame portal, the games PlayCoref, PlayNE,
PlayDoc devoted to the linguistic phenomena
dealing with the contents of documents, namely
coreference, named-entitites, and document la-
bels, respectively, are being designed in parallel
but implemented subsequently since the GWAPs
are open-ended stories the success of which is hard
to estimate in advance. These games are designed
for Czech and English by default. However, the
game rules are language independent.

2www.ontogame.org
3lingo.clsp.jhu.edushannongame.html
4www.phrasedetectives.org
5www.lgame.cz

209



1. During the game, the data are collected for the natural
language processing tasks that computers cannot solve
at all or not well enough.
2. Playing the game only requires a basic knowledge
of the grammar of the language of the game. No extra
linguistic knowledge is required.
3. The game rules are designed independently of the
language of the game.
4. The game is designed for Czech and English by de-
fault.
5. During the game, the players have at least a general
idea of what their opponent(s) do.
6. The game is designed for at least two players (also a
computer can be an opponent).
7. The game offers several levels of difficulty (to fit a
vast range of players).

Table 1: Key properties of the games on the LGame portal.

We have decided to implement the PlayCoref
first. Coreference crosses the sentence boundaries
and playing coreference offers a great opportunity
to test players’ willingness to read a text part by
part, e.g. sentence by sentence. In this paper, we
discuss various aspects of the PlayCoref design.

2 Coreference

Coreference occurs when several referring expres-
sions in a text refer to the same entity (e.g. per-
son, thing, reality). A coreferential pair is marked
between subsequent pairs of the referring expres-
sions. A sequence of coreferential pairs referring
to the same entity in a text forms a coreference
chain.

Various projects on the coreference annotation
by linguists are running. We mention two of
them – the Prague Dependency Treebank 2.0 and
the coreference task for the sixth Message Under-
standing Conference.

Prague Dependency Treebank 2.0 (PDT 2.0)6

is the only corpus establishing the coreference
annotation on a layer of meaning, so-called tec-
togrammatical layer (t-layer). The annotation in-
cludes grammatical and textual coreference. Ex-
tended textual coreference (covering additional
categories) is being annotated in PDT 2.0 in an on-
going project (Nedoluzhko, 2007).

Sixth Message Understanding Conference – the
coreference task (MUC-6)7 operates on a sur-
face layer. The coreferential pairs are marked be-
tween pairs of the categories nouns, noun phrases,
and pronouns.

6ufal.mff.cuni.cz/pdt2.0
7cs.nyu.edu/faculty/grishman/muc6.html

3 The PlayCoref Game

Motivation The PDT 2.0 coreference annota-
tion (including the annotation scheme design,
training of the annotators, technical and linguistic
support, and annotation corrections) spanned the
period from summer 2002 till autumn 2004. Each
of two annotators annotated one half out of 3,165
documents. We are aware that coreferential pairs
marked in the PlayCoref sessions may differ from
the PDT 2.0 coreference annotation. However,
the following estimates reinforce our motivation
to use the GWAP technology on texts: assuming
that (1) the PlayCoref is designed as a two-player
game, (2) at least one document is being present
in each session, (3) the session lasts up to 5 min-
utes and (4) the players play half an hour a day,
then at least 6 documents will be processed a day
by two players. This means that 3,165 documents
will be annotated by two players in 528 days, by
eight players in 132 days, by 32 players in 33 days
etc., and by 128 players in 9 days.

Strategy The game is designed for two players.
The game starts with several first sentences of the
document displayed in the players’ sentence win-
dow. According to the restrictions put on the mem-
bers of the coreferential pairs, parts of the text are
unlocked while the other parts are locked. Only
unlocked parts of the text are allowed to become
a member of the coreferential pair. In our case,
only nouns and selected pronouns are unlocked.8

In Table 2, we provide a list of the locked pro-
noun’s sub-part-of-speech classes (as designed in
the Czech positional tag system). Pronouns of
the other sub-part-of-speech classes are unlocked.
The selection of the locked pronoun’s sub-part-of-
speech classes is based on the fact that some types
of pronouns usually corefer with parts of the text
larger than one word. This type of coreference
cannot be annotated without a linguistic knowl-
edge and without training. Therefore it must be
omitted for the purposes of the PlayCoref game.

The players mark coreferential pairs between
the unlocked words in the text (no phrases are al-
lowed). They mark the coreferential pairs as undi-
rected links.9 After the session, the coreference

8A tagging procedure is used to get the part-of-speech
classes of the words.

9This strategy differs from the general conception of
coreference being understood as either the anaphoric or cat-
aphoric relation depending on ”direction” of the link in the
text. We believe that the players will benefit from this sim-
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Locked pronouns: subPOS and its description
D Demonstrative (”ten”, ”onen”, ..., lit. ”this”, ”that”, ”that”, ...

”over there”, ... )
E Relative ”což” (corresponding to English which in subordinate

clauses referring to a part of the preceding text)
L Indefinite ”všechen”, ”sám” (lit. ”all”, ”alone”)
O ”svůj”, ”nesvůj”, ”tentam” alone (lit. ”own self”, ”not-in-mood”,

”gone”)
Q Relative/interrogative ”co”, ”copak”, ”cožpak” (lit. ”what”, ”isn’t-

it-true-that”)
W Negative (”nic”, ”nikdo”, ”nijaký”, ”žádný”, ..., lit. ”nothing”,

”nobody”, ”not-worth-mentioning”, ”no”/”none”)
Y Relative/interrogative ”co” as an enclitic (after a preposition)

(”oč”, ”nač”, ”zač”, lit. ”about what”, ”on”/”onto” ”what”, ”af-
ter”/”for what”)

Z Indefinite (”nějaký”, ”některý”, ”čı́koli”, ”cosi”, ..., lit. ”some”,
”some”, ”anybody’s”, ”something”)

Table 2: List of the pronoun’s sub-part-of-speech classes in
the Czech positional tag system locked for the PlayCoref.

chains are automatically reconstructed from the
coreferential pairs marked.

During the session, the number of words the
opponent has linked into the coreferential pairs is
displayed to the player. The number of sentences
with at least one coreferential pair marked by the
opponent is displayed to the player as well. Re-
vealing more information about the opponent’s ac-
tions would affect the independency of the play-
ers’ decisions.

If the player finishes pairing all the related
words in a visible part of the document (visible
to him), he asks for the next sentence of the docu-
ment. It appears at the bottom of his sentence win-
dow. The player can remove pairs created before
at any time and can make new pairs in the sen-
tences read so far. The session goes on this way
until the end of the session time.

Instructions for the Players Instructions for the
players must be as comprehensible and concise as
possible. To mark a coreferential pair, no linguis-
tic knowledge is required. It is all about the text
comprehension ability.

Input Texts In the first stage of the project, doc-
uments from PDT 2.0 and MUC-6 will be used in
the sessions, so that the quality of the game data
can be evaluated against the manual coreference
annotation.

Since the PDT 2.0 coreference annotation oper-
ates on the tectogrammatical layer and PlayCoref
on the surface layer, the coreferential pairs of the t-
layer must be projected to the surface first. The ba-
sic steps of the projection are depicted in Figure 1.
Going from the t-layer, some of the coreferential

plification and that the quality of the game data will not be
decreased.

pairs get lost because their members do not have
their counterparts on surface.10 From the remain-
ing coreferential pairs, those between nouns and
unlocked pronouns are selected. In the final game
documents, the difference between the grammat-
ical, textual and extended textual coreference is
omitted, because the players will not be asked to
distinguish them. Table 3 shows the number of
coreferential pairs in various stages of the projec-
tion.
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Figure 1: Projection of the PDT coreference annotation to
the surface layer. The first step depicts the annotation of the
extended textual coreference. Pairs that have no surface coun-
terparts are marked DEEP, pairs with surface counterparts
are marked SURF. Pairs suitable for the game are marked un-
locked.

Data from the coreference task on the sixth
Message Understanding Conference can be used
in a much more straightforward way. Coreference
is annotated on the surface and no projection is
needed. The links with noun phrases are disre-
garded.

PDT 2.0 PDT 2.0 surface PlayCoref
+ ext. subset

# coref. pairs 45 96 70 33

Table 3: Number of coreferential pairs (in thousands) in
various stages of projection. Counts in the second, third and
fourth columns are extrapolated on the basis of data anno-
tated so far, which is about 200 thousand word tokens in 12
thousand sentences (out of 833 thousand tokens in 49 thou-
sand sentences in PDT 2.0). Type of the coreferential pairs,
either grammatical or textual one, is not distinguished.

Scoring The players get points for their coref-
erential pairs according to the equation ptsA =
w1∗ICA(A, acr)+w2∗ICA(A,B) where A and
B are the players, acr is an automatic coreference
resolution procedure, weights 0 ≤ w1, w2 ≤ 1,
w1, w2 ∈ R are set empirically, and ICA stands for
the inter-coder agreement that we can simultane-
ously express either by the F-measure or Krippen-

10Czech is a ’pro-drop’ language, in which the subject pro-
noun on ’he’ has a zero form (also in feminine, plural, etc.).
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Figure 2: Player ’1’ pairs (A,C) – the dotted curve; player
’2’ pairs (A,B) and (B,C) – the solid lines; player ’3’ pairs
(A,B) and (A,C) – the dashed curves. Although players ’1’
and ’2’ do not agree on the coreferential pairs at all, ’1’ and
’3’ agree only on (A,C) and ’2’ and ’3’ agree only on (A,B),
for the purposes of the coreference chains reconstruction, the
players’ agreement is higher: players ’1’ and ’2’ agree on two
members of the coreferential chain: A and C, players ’1’ and
’3’ agree on A and C as well, and players ’2’ and ’3’ achieved
agreement even on all three members: A, B, and C.

dorff’s α (Artstein and Poesio, 2008). The score
is calculated at the end of the session and no run-
ning score is being presented during the session.
Otherwise, the players might adjust their decisions
according to the changes in the score. Obviously,
it is undesirable.

Assigning a score to the players deals with the
coreferential pairs. However, motivated by (Pas-
sonneau, 2004) and others, the evaluation handles
the coreferential pairs in a way demonstrated in
Figure 2.

PlayCoref vs. PhraseDetectives At least to
our knowledge, there are no other GWAPs deal-
ing with the relationship among words in a text
like PhraseDetectives and PlayCoref. Neverthe-
less, there are many differences between these two
games – the main ones are enumerated in Table 4.

PlayCoref PhraseDetectives
detection of coreference
chains

anaphora resolution

two-player game one-player game
a document presented sen-
tence by sentence

a paragraph presented at
once

– checking the pairs marked
in the previous sessions

pairing not restricted to the
position in the text

the closest antecedent

simple instructions players training
scoring with respect to the
automatic coreference reso-
lution and to the opponent’s
pairs

scoring with respect to the
players that play with the
same document before

coreferential pairs correc-
tion

no corrections allowed

Table 4: PlayCoref vs. PhraseDetectives.

4 Conclusion

We propose the PlayCoref game, a concept of a
GWAP with texts that aims at getting the docu-
ments with the coreference annotation in substan-

tially larger volume than can be obtained from
experts. In the proposed game, we introduce
coreference to the players in a way that no lin-
guistic knowledge is required from them. We
present the game rules design, the preparation of
the game documents and the evaluation of the
players’ score. A short comparison with a simi-
lar project is also provided.
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Abstract 

This paper presents a new term extraction ap-
proach using relevance between term candi-
dates calculated by a link analysis based 
method. Different types of relevance are used 
separately or jointly for term verification. The 
proposed approach requires no prior domain 
knowledge and no adaptation for new domains. 
Consequently, the method can be used in any 
domain corpus and it is especially useful for 
resource-limited domains. Evaluations con-
ducted on two different domains for Chinese 
term extraction show significant improve-
ments over existing techniques and also verify 
the efficiency and relative domain independent 
nature of the approach. 

1 Introduction 

Terms are the lexical units to represent the most 
fundamental knowledge of a domain. Term ex-
traction is an essential task in domain knowledge 
acquisition which can be used for lexicon update, 
domain ontology construction, etc. Term extrac-
tion involves two steps. The first step extracts 
candidates by unithood calculation to qualify a 
string as a valid term. The second step verifies 
them through termhood measures (Kageura and 
Umino, 1996) to validate their domain specificity.  

Many previous studies are conducted on term 
candidate extraction. Other tasks such as named 
entity recognition, meaningful word extraction 
and unknown word detection, use techniques 
similar to that for term candidate extraction. But, 
their focuses are not on domain specificity. This 
study focuses on the verification of candidates by 
termhood calculation.  

Relevance between term candidates and docu-
ments is the most popular feature used for term 
verification such as TF-IDF (Salton and McGill, 
1983; Frank, 1999) and Inter-Domain Entropy 
(Chang, 2005), which are all based on the hy-
pothesis that “if a candidate occurs frequently in 
a few documents of a domain, it is likely a term”. 
Limited distribution information of term candi-
dates in different documents often limits the abil-
ity of such algorithms to distinguish terms from 
non-terms. There are also attempts to use prior 
domain specific knowledge and annotated cor-
pora for term verification. TV_ConSem (Ji and 
Lu, 2007) calculates the percentage of context 
words in a domain lexicon using both frequency 
information and semantic information. However, 
this technique requires a domain lexicon whose 
size and quality have great impact on the per-
formance of the algorithm. Some supervised 
learning approaches have been applied to pro-
tein/gene name recognition (Zhou et al., 2005) 
and Chinese new word identification (Li et al., 
2004) using SVM classifiers (Vapnik, 1995) 
which also require large domain corpora and an-
notations. The latest work by Yang (2008) ap-
plied the relevance between term candidates and 
sentences by using the link analysis approach 
based on the HITS algorithm to achieve better 
performance. 

In this work, a new feature on the relevance 
between different term candidates is integrated 
with other features to validate their domain 
specificity. The relevance between candidate 
terms may be useful to identify domain specific 
terms based on two assumptions. First, terms are 
more likely to occur with other terms in order to 
express domain information. Second, term can-
didates extracted from domain corpora are likely 
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to be domain specific. Previous work by (e.g. Ji 
and Lu, 2007) uses similar information by com-
paring the context to an existing large domain 
lexicon. In this study, the relevance between 
term candidates are iteratively calculated by 
graphs using link analysis algorithm to avoid the 
dependency on prior domain knowledge.  

The rest of the paper is organized as follows. 
Section 2 describes the proposed algorithms. 
Section 3 explains the experiments and the per-
formance evaluation. Section 4 concludes and 
presents the future plans. 

2 Methodology 

This study assumes the availability of term can-
didates since the focus is on term verification by 
termhood calculation. Three types of relevance 
are first calculated including (1) the term candi-
date relevance, CC; (2) the candidate to sentence 
relevance, CS; and the candidates to document 
relevance, CD. Terms are then verified by using 
different types of relevance. 

2.1 Relevance between Term Candidates 

Based on the assumptions that term candidates 
are likely to be used together in order to repre-
sent a particular domain concept, relevance of 
term candidates can be represented by graphs in 
a domain corpus. In this study, CC is defined as 
their co-occurrence in the same sentence of the 
domain corpus. For each document, a graph of 
term candidates is first constructed. In the graph, 
a node is a term candidate. If two term candi-
dates TC1 and TC2 occur in the same sentence, 
two directional links between TC1 to TC2 are 
given to indicate their mutually related. Candi-
dates with overlapped substrings are not removed 
which means long terms can be linked to their 
components if the components are also candi-
dates.  

After graph construction, the term candidate 
relevance, CC, is then iteratively calculated using 
the PageRank algorithm (Page et al. 1998) origi-
nally proposed for information retrieval. PageR-
ank assumes that the more a node is connected to 
other nodes, it is more likely to be a salient node. 
The algorithm assigns the significance score to 
each node according to the number of nodes link-
ing to it as well as the significance of the nodes. 
The PageRank calculation PR of a node A is 
shown as follows:  
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where B1, B2,…, Bt are all nodes linked to node A; 
C(Bi) is the number of outgoing links from node 
Bi; d is the factor to avoid loop trap in the 
graphic structure. d is set to 0.85 as suggested in 
(Page et al., 1998). Initially, all PR weights are 
set to 1. The weight score of each node are ob-
tained by (1), iteratively. The significance of 
each term candidate in the domain specific cor-
pus is then derived based on the significance of 
other candidates it co-occurred with. The CC 
weight of term candidate TCi is given by its PR 
value after k iterations, a parameter to be deter-
mined experimentally. 

2.2 Relevance between Term Candidates 
and Sentences 

A domain specific term is more likely to be con-
tained in domain relevant sentences. Relevance 
between term candidate and sentences, referred 
to as CS, is calculated using the TV_HITS (Term 
Verification – HITS) algorithm proposed in 
(Yang et al., 2008) based on  Hyperlink-Induced 
Topic Search (HITS) algorithm (Kleinberg, 
1997). In TV_HITS, a good hub in the domain 
corpus is a sentence that contains many good 
authorities; a good authority is a term candidate 
that is contained in many good hubs.  

In TV_HITS, a node p can either be a sentence 
or a term candidate. If a term candidate TC is 
contained in a sentence Sen of the domain corpus, 
there is a directional link from Sen to TC. 
TV_HITS then makes use of the relationship be-
tween candidates and sentences via an iterative 
process to update CS weight for each TC.  

Let VA(w(p1)A, w(p2)A,…, w(pn)A) denote the 
authority vector and VH(w(p1)H, w(p2)H,…, w(pn)H) 
denote the hub vector. VA and VH are initialized 
to (1, 1,…, 1). Given weights VA and VH with a 
directional link p→q, w(q)A and w(p)H are up-
dated by using the I operation(an in-pointer to a 
node) and the O operation(an out-pointer to a 
node) shown as follows. The CS weight of term 
candidate TCi is given by its w(q)A value after 
iteration. 

I operation:          (2) ∑
∈→

=
Eqp

HA w(p)w(q)

O operation:         (3) ∑
∈→

=
Eqp

AH w(q)w(p)

2.3 Relevance between Term Candidates 
and Documents 

The relevance between term candidates and 
documents is used in many term extraction algo-
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rithms. The relevance is measured by the TF-IDF 
value according to the following equations: 

)IDF(TC)TF(TC)TFIDF(TC iii ⋅=      (4) 

)
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log()(
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i TCDF
D

TCIDF =             (5) 

where TF(TCi) is the number of times term can-
didate TCi occurs in the domain corpus, DF(TCi) 
is the number of documents in which TCi occurs 
at least once, |D| is the total number of docu-
ments in the corpus, IDF(TCi) is the inverse 
document frequency which can be calculated 
from the document frequency. 

2.4 Combination of Relevance 

To evaluate the effective of the different types of 
relevance, they are combined in different ways in 
the evaluation. Term candidates are then ranked 
according to the corresponding termhood values 
Th(TC) and the top ranked candidates are con-
sidered terms.  

For each document Dj in the domain corpus 
where a term candidate TCi occurs, there is CCij 
weight and a CSij weight. When features CC and 
CS are used separately, termhood ThCC(TCi) and 
ThCS(TCi) are calculated by averaging CCij and 
CSij, respectively. Termhood of different combi-
nations are given in formula (6) to (9). R(TCi) 
denotes the ranking position of TCi.  
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3 Performance Evaluation 

3.1 Data Preparation 

To evaluate the performance of the proposed 
relevance measures for Chinese in different do-
mains, experiments are conducted on two sepa-
rate domain corpora CorpusIT and CorpusLegal., 
respectively. CorpusIT includes academic papers 
of 6.64M in size from Chinese IT journals be-
tween 1998 and 2000. CorpusLegal includes the 
complete set of official Chinese constitutional 
law articles and Economics/Finance law articles 
of 1.04M in size (http://www.law-lib.com/).  

For comparison to previous work, all term 
candidates are extracted from the same domain 
corpora using the delimiter based algorithm 
TCE_DI (Term Candidate Extraction – Delimiter 
Identification) which is efficient according to 
(Yang et al., 2008). In TCE_DI, term delimiters 
are identified first. Words between delimiters are 
then taken as term candidates. 

The performances are evaluated in terms of 
precision (P), recall (R) and F-value (F). Since 
the corpora are relatively large, sampling is used 
for evaluation based on fixed interval of 1 in 
each 10 ranked results. The verification of all the 
sampled data is carried out manually by two ex-
perts independently. To evaluate the recall, a set 
of correct terms which are manually verified 
from the extracted terms by different methods is 
constructed as the standard answer. The answer 
set is certainly not complete. But it is useful as a 
performance indication for comparison since it is 
fair to all algorithms. 

3.2 Evaluation on Term Extraction 
For comparison, three reference algorithms are 
used in the evaluation. The first algorithm is 
TV_LinkA which takes CS and CD into consid-
eration and performs well (Yang et al., 2008). 
The second one is a supervised learning ap-
proach based on a SVM classifier, SVMlight 
(Joachims, 1999). Internal and external features 
are used by SVMlight. The third algorithm is the 
popular used TF-IDF algorithm. All the refer-
ence algorithms require no training except 
SVMlight. Two training sets containing thousands 
of positive and negative examples from IT do-
main and legal domain are constructed for the 
SVM classifier. The training and testing sets are 
not overlapped. 

Table 1 and Table 2 show the performance of 
the proposed algorithms using different features 
for IT domain and legal domain, respectively. 
The algorithm using CD alone is the same as the 
TF-IDF algorithm. The algorithm using CS and 
CD is the TV_LinkA algorithm.  

Algorithms Precision 
(%) 

Recall 
(%) 

F-value 
(%) 

SVM 63.6 49.5 55.6 
CC 47.1 36.5 41.2 
CS 65.6 51 57.4 
CD(TF-IDF) 64.8 50.4 56.7 
CC+CS 80.4 62.5 70.3 
CC+CD 49 38.1 42.9 
CS+CD 
(TV_LinkA) 

75.4 58.6 66 

CC+CS+CD 82.8 64.4 72.4 

Table 1. Performance on IT Domain 

215



 

Algorithms Precision 
(%) 

Recall 
(%) 

F-value 
(%) 

SVM 60.1 54.2 57.3 
CC 45.2 40.3 42.6 
CS 70.5 40.1 51.1 
CD(TF-IDF) 59.4 52.9 56 
CC+CS 64.2 49.9 56.1 
CC+CD 48.4 43.1 45.6 
CS+CD 
(TV_LinkA) 

67.4 60.1 63.5 

CC+CS+CD 70.2 62.6 66.2 

Table 2. Performance on Legal Domain 

Table 1 and Table 2 show that the proposed 
algorithms achieve similar performance on both 
domains. The proposed algorithm using all three 
features (CC+CS+CD) performs the best. The 
results confirm that the proposed approach are 
quite stable across domains and the relevance 
between candidates are efficient for improving 
performance of term extraction in different do-
mains. The algorithm using CC only does not 
achieve good performance. Neither does CC+CS. 
The main reason is that the term candidates used 
in the experiments are extracted using the 
TCE_DI algorithm which can extract candidates 
with low statistical significance. TCE_DI pro-
vides a better compromise between recall and 
precision. CC alone is vulnerable to noisy candi-
dates since it relies on the relevance between 
candidates themselves. However, as an addi-
tional feature to the combined use of CS and CD 
(TV_LinkA), improvement of over 10% on F-
value is obtained for the IT domain, and 5% for 
the legal domain. This is because the noise data 
are eliminated by CS and CD, and CC help to 
identify additional terms that may not be statisti-
cally significant.  

4 Conclusion and Future Work 

In conclusion, this paper exploits the relevance 
between term candidates as an additional feature 
for term extraction approach. The proposed ap-
proach requires no prior domain knowledge and 
no adaptation for new domains. Experiments for 
term extraction are conducted on IT domain and 
legal domain, respectively. Evaluations indicate 
that the proposed algorithm using different types 
of relevance achieves the best performance in 
both domains without training.  

In this work, only co-occurrence in a sentence 
is used as the relevance between term candidates. 
Other features such as syntactic relations can 
also be exploited. The performance may be fur-
ther improved by using more efficient combina-

tion strategies. It would also be interesting to 
apply this approach to other languages such as 
English. 
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Abstract 

In this paper we introduce a bilingual diction-
ary generating tool that does not use any large 
bilingual corpora. With this tool we implement 
our novel pivot based bilingual dictionary 
generation method that uses mainly the 
WordNet of the pivot language to build a new 
bilingual dictionary. We propose the usage of 
WordNet for good accuracy, introducing also a 
double directional selection method with local 
thresholds to maximize recall.  

1 Introduction 

Bilingual dictionaries are an essential, perhaps even 
indispensable tool not only as resources for ma-
chine translation, but also in every day activities or 
language education. While such dictionaries are 
available to and from numerous widely used lan-
guages, less represented language pairs have rarely 
a reliable dictionary with good coverage. The need 
for bilingual dictionaries for these less common 
language pairs is increasing, but qualified human 
resources are scarce. Considering that in these con-
ditions manual compilation is highly costly, alter-
native methods are imperative.  

Pivot language based bilingual dictionary gen-
eration is one plausible such alternative (Tanaka 
and Umemura, 1994; Sjöbergh, 2005; Shirai and 
Yamamoto, 2001; Bond and Ogura, 2007). These 
methods do not use large bilingual corpora, thus 
being suitable for low-resourced languages. 

Our paper presents iChi, the implementation 
of our own method, an easy-to-use, customizable 
tool that generates a bilingual dictionary. 

The paper is structured as follows: first we 
briefly describe the methodological background 
of our tool, after which we describe its basic 
functions, concluding with discussions. Thor-
ough description and evaluation, including com-
parative analysis, are available in Varga and Yo-
koyama (2009).  

2 Methodological background 

2.1 Pivot based dictionary generation 

Pivot language based bilingual dictionary gen-
eration methods rely on the idea that the lookup 
of a word in an uncommon language through a 
third, intermediated language can be automated. 
Bilingual dictionaries to a third, intermediate 
language are used to link the source and target 
words. The pivot language translations of the 
source and target head words are compared, the 
suitability of the source-target word pair being 
estimated based on the extent of the common 
elements. 

There are two known problems of conven-
tional pivot methods. First, a global threshold is 
used to determine correct translation pairs. How-
ever, the scores highly depend on the entry itself 
or the number of translations in the intermediate 
language, therefore there is a variance in what 
that score represents. Second, current methods 
perform a strictly lexical overlap of the source-
intermediate and target-intermediate entries. 
Even if the translations from the source and tar-
get languages are semantically transferred to the 
intermediate language, lexically it is rarely the 
case. However, due to the different word-usage 
or paraphrases, even semantically identical or 
very similar words can have different definitions 
in different dictionaries. As a result, because of 
the lexical characteristic of their overlap, current 
methods cannot identify the differences between 
totally different definitions resulted by unrelated 
concepts, and differences in only nuances re-
sulted by lexicographers describing the same 
concept, but with different words. 

2.2 Specifics of our method 

To overcome the limitations, namely low preci-
sion of previous pivot methods, we expand the 
translations in the intermediate language using 

217



information extracted from WordNet (Miller et. 
al., 1990). We use the following information: 
sense description, synonymy, antonymy and se-

mantic categories, provided by the tree structure 
of nouns and verbs. 

To improve recall, we introduce bidirectional 

selection. As we stated above, the global thresh-
old eliminates a large number of good translation 
pairs, resulting in a low recall. As a solution, we 
can group the translations that share the same 
source or target entry, and set local thresholds 
for each head word. For example, for a source 
language head word entry_source there could be 
multiple target language candidates:  en-

try_target1, … ,entry_targetn. If the top scoring 
entry_targetk candidates are selected, we ensure 
that at least one translation will be available for 
entry_source, maintaining a high recall. Since we 
can group the entries in the source language and 
target language as well, we perform this selection 
twice, once in each direction. Local thresholds 
depend on the top scoring entry_target, being set 
to maxscore·c. Constant c varies between 0 and 1, 
allowing a small window for not maximum, but 
high scoring candidates. It is language and selec-
tion method dependent (See 3.2 for details). 

2.3 Brief method description 

First, using the source-pivot and pivot-target dic-
tionaries, we connect the source (s) and target (t) 
entries that share at least one common translation 
in the intermediate (i) language. We consider 

each such source-target pair a translation candi-

date. Next we eliminate erroneous candidates. 
We examine the translation candidates one by 
one, looking up the source-pivot and target-pivot 
dictionaries, comparing pivot language transla-
tions. There are six types of translations that we 
label A-F and explain below as follows. 

First, we select translation candidates whose 
translations into the intermediate language match 
perfectly (type A translations). 

For most words WordNet offers sense descrip-

tion in form of synonyms for most of its senses. 
For a given translation candidate (s,t) we look up 

the source-pivot and target-pivot translations 
(s→I={s→i1,…,s→in}, t→I={t→i1,…,t→im}). 

We select the elements that are common in the 

two definitions (I’=(s→I)∩(t→I)) and we at-

tempt to identify their respective senses from 

WordNet (sns(I’)), comparing each synonym in 

the WordNet’s synonym description with each 
word from the pivot translations. As a result, we 
arrive at a certain set of senses from the source-

pivot definitions (sns((s→I’)) and target-pivot 

definitions (sns((t→I’)). We mark scoreB(s,t) the 

Jaccard coefficient of these two sets. Scores that 
pass a global threshold (0.1) are selected as 
translation pairs. Since synonymy information is 
available for nouns (N), verbs (V), adjectives (A) 
and adverbs (R), four separate scores are calcu-
lated for each POS (type B). 
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''
max,
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We expand the source-to-pivot and target-to-
pivot definitions with information from WordNet 
(synonymy, antonymy and semantic category). 
The similarity of the two expanded pivot lan-
guage descriptions gives a better indication on 
the suitability of the translation candidate. Since 
the same word or concept’s translations into the 
pivot language also share the same semantic 
value, the extension with synonyms 

(ext(l→i)=(l→i)∪syn(l→i), where l={s,t}) the 

extended translation should share more common 
elements (type C). 

In case of antonymy, we expand the initial 
definitions with the antonyms of the antonyms 

(ext(l→i)=(l→i)∪ant(ant(l→i)), where l={s,t}). 
This extension is different from the synonymy 
extension, in most cases the resulting set of 
words being considerably larger (type D). 

Synonymy and antonymy information are 
available for nouns, verbs, adjectives and ad-
verbs, thus four separate scores are calculated for 
each POS. 

Semantic categories are provided by the tree 
structure (hypernymy/hyponymy) of nouns and 
verbs of WordNet. We transpose each entry from 
the pivot translations to its semantic category 

(ext(l→i)=(l→i)∪semcat(l→i), where l={s,t}). 
We assume that the correct translation pairs 
share a high percentage of semantic categories. 

Local thresholds are set based on the best 
scoring candidate for a given entry. The thresh-

olds were maxscore·0.9 for synonymy and an-

tonymy; and maxscore·0.8 for the semantic cate-

gories (see §3.2 for details). 
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→∩→
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For a given entry, the three separate candidate 
lists of type C, D and E selection methods re-
sulted in slightly different results. The good 
translations were among the top scoring ones, but 
not always scoring best. To correct this fault, a 
combined selection method is performed com-
bining these lists. For every translation candidate 

we select the maximum score (scorerel(s,t)) from 
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the several POS (noun, verb, adjective and ad-
verb for synonymy and antonymy relations; noun 
and verb for semantic category) based scores, 
multiplied by a multiplication factor (mfactor). 
This factor varies between 0 and 1, awarding the 
candidates that were selected both times during 
the double directional selection; and punishing 
when selection was made only in a single direc-

tion. c1, c2 and c3 are adjustable language de-

pendent constants, the defaults being 1, 0.5 and 
0.8, respectively (type F). 
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2.4 Evaluation 

We generated a Japanese-Hungarian dictionary 
using selection methods A, B and F; with C, D 
and E contributing indirectly through F. 

(a) Recall evaluation 

We used a Japanese frequency dictionary that we 
generated from the Japanese EDR corpus (Isa-
hara, 2007) to weight each Japanese entry. Set-
ting the standard to the frequency dictionary (its 
recall value being 100), we automatically search 
each entry from the frequency dictionary, verify-
ing whether or not it is included in the bilingual 
dictionary. If it is recalled, we weight it with its 
frequency from the frequency dictionary. 

Our method maintains the recall value of the 
initial translation candidates, owing to the bidi-
rectional selection method with local thresholds. 
However, the recall value of a manually created 
Japanese-English dictionary is higher than any 
automatically generated dictionary’s value (Ta-
ble 1). 

 

method recall 

our method 51.68 

initial candidates 51.68 

Japanese-English(*) 73.23 
Table 1: Recall evaluation results (* marks a manu-

ally created dictionary) 

 (b) 1-to-1 precision evaluation 

We evaluated 2000 randomly selected translation 
pairs, manually scoring them as correct (the 
translation conveys the same meaning, or the 
meanings are slightly different, but in a certain 
context the translation is possible: 79.15%), un-

decided (the translation pair’s semantic value is 
similar, but a translation based on them would be 
faulty: 6.15%) or wrong (the translation pair’s 
two entries convey a different meaning: 14.70%). 

 (c) 1-to-multiple evaluation 

With 1-to-multiple evaluation we quantify the 
true reliability of the dictionary: when looking up 
the meanings or translations of a certain key-
word, the user, whether he’s a human or a ma-
chine, expects all translations to be accurate. We 
evaluated 2000 randomly selected Japanese en-
tries from the initial translation candidates, scor-
ing all Hungarian translations as correct (all 
translations are correct: 71.45%), acceptable (the 
good translations are predominant, but there are 
up to 2 erroneous translations: 13.85%), wrong 

(the number or wrong translations exceeds 2: 
14.70%).  

3 iChi 

iChi is an implementation of our method. Pro-
grammed in Java, it is a platform-independent 
tool with a user friendly graphical interface (Im-
age 1). Besides the MySql database it consists of: 

iChi.jar (java executable), iChi.cfg (configura-

tion file), iChi.log (log file) and iChip.jar (pa-
rameter estimation tool). The major functions of 
iChi are briefly explained below. 
 

 
Image 1: User interface of iChi 

3.1 Resources 

The two bilingual dictionaries used as resources 
are text files, with a translation pair in each line: 

source entry 1@pivot entry 1 

source entry 2@pivot entry 2 

The location of the pivot language’s WordNet 
also needs to be specified. All paths are stored in 
the configuration file. 

3.2 Parameter settings 

iChip.jar estimates language dependent parame-
ters needed for the selection methods. Its single 
argument is a text file that contains marked (cor-
rect: $+ or incorrect: $-) translation pairs: 
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$+source entry 1@correct target entry 1 

$-source entry 2@incorrect target entry 2 

The parameter estimation tool experiments 
with various threshold settings on the same (cor-
rect or incorrect) source entries. For example, 
with Hungarian-Japanese we considered all 
translation candidates whose Hungarian entry 

starts with “zs” (IPA: ʒ). 133 head words total-

ling 515 translation candidates comprise this set, 

273 entries being marked as correct. iChip ex-
perimented with a number of thresholds to de-
termine which ones provide with the best F-
scores, e.g. retain most marked correct transla-
tions (Table 2). The F-scores were determined as 
follows: for example using synonymy informa-
tion (type C) in case of threshold=0.85%, 343 of 
the 515 translation pairs were above the thresh-
old. Among these, 221 were marked as correct, 
thus the precision being 221/343·100=64.43 and 
the recall being 221/273·100=80.95. F-score is 
the harmonic mean of precision and recall (71.75 
in this case). 

 

threshold value (%) selection 
type 0.75 0.80 0.85 0.90 0.95 

C 70.27 70.86 71.75 72.81 66.95 

D 69.92 70.30 70.32 70.69 66.66 

E 73.71 74.90 72.52 71.62 65.09 

F 78.78 79.07 79.34 78.50 76.94 
Table 2: Selection type F-scores with varying thresh-

olds (best scores in bold) 

The output is saved into the configuration file. 
If no parameter estimation data is available, the 
parameters estimated using Hungarian-Japanese 
are used as default. 

3.3 Save settings 

The generated source-target dictionary is saved 
into a text file that uses the same format de-
scribed in §3.1. The output can be customized by 
choosing the desired selection methods. The de-
fault value is a dictionary with selection types A, 
B and F; selection types C, D and E are used 
only indirectly with type F. 

3.4 Tasks 

The tasks are run sequentially, every step being 
saved in the internal database, along with being 
logged into the log file. 

4 Discussion 

If heavily unbalanced resources dictionaries are 
used, due to the bidirectional selection method 

many erroneous entries will be generated. If one 
polysemous pivot entry has multiple translations 
into the source, but only some of them are trans-
lated into the target languages, unique, but incor-
rect source-target pairs will be generated. For 
example, with an English pivoted dictionary that 
has multiple translation of ‘bank’ onto the source 
(‘financial institution’, ‘river bank’), but only 
one into the target language (‘river bank’), the 
incorrect source(‘financial institution’)-
target(‘river bank’) pair will be generated, since 
target(‘river bank’) has no other alternative. 

Thorough discussion on recall and precision 
problems concerning the methodology of iChi, 
are available in Varga and Yokoyama (2009). 

5 Conclusions 

In this paper we presented iChi, a user friendly 
tool that uses two dictionaries into a third, inter-
mediate language together with the WordNet of 
that third language to generate a new dictionary. 
We briefly described the methodology, together 
with the basic functions. The tool is freely avail-
able online (http://mj-nlp.homeip.net/ichi). 
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Abstract

The Columbia Arabic Treebank (CATiB)
is a database of syntactic analyses of Ara-
bic sentences. CATiB contrasts with pre-
vious approaches to Arabic treebanking
in its emphasis on speed with some con-
straints on linguistic richness. Two ba-
sic ideas inspire the CATiB approach: no
annotation of redundant information and
using representations and terminology in-
spired by traditional Arabic syntax. We
describe CATiB’s representation and an-
notation procedure, and report on inter-
annotator agreement and speed.

1 Introduction and Motivation

Treebanks are collections of manually-annotated
syntactic analyses of sentences. They are pri-
marily intended for building models for statis-
tical parsing; however, they are often enriched
for general natural language processing purposes.
For Arabic, two important treebanking efforts ex-
ist: the Penn Arabic Treebank (PATB) (Maamouri
et al., 2004) and the Prague Arabic Dependency
Treebank (PADT) (Smrž and Hajič, 2006). In
addition to syntactic annotations, both resources
are annotated with rich morphological and seman-
tic information such as full part-of-speech (POS)
tags, lemmas, semantic roles, and diacritizations.
This allows these treebanks to be used for training
a variety of applications other than parsing, such
as tokenization, diacritization, POS tagging, mor-
phological disambiguation, base phrase chunking,
and semantic role labeling.

In this paper, we describe a new Arabic tree-
banking effort: the Columbia Arabic Treebank
(CATiB).1 CATiB is motivated by the following
three observations. First, as far as parsing Arabic
research, much of the non-syntactic rich annota-
tions are not used. For example, PATB has over
400 tags, but they are typically reduced to around
36 tags in training and testing parsers (Kulick et

1This work was supported by Defense Advanced Re-
search Projects Agency Contract No. HR0011-08-C-0110.

al., 2006). The reduction addresses the fact that
sub-tags indicating case and other similar features
are essentially determined syntactically and are
hard to automatically tag accurately. Second, un-
der time restrictions, the creation of a treebank
faces a tradeoff between linguistic richness and
treebank size. The richer the annotations, the
slower the annotation process, the smaller the re-
sulting treebank. Obviously, bigger treebanks are
desirable for building better parsers. Third, both
PATB and PADT use complex syntactic represen-
tations that come from modern linguistic traditions
that differ from Arabic’s long history of syntac-
tic studies. The use of these representations puts
higher requirements on the kind of annotators to
hire and the length of their initial training.

CATiB contrasts with PATB and PADT in
putting an emphasis on annotation speed for the
specific task of parser training. Two basic ideas
inspire the CATiB approach. First, CATiB avoids
annotation of redundant linguistic information or
information not targeted in current parsing re-
search. For example, nominal case markers in
Arabic have been shown to be automatically de-
terminable from syntax and word morphology and
needn’t be manually annotated (Habash et al.,
2007a). Also, phrasal co-indexation, empty pro-
nouns, and full lemma disambiguation are not
currently used in parsing research so we do not
include them in CATiB. Second, CATiB uses a
simple intuitive dependency representation and
terminology inspired by Arabic’s long tradition
of syntactic studies. For example, CATiB rela-
tion labels include tamyiz (specification) and idafa
(possessive construction) in addition to universal
predicate-argument structure labels such as sub-
ject, object and modifier. These representation
choices make it easier to train annotators without
being restricted to hire people who have degrees
in linguistics.

This paper briefly describes CATiB’s repre-
sentation and annotation procedure, and reports
on produced data, achieved inter-annotator agree-
ment and annotation speeds.
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2 CATiB: Columbia Arabic Treebank

CATiB uses the same basic tokenization scheme
used by PATB and PADT. However, the CATiB
POS tag set is much smaller than the PATB’s.
Whereas PATB uses over 400 tags specifying
every aspect of Arabic word morphology such
as definiteness, gender, number, person, mood,
voice and case, CATiB uses 6 POS tags: NOM
(non-proper nominals including nouns, pronouns,
adjectives and adverbs), PROP (proper nouns),
VRB (active-voice verbs), VRB-PASS (passive-
voice verbs), PRT (particles such as prepositions
or conjunctions) and PNX (punctuation).2

CATiB’s dependency links are labeled with one
of eight relation labels: SBJ (subject of verb
or topic of simple nominal sentence), OBJ (ob-
ject of verb, preposition, or deverbal noun), TPC
(topic in complex nominal sentences containing
an explicit pronominal referent), PRD (predicate
marking the complement of the extended cop-
ular constructions for kAn3

Aî
�
E@ñ

	
k@ð

	
àA¿ and An

Aî
�
E@ñ

	
k@ð

	
à@), IDF (relation between the posses-

sor [dependent] to the possessed [head] in the
idafa/possesive nominal construction), TMZ (re-
lation of the specifier [dependent] to the specified
[head] in the tamyiz/specification nominal con-
structions), MOD (general modifier of verbs or
nouns), and — (marking flatness inside construc-
tions such as first-last proper name sequences).
This relation label set is much smaller than the
twenty or so dashtags used in PATB to mark syn-
tactic and semantic functions. No empty cate-
gories and no phrase co-indexation are made ex-
plicit. No semantic relations (such as time and
place) are annotated.

Figure 1 presents an example of a tree in CATiB
annotation. In this example, the verb @ðP@ 	P zArwA
‘visited’ heads a subject, an object and a prepo-
sitional phrase. The subject includes a com-
plex number construction formed using idafa and
tamyiz and headed by the number 	

àñ�Ô
	

g xmswn
‘fifty’, which is the only carrier of the subject’s
syntactic nominative case here. The preposition ú




	
¯

fy heads the prepositional phrase, whose object is
a proper noun, 	PñÖ

�
ß tmwz ‘July’ with an adjectival

modifier, ú


æ

	
�AÖÏ @ AlmADy ‘last’. See Habash et al.

(2009) for a full description of CATiB’s guidelines
and a detailed comparison with PATB and PADT.

2We are able to reproduce a parsing-tailored tag set [size
36] (Kulick et al., 2006) automatically at 98.5% accuracy us-
ing features from the annotated trees. Details of this result
will be presented in a future publication.

3Arabic transliterations are in the Habash-Soudi-
Buckwalter transliteration scheme (Habash et al., 2007b).

VRB
@ðP@ 	P zArwA

‘visited’
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NOM
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g xmswn
‘fifty’
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NOM
	

Ë@ Alf
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NOM
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‘in’
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	PñÖ

�
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‘July’
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�AÖÏ @ AlmADy

‘last’

Figure 1: CATiB annotation for the sentence
ú


æ

	
�AÖÏ @ 	PñÖ

�
ß ú




	
¯

	
àA

	
JJ. Ë @ðP@ 	P l�


'A�

	
Ë@

	
àñ�Ô

	
g

xmswn Alf sAŷH zArwA lbnAn fy tmwz AlmADy
‘50 thousand tourists visited Lebanon last July.’

3 Annotation Procedure

Although CATiB is independent of previous anno-
tation projects, it builds on existing resources and
lessons learned. For instance, CATiB’s pipeline
uses PATB-trained tools for tokenization, POS-
tagging and parsing. We also use the TrEd anno-
tation interface developed in coordination with the
PADT. Similarly, our annotation manual is guided
by the wonderfully detailed manual of the PATB
for coverage (Maamouri et al., 2008).

Annotators Our five annotators and their super-
visor are all educated native Arabic speakers. An-
notators are hired on a part-time basis and are not
required to be on-site. The annotation files are ex-
changed electronically. This arrangement allows
more annotators to participate, and reduces logis-
tical problems. However, having no full-time an-
notators limits the overall weekly annotation rate.
Annotator training took about two months (150
hrs/annotator on average). This training time is
much shorter than the PATB’s six-month training
period.4

Below, we describe our pipeline in some detail
including the different resources we use.

Data Preparation The data to annotate is split
into batches of 3-5 documents each, with each
document containing around 15-20 sentences
(400-600 tokens). Each annotator works on one
batch at a time. This procedure and the size
of the batches was determined to be optimal for
both the software and the annotators’ productivity.
To track the annotation quality, several key doc-
uments are selected for inter-annotator agreement
(IAA) checks. The IAA documents are chosen to

4Personal communication with Mohamed Maamouri.
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cover a range of sources and to be of average doc-
ument size. These documents (collectively about
10% of the token volume) are seeded throughout
the batches. Every annotator eventually annotates
each one of the IAA documents, but is never told
which documents are for IAA.

Automatic Tokenization and POS Tagging We
use the MADA&TOKAN toolkit (Habash and
Rambow, 2005) for initial tokenization and POS
tagging. The tokenization F-score is 99.1% and
the POS tagging accuracy (on the CATiB POS tag
set; with gold tokenization) is above 97.7%.

Manual Tokenization Correction Tokeniza-
tion decisions are manually checked and corrected
by the annotation supervisor. New POS tags are
assigned manually only for corrected tokens. Full
POS tag correction is done as part of the manual
annotation step (see below). The speed of this step
is well over 6K tokens/hour.

Automatic Parsing Initial dependency parsing
in CATiB is conducted using MaltParser (Nivre et
al., 2007). An initial parsing model was built using
an automatic constituency-to-dependency conver-
sion of a section of PATB part 3 (PATB3-Train,
339K tokens). The quality of the automatic con-
version step is measured against a hand-annotated
version of an automatically converted held-out
section of PATB3 (PATB3-Dev, 31K tokens). The
results are 87.2%, 93.16% and 83.2% for attach-
ment (ATT), label (LAB) and labeled attachment
(LABATT) accuracies, respectively. These num-
bers are 95%, 98% and 94% (respectively) of the
IAA scores on that set.5 At the production mid-
point another parsing model was trained by adding
all the CATiB annotations generated up to that
point (513K tokens total). An evaluation of the
parser against the CATiB version of PATB3-Dev
shows the ATT, LAB and LABATT accuracies
are 81.7%, 91.1% and 77.4% respectively.6

Manual Annotation CATiB uses the TrEd tool
as a visual interface for annotation.7 The parsed
trees are converted to TrEd format and delivered
to the annotators. The annotators are asked to only
correct the POS, syntactic structure and relation
labels. Once annotated (i.e. corrected), the docu-
ments are returned to be packaged for release.

5Conversion will be discussed in a future publication.
6Since CATiB POS tag set is rather small, we extend it

automatically deterministically to a larger tag set for parsing
purposes. Details will be presented in a future publication.

7http://ufal.mff.cuni.cz/∼pajas/tred

IAA Set Sents POS ATT LAB LABATT
PATB3-Dev All 98.6 91.5 95.3 88.8

≤ 40 98.7 91.7 94.7 88.6
PROD All 97.6 89.2 93.0 85.0

≤ 40 97.7 91.5 94.1 87.7

Table 1: Average pairwise IAA accuracies for 5
annotators. The Sents column indicates which
sentences were evaluated, based on token length.
The sizes of the sets are 2.4K (PATB3-Dev) and
3.8K (PROD) tokens.

4 Results

Data Sets CATiB annotated data is taken
from the following LDC-provided resources:8
LDC2007E46, LDC2007E87, GALE-DEV07,
MT05 test set, MT06 test set, and PATB (part 3).
These datasets are 2004-2007 newswire feeds col-
lected from different news agencies and news pa-
pers, such as Agence France Presse, Xinhua, Al-
Hayat, Al-Asharq Al-Awsat, Al-Quds Al-Arabi,
An-Nahar, Al-Ahram and As-Sabah. The CATiB-
annotated PATB3 portion is extracted from An-
Nahar news articles from 2002. Headlines, date-
lines and bylines are not annotated and some sen-
tences are excluded for excessive (>300 tokens)
length and formatting problems. Over 273K to-
kens (228K words, 7,121 trees) of data were anno-
tated, not counting IAA duplications. In addition,
the PATB part 1, part 2 and part 3 data is automat-
ically converted into CATiB representation. This
converted data contributes an additional 735K to-
kens (613K words, 24,198 trees). Collectively, the
CATiB version 1.0 release contains over 1M to-
kens (841K words, 31,319 trees), including anno-
tated and converted data.

Annotator Speeds Our POS and syntax annota-
tion rate is 540 tokens/hour (with some reaching
rates as high as 715 tokens/hour). However, due
to the current part-time arrangement, annotators
worked an average of only 6 hours/week, which
meant that data was annotated at an average rate of
15K tokens/week. These speeds are much higher
than reported speeds for complete (POS+syntax)
annotation in PATB (around 250-300 tokens/hour)
and PADT (around 75 tokens/hour).9

Basic Inter-Annotator Agreement We present
IAA scores for ATT, LAB and LABATT on IAA

8http://www.ldc.upenn.edu/
9Extrapolated from personal communications, Mohamed

Maamouri and Otakar Smrž. In the PATB, the syntactic anno-
tation step alone has similar speed to CATiB’s full POS and
syntax annotation. The POS annotation step is what slows
down the whole process in PATB.
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IAA File Toks/hr POS ATT LAB LABATT
HI 398 97.0 94.7 96.1 91.2
HI-S 956 97.0 97.8 97.9 95.7
LO 476 98.3 88.8 91.7 82.3
LO-S 944 97.7 91.0 93.8 85.8

Table 2: Highest and lowest average pairwise IAA
accuracies for 5 annotators achieved on a single
document – before and after serial annotation. The
“-S” suffix indicates the result after the second an-
notation.

subsets from two data sets in Table 1: PATB3-
Dev is based on an automatically converted PATB
set and PROD refers to all the new CATiB data.
We compare the IAA scores for all sentences and
for sentences of token length ≤ 40 tokens. The
IAA scores in PROD are lower than PATB3-Dev,
this is understandable given that the error rate of
the conversion from a manual annotation (starting
point of PATB3-Dev) is lower than parsing (start-
ing point for PROD). Length seems to make a big
difference in performance for PROD, but less so
for PATB3-Dev, which makes sense given their
origins. Annotation training did not include very
long sentences. Excluding long sentences during
production was not possible because the data has a
high proportion of very long sentences: for PROD
set, 41% of sentences had >40 tokens and they
constituted over 61% of all tokens.

The best reported IAA number for PATB
is 94.3% F-measure after extensive efforts
(Maamouri et al., 2008). This number does not in-
clude dashtags, empty categories or indices. Our
numbers cannot be directly compared to their
number because of the different metrics used for
different representations.

Serial Inter-Annotator Agreement We test the
value of serial annotation, a procedure in which
the output of annotation is passed again as input to
another annotator in an attempt to improve it. The
IAA documents with the highest (HI, 333 tokens)
and lowest (LO, 350 tokens) agreement scores in
PROD are selected. The results, shown in Table 2,
indicate that serial annotation is very helpful re-
ducing LABATT error by 20-50%. The reduction
in LO is not as large as that in HI, unfortunately.
The second round of annotation is almost twice as
fast as the first round. The overall reduction in
speed (end-to-end) is around 30%.

Disagreement Analysis We conduct an error
analysis of the basic-annotation disagreements in
HI and LO. The two sets differ in sentence length,
source and genre: HI has 28 tokens/sentence and
contains AFP general news, while LO has 58 to-

kens/sentence and contains Xinhua financial news.
The most common POS disagreement in both sets
is NOM/PROP confusion, a common issue in Ara-
bic POS tagging in general. The most common
attachment disagreements in LO are as follows:
prepositional phrase (PP) and nominal modifiers
(8% of the words had at least one dissenting an-
notation), complex constructions (dates, proper
nouns, numbers and currencies) (6%), subordina-
tion/coordination (4%), among others. The re-
spective proportions for HI are 5%, 5% and 1%.
Label disagreements are mostly in nominal modi-
fication (MOD/TMZ/IDF/—) (LO 10%, HI 5% of
the words had at least one dissenting annotation).

The error differences between HI and LO seem
to primarily correlate with length difference and
less with genre and source differences.

5 Conclusion and Future Work
We presented CATiB, a treebank for Arabic pars-
ing built with faster annotation speed in mind. In
the future, we plan to extend our annotation guide-
lines focusing on longer sentences and specific
complex constructions, introduce serial annotation
as a standard part of the annotation pipeline, and
enrich the treebank with automatically generated
morphological information.
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Abstract

This paper extends previous work on ex-
tracting parallel sentence pairs from com-
parable data (Munteanu and Marcu, 2005).
For a given source sentenceS, a max-
imum entropy (ME) classifier is applied
to a large set of candidate target transla-
tions . A beam-search algorithm is used
to abandon target sentences as non-parallel
early on during classification if they fall
outside the beam. This way, our novel
algorithm avoids any document-level pre-
filtering step. The algorithm increases the
number of extracted parallel sentence pairs
significantly, which leads to a BLEU im-
provement of about 1 % on our Spanish-
English data.

1 Introduction

The paper presents a novel algorithm for ex-
tracting parallel sentence pairs from comparable
monolingual news data. We select source-target
sentence pairs(S, T ) based on a ME classifier
(Munteanu and Marcu, 2005). Because the set of
target sentencesT considered can be huge, pre-
vious work (Fung and Cheung, 2004; Resnik and
Smith, 2003; Snover et al., 2008; Munteanu and
Marcu, 2005) pre-selects target sentencesT at the
document level . We have re-implemented a par-
ticular filtering scheme based on BM25 (Quirk et
al., 2007; Utiyama and Isahara, 2003; Robertson
et al., 1995). In this paper, we demonstrate a dif-
ferent strategy . We compute the ME score in-
crementally at the word level and apply a beam-
search algorithm to a large number of sentences.
We abandon target sentences early on during clas-
sification if they fall outside the beam. For com-
parison purposes, we run our novel extraction al-
gorithm with and without the document-level pre-
filtering step. The results in Section 4 show that

the number of extracted sentence pairs is more
than doubled which also leads to an increase in
BLEU by about 1 % on the Spanish-English data.

The classification probability is defined as fol-
lows:

p(c|S, T ) =
exp( wT · f(c, S, T ) )

Z(S, T )
, (1)

whereS = sJ
1 is a source sentence of lengthJ and

T = tI1 is a target sentence of lengthI. c ∈ {0, 1}
is a binary variable .p(c|S, T ) ∈ [0, 1] is a proba-
bility where a valuep(c = 1|S, T ) close to1.0 in-
dicates thatS andT are translations of each other.
w ∈ Rn is a weight vector obtained during train-
ing. f(c, S, T ) is a feature vector where the fea-
tures are co-indexed with respect to the alignment
variable c. Finally, Z(S, T ) is an appropriately
chosen normalization constant.

Section 2 summarizes the use of the binary clas-
sifier. Section 3 presents the beam-search algo-
rithm. In Section 4, we show experimental results.
Finally, Section 5 discusses the novel algorithm.

2 Classifier Training

The classifier in Eq. 1 is based on several real-
valued feature functionsfi . Their computation
is based on the so-called IBM Model-1 (Brown et
al., 1993). The Model-1 is trained on some paral-
lel data available for a language pair, i.e. the data
used to train the baseline systems in Section 4.
p(s|T ) is the Model-1 probability assigned to a
source words given the target sentenceT , p(t|S)
is defined accordingly.p(s|t) andp(t|s) are word
translation probabilities obtained by two parallel
Model-1 training steps on the same data, but swap-
ping the role of source and target language. To
compute these values efficiently, the implementa-
tion techniques in (Tillmann and Xu, 2009) are
used.Coverageandfertility features are defined
based on the Model-1 Viterbi alignment: a source
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word s is said to becovered if there is a target
word t ∈ T such that its probability is above a
thresholdǫ: p(s|t) > ǫ . We define thefertility
of a source words as the number of target words
t ∈ T for which p(s|t) > ǫ. Target word cover-
age and fertility are defined accordingly. A large
number of ‘uncovered‘ source and target positions
as well as a large number of high fertility words
indicate non-parallelism. We use the following
N = 7 features: 1,2) lexical Model-1 weight-
ing:

∑
s −log( p(s|T ) ) and

∑
t −log( p(t|S) ),

3,4) number of uncovered source and target po-
sitions, 5,6) sum of source and target fertilities,
7) number of covered source and target positions
. These features are defined in a way that they
can be computed incrementally at the word level.
Some thresholding is applied, e.g. a sequence of
uncovered positions has to be at least3 positions
long to generate a non-zero feature value . In the
feature vectorf(c, S, T ), each featurefi occurs
potentially twice, once for each classc ∈ {0, 1}.
For the feature vectorf(c = 1, S, T ), all the fea-
ture values corresponding to classc = 0 are set
to 0, and vice versa. This particular way of defin-
ing the feature vector is needed for the search in
Section 3: the contribution of the ’negative’ fea-
tures forc = 0 is only computed when Eq. 1 is
evaluated for the highest scoring final hypothesis
in the beam. To train the classifier, we have manu-
ally annotated a collection of524 sentence pairs .
A sentence pair is considered parallel if at least
75 % of source and target words have a corre-
sponding translation in the other sentence, other-
wise it is labeled as non-parallel. A weight vector
w ∈ R2∗N is trained with respect to classification
accuracy using the on-line maxent training algo-
rithm in (Tillmann and Zhang, 2007).

3 Beam Search Algorithm

We process the comparable data at the sentence
level: sentences are indexed based on their publi-
cation date. For each source sentenceS, a match-
ing score is computed over all the target sentences
Tm ∈ Θ that have a publication date which differs
less than7 days from the publication date of the
source sentence1. We are aiming at finding thêT
with the highest probabilityp(c = 1|S, T̂ ), but we
cannot compute that probability for all sentence

1In addition, the sentence length filter in (Munteanu and
Marcu, 2005) is used: the length ratiomax(J, I)/min(J, I)
of source and target sentence has to be smaller than2.

pairs(S, Tm) since|Θ| can be in tens of thousands
of sentences . Instead, we use a beam-search algo-
rithm to search for the sentence pair(S, T̂ ) with
the highest matching scorewT · f(1, S, T̂ ) 2. The
’light-weight’ features defined in Section 2 are
such that the matching score can be computed in-
crementally while processing the source and target
sentence positions in some order. To that end, we
maintain a stack of matching hypotheses for each
source positionj. Each hypothesis is assigned a
partial matching score based on the source and tar-
get positions processed so far. Whenever a partial
matching score is low compared to partial match-
ing scores of other target sentence candidates, that
translation pair can be discarded by carrying out
a beam-search pruning step. The search is orga-
nized in a single left-to-right run over the source
positions1≤ j ≤ J and all active partial hypothe-
ses match the same portion of that source sentence.
There is at most a single active hypothesis for each
different target sentenceTi, and search states are
defined as follows:

[ m , j , uj , ui ; d ] .

Here,m ∈ {1, · · · , |Θ|} is a target sentence in-
dex. j is a position in the source sentence,uj and
ui are the number of uncovered source and target
positions to the left of source positionj and tar-
get positioni (coverage computation is explained
above), andd is the partial matching score . The
target positioni corresponding to the source posi-
tion j is computed deterministically as follows:

i = ⌈I · j

J
⌉ , (2)

where the sentence lengthsI and J are known
for a sentence pair(S, T ). Covering an additional
source position leads to covering additional target
positions as well, and source and target features
are computed accordingly. The search is initial-
ized by adding a single hypothesis for each target
sentenceTm ∈ Θ to the stack forj = 1:

[ m , j = 1 , uj = 0 , ui = 0 ; 0 ] .

During the left-to-right search , state transitions of
the following type occur:

[ m , j , uj , ui ; d ] →
[ m , j + 1 , u

′
j , u

′
i ; d′ ] ,

2This is similar to standard phrase-based SMT decoding,
where a set of real-valued features is used and any sentence-
level normalization is ignored during decoding. We assume
the effect of this approximation to be small.
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where the partial score is updated as:d′ = d +
wT · f(1, j, i) . Here,f(1, j, i) is a partial fea-
ture vector computed for all the additional source
and target positions processed in the last extension
step. The number of uncovered source and target
positionsu′ is updated as well. The beam-search
algorithm is carried out until all source positionsj
have been processed. We extract the highest scor-
ing partial hypothesis from the final stackj = J
. For that hypothesis, we compute a global feature
vectorf(1, S, T ) by adding all the localf(1, j, i)’s
component-wise. The ‘negative‘ feature vector
f(0, S, T ) is computed fromf(1, S, T ) by copy-
ing its feature values. We then use Eq. 1 to com-
pute the probabilityp(1|S, T ) and apply a thresh-
old of θ = 0.75 to extract parallel sentence pairs.
We have adjusted beam-search pruning techniques
taken from regular SMT decoding (Tillmann et al.,
1997; Koehn, 2004) to reduce the number of hy-
potheses after each extension step. Currently, only
histogram pruning is employed to reduce the num-
ber of hypotheses in each stack.

The resulting beam-search algorithm is similar
to a monotone decoder for SMT: rather then in-
crementally generating a target translation, the de-
coder is used to select entire target sentences out of
a pre-defined list. That way, our beam search algo-
rithm is similar to algorithms in large-scale speech
recognition (Ney, 1984; Vintsyuk, 1971), where
an acoustic signal is matched to a pre-assigned list
of words in the recognizer vocabulary.

4 Experiments

The parallel sentence extraction algorithm pre-
sented in this paper is tested in detail on all of the
large-scale Spanish-English Gigaword data (Graff,
2006; Graff, 2007) as well as on some smaller
Portuguese-English news data . For the Spanish-
English data , matching sentence pairs come from
the same news feed. Table 1 shows the size of
the comparable data, and Table 2 shows the ef-
fect of including the additional sentence pairs into
the training of a phrase-based SMT system. Here,
both languages use a test set with a single ref-
erence. The test data comes from Spanish and
Portuguese news web pages that have been trans-
lated into English. Including about1.35 million
sentence pairs extracted from the Gigaword data,
we obtain a statistically significant improvement
from 42.3 to 45.7 in BLEU. The baseline system
has been trained on about1.8 million sentence

Table 1: Corpus statistics for comparable data.

Spanish English

Sentences 19.4 million 47.9 million
Words 601.5 million 1.36 billion

Portuguese English

Sentences 366.0 thousand 5.3 million
Words 11.6 million 171.1 million

pairs from Europarl and FBIS parallel data. We
also present results for a Portuguese-English sys-
tem: the baseline has been trained on Europarl and
JRC data. Parallel sentence pairs are extracted
from comparable news data published in2006.
For this data, no document-level information was
available. To gauge the effect of the document-
level pre-filtering step, we have re-implemented
an IR technique based on BM25 (Robertson et al.,
1995). This type of pre-filtering has also been used
in (Quirk et al., 2007; Utiyama and Isahara, 2003).
We split the Spanish data into documents. Each
Spanish document is translated into a bag of En-
glish words using Model-1 lexicon probabilities
trained on the baseline data. Each of these English
bag-of-words is then issued as a query against all
the English documents that have been published
within a 7 day window of the source document.
We select the20 highest scoring English docu-
ments for each source document . These20 docu-
ments provide a restricted set of target sentence
candidates. The sentence-level beam-search al-
gorithm without the document-level filtering step
searches through close to1 trillion sentence pairs.
For the data obtained by the BM25-based filtering
step, we still use the same beam-search algorithm
but on a much smaller candidate set of only25.4
billion sentence pairs. The probability selection
thresholdθ is determined on some development
set in terms of precision and recall (based on the
definitions in (Munteanu and Marcu, 2005)). The
classifier obtains an F-measure classifications per-
formance of about85 %. The BM25 filtering step
leads to a significantly more complex processing
pipeline since sentences have to be indexed with
respect to document boundaries and publication
date. The document-level pre-filtering reduces the
overall processing time by about40 % (from 4 to
2.5 days on a100-CPU cluster). However, the ex-
haustive sentence-level search improves the BLEU
score by about1 % on the Spanish-English data.
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Table 2: Spanish-English and Portuguese-English
extraction results. Extraction threshold isθ =
0.75 for both language pairs. # cands reports the
size of the overall search space in terms of sen-
tence pairs processed .

Data Source # cands # pairs Bleu

Baseline - 1.826 M 42.3
+ Giga 999.3 B 1.357 M 45.7
+ Giga (BM25) 25.4 B 0.609 M 44.8
Baseline - 2.222 M 45.3
+ News Data 2006 77.8 B 56 K 47.2

5 Future Work and Discussion

In this paper, we have presented a novel beam-
search algorithm to extract sentence pairs from
comparable data . It can avoid any pre-filtering
at the document level (Resnik and Smith, 2003;
Snover et al., 2008; Utiyama and Isahara, 2003;
Munteanu and Marcu, 2005; Fung and Cheung,
2004). The novel algorithm is successfully eval-
uated on news data for two language pairs. A
related approach that also avoids any document-
level pre-filtering has been presented in (Tillmann
and Xu, 2009). The efficient implementation tech-
niques in that paper are extended for the ME clas-
sifier and beam search algorithm in the current pa-
per, i.e. feature function values are cached along
with Model-1 probabilities.
The search-driven extraction algorithm presented
in this paper might also be applicable to other
NLP extraction task, e.g. named entity extraction.
Rather then employing a cascade of filtering steps,
a one-stage search with a specially adopted feature
set and search space organization might be carried
out . Such a search-driven approach makes less
assumptions about the data and may increase the
number of extracted entities, i.e. increase recall.
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Abstract
Combining word alignments trained in
two translation directions has mostly re-
lied on heuristics that are not directly
motivated by intended applications. We
propose a novel method that performs
combination as an optimization process.
Our algorithm explicitly maximizes the ef-
fectiveness function with greedy search
for phrase table training or synchronized
grammar extraction. Experimental results
show that the proposed method leads to
significantly better translation quality than
existing methods. Analysis suggests that
this simple approach is able to maintain
accuracy while maximizing coverage.

1 Introduction

Word alignment is the process of identifying
word-to-word links between parallel sentences. It
is a fundamental and often a necessary step before
linguistic knowledge acquisitions, such as train-
ing a phrase translation table in phrasal machine
translation (MT) system (Koehn et al., 2003), or
extracting hierarchial phrase rules or synchronized
grammars in syntax-based translation framework.

Most word alignment models distinguish trans-
lation direction in deriving word alignment matrix.
Given a parallel sentence, word alignments in two
directions are established first, and then they are
combined as knowledge source for phrase train-
ing or rule extraction. This process is also called
symmetrization. It is a common practice in most
state of the art MT systems. Widely used align-
ment models, such as IBM Model serial (Brown
et al., 1993) and HMM , all assume one-to-many
alignments. Since many-to-many links are com-
monly observed in natural language, symmetriza-
tion is able to make up for this modeling limita-
tion. On the other hand, combining two direc-
tional alignments practically can lead to improved

performance. Symmetrization can also be real-
ized during alignment model training (Liang et al.,
2006; Zens et al., 2004).

Given two sets of word alignments trained in
two translation directions, two extreme combina-
tion are intersection and union. While intersec-
tion achieves high precision with low recall, union
is the opposite. A right balance of these two ex-
treme cases would offer a good coverage with rea-
sonable accuracy. So starting from intersection,
gradually adding elements in the union by heuris-
tics is typically used. Koehn et al. (2003) grow
the set of word links by appending neighboring
points, while Och and Hey (2003) try to avoid both
horizontal and vertical neighbors. These heuristic-
based combination methods are not driven explic-
itly by the intended application of the resulting
output. Ayan (2005) exploits many advanced ma-
chine learning techniques for general word align-
ment combination problem. However, human
annotation is required for supervised training in
those techniques.

We propose a new combination method. Like
heuristics, we aim to find a balance between in-
tersection and union. But unlike heuristics, com-
bination is carried out as an optimization process
driven by an effectiveness function. We evaluate
the impact of each alignment pair w.r.t. the target
application, say phrase table training, and gradu-
ally add or remove the word link that currently
can maximize the predicted benefit measured by
the effectiveness function. More specifically, we
consider the goal of word alignment combination
is for phrase table training, and we directly moti-
vate word alignment combination as a process of
maximizing the number of phrase translations that
can be extracted within a sentence pair.

2 Combination As Optimization Process

Given a parallel sentence (e = eI1, f = fJ
1 ), a

word link is represented by a pair of indices (i, j),
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which means that Foreign word fj is aligned with
English word ei. The direction of word alignments
is ignored. Since the goal of word alignment com-
bination is for phrase table training, we first for-
mally define a phrase translation. Provided with
a set of static word alignments A, a phrase pair
(ei2i1 , f

j2
j1

) is considered translation of each other if
and only if there exists at least one word link be-
tween them and no cross phrase boundary links ex-
ist in A, i.e., for all (i, j) ∈ A, i ∈ [i1, i2] iff j ∈
[j1, j2]. Notice that by this definition, it does not
matter whether boundary words of the phrase pairs
should be aligned or not. Let PPn(A) denote the
set of phrase pairs that can be extracted with A
where up to n boundary words are allowed to be
not-aligned, i.e., aligned to empty word NULL. As
can be imagined, increasing n would improve re-
call of phrase table but likely to hurt precision. For
word alignment combination, we focus on the set
with high accuracy where n = 0.

Let A1, A2 denote two sets of word alignments
to be combined for the given sentence pair. For
instance, A1 could be word alignments from En-
glish to foreign while A2 the other direction. On
different setup, A1 could be Model-4 alignments,
while A2 is from HMM. In the first combination
method we presented in Algorithm 1, we start with
intersection AI . Ac is the candidate link set to be
evaluated and appended to the combined set A. Its
initial value is the difference between union and
intersection. We assume that there is an effective-
ness function g(·) which quantitatively measures
the ‘goodness’ of a alignment set for the intended
application. A higher number indicates a better
alignment set. We use the function g to drive the
process. Each time, we identify the best word link
(̂i, ĵ) in the candidate set that can maximize the
function g and append it to the current set A. This
process is repeated until the candidate set is empty
or adding any link in the set would lead to degra-
dation. Finally (line 15 to 21), we pickup word
links in the candidate set to align those uncov-
ered words. This is applied to maximize cover-
age, which is similar as the ‘final’ in (Koehn et al.,
2003). Again, we use the function g(·) to rank the
word links in Ac and sequentially append them to
A depending on current word coverage.

The algorithm clearly is a greedy search pro-
cedure that maximizes the function g. Since we
plan to take the combined word alignments for
phrase translation training, a natural choice for

g is the number of phrase pairs that can be ex-
tracted with the given alignment set. We choose
g(A) = |PP0(A)|, where we only count phrase
pairs that all boundary words are aligned. The
reason of putting a tight constraint is to maintain
phrase table accuracy while improving the cover-
age. By keeping track of the span of currently
aligned words, we can have efficient implemen-
tation of the function g.

Algorithm 1 Combination of A1 and A2 as an Optimized

Expanding Process
1: AI = A1 ∩A2, AU = A1 ∪A2

2: A = AI , Ac = AU −AI

3: total = g(A)
4: while Ac 6= ∅ do
5: curMax = max(i,j)∈Ac g(A ∪ {(i, j)})
6: if curMax ≥ total then
7: (̂i, ĵ) = argmax(i,j)∈Ac

g(A ∪ {(i, j)})
8: A = A ∪ {(̂i, ĵ)}
9: Ac = Ac − {(̂i, ĵ)}

10: total = curMax
11: else {adding any link will make it worse}
12: break
13: end if
14: end while
15: while Ac 6= ∅ do
16: (̂i, ĵ) = argmax(i,j)∈Ac

g(A ∪ {(i, j)})
17: if eî is not aligned or fĵ is not aligned then
18: A = A ∪ {(̂i, ĵ)}
19: end if
20: Ac = Ac − {(̂i, ĵ)}
21: end while
22: return A

Alternatively, the optimization can go in oppo-
site direction. We start with the union A = AU ,
and gradually remove the worse word link (̂i, ĵ) =
argmax(i,j)∈Ac

g(A − {(i, j)}) that could max-
imize the effectiveness function. Similarly, this
shrinking process is repeated until either candidate
set is empty or removing any link in the candidate
set would reduce the value of function g.

Other choice of ‘goodness’ function g is pos-
sible. For instance, one could consider syntactic
constraints, or weight phrase pairs differently ac-
cording to their global co-occurrence. The basic
idea is to implement the combination as an itera-
tive customized optimization process that is driven
by the application.

3 Experimental Results

We test the proposed new idea on Persian Farsi to
English translation. The task is to translate spoken
Farsi into English. We decode reference transcrip-
tion so recognition is not an issue. The training
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data was provided by the DARPA TransTac pro-
gram. It consists of around 110K sentence pairs
with 850K English words in the military force
protection domain. We train IBM Model-4 using
GIZA++ toolkit (Och and Ney, 2003) in two trans-
lation directions and perform different word align-
ment combination. The resulting alignment set is
used to train a phrase translation table, where Farsi
phrases are limited to up to 6 words.

The quality of resulting phrase translation table
is measured by translation results. Our decoder
is a phrase-based multi-stack implementation of
the log-linear model similar to Pharaoh (Koehn et
al., 2003). Like other log-linear model based de-
coders, active features in our translation engine in-
clude translation models in two directions, lexicon
weights in two directions, language model, lexi-
calized reordering models, sentence length penalty
and other heuristics. These feature weights are
tuned on the dev set to achieve optimal transla-
tion performance evaluated by automatic metric.
The language model is a statistical 4-gram model
estimated with Modified Kneser-Ney smoothing
(Chen and Goodman, 1996) using only English
sentences in the parallel training data.

3.1 Phrase Table Comparison

We first study the impact of different word align-
ment combination methods on phrase translation
table, and compare our approaches to heuristic
based methods. The same English to Farsi and
Farsi to English Model-4 word alignments are
used, but we try different combination methods
and analysis the final alignment set and the result-
ing phase translation table. Table 1 presents some
statistics. Each row corresponds to a particular
combination. The first two are intersection (I) and
union (U). The next two methods are heuristic (H)
in (Och and Ney, 2003) and grow-diagonal (GD)
proposed in (Koehn et al., 2003). Our proposed
methods are presented in the following two rows:
one is optimization as an expanding process (OE),
the other is optimization as an shrinking process
(OS). In the last four rows, we add ‘final’ opera-
tion (line 15 to 21 in Algorithm 1).

For each method, we calculate the output align-
ment set size as a percentage of the union (the
2nd column) and resulting phrase table (PPn(A))
size (in thousand) with different constrain on the
maximum number of unaligned boundary words
n = 0, 1, 2 (the next 3 columns). As we can

see, the intersection has less than half of all word
links in the pool. This implies the underlying word
alignment quality leaves much room for improve-
ments, mainly due to data sparseness. Not sur-
prisingly, when relaxing unaligned boundary word
number from 0 to 2, the phrase table size increases
more than 7 times. This is the result of very low
recall of word alignments, consequently the esti-
mated phrase table PP2(A) has very low accu-
racy. Union suffers from the opposite problem:
many incorrect word links prevent good phrase
pairs from being extracted.

The two heuristic methods and our proposed
optimization approaches achieve somewhat a bal-
ance between I and U. By comparing size of
PP0(A) (3rd column), optimization methods are
able to identify much more phrase pairs with sim-
ilar size of alignment set. This confirms that the
new method is indeed moving to the desired di-
rection of extracting as many accurate (all bound-
ary words should be aligned) phrase pairs as pos-
sible. We still notice that ratio of |PP2(A)| and
|PP0(A)| (the last column) is high. We suspect
that the ratio of this two phrase table size might
somewhat be indicative of the phrase table accu-
racy, which is hard to estimate without manual an-
notation though.

Method |A|
|AU | |PP0| |PP1| |PP2| |PP2|

|PP0|
I 45% 424 2047 3658 8.63
U 100% 354 555 578 1.63
H 78% 538 1225 1519 2.82
GD 82% 499 1081 1484 2.97
OS 84% 592 1110 1210 2.04
OE 78% 659 1359 1615 2.45
HF 95% 427 670 697 1.63
GDF 97% 412 647 673 1.63
OSF 89% 484 752 781 1.61
OEF 89% 476 739 768 1.61

Table 1: Statistics of word alignment set and the
resulting phrase table size (number of entries in
thousand (K)) with different combination methods

3.2 Translation Results

The ultimate goal of word alignment combination
is for building translation system. The quality of
resulting phrase tables is measured by automatic
translation metric. We have one dev set (1430 sen-
tences with 11483 running words), test set 1 (1390
sentences with 10334 running words) and test set
2 (417 sentences with 4239 running words). The
dev set and test set 1 are part of all available Farsi-
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English parallel corpus. They are holdout from
training data as tuning and testing. The test set 2
is the standard NIST offline evaluation set, where
4 references are available for each sentence. The
dev and test set 1 are much closer to the training
set than the standard test set 2. We tune all fea-
ture weights automatically (Och, 2003) to maxi-
mize the BLEU (Papineni et al., 2002) score on
the dev set.

Table 2 shows BLEU score of different com-
bination methods on all three sets. Union per-
forms much worse on the dev and test1 than inter-
section, while intersection achieved the same per-
formance on test2 as union but with more than 6
times of phrase table size. Grow-diagonal (GD)
has more than 1 bleu point on test2 than intersec-
tion but with less than half of phrase table size.
The proposed new method OE is consistently bet-
ter than both heuristic methods GD and H, with
more than 1 point on dev/teset1 and 0.7 point on
test2. Comparing the last group to the middle one,
we can see the effect of the ‘final’ operation on
all four methods. Tabel 1 shows that after apply-
ing the final operation, phrase table size is cut into
half. When evaluated with automatic translation
metric, all four methods generally perform much
worse on dev and test1 that are close to training
data, but better on NIST standard test2. We ob-
serve half BLEU point improvement for optimiza-
tion method but marginal gain for heuristic-based
approaches. This suggest that the phrase table ac-
curacy get improved with the final operation. Op-
timization method directly tries to maximize the
number of phrase pairs that can be extracted. We
observe that it (OEF) is able to find more than
14% more phrase pairs than heuristic methods and
achieve 1 BLEU point gain than the best heuristic
method (GDF).

Method dev test1 test2
I 0.396 0.308 0.348
U 0.341 0.294 0.348
H 0.400 0.314 0.341
GD 0.391 0.314 0.360
OS 0.383 0.316 0.356
OE 0.410 0.329 0.367
HF 0.361 0.297 0.343
GDF 0.361 0.301 0.362
OSF 0.372 0.305 0.361
OEF 0.370 0.306 0.372

Table 2: Translation results (BLEU score) with
phrase tables trained with different word align-
ment combination methods

4 Conclusions

We presented a simple yet effective method for
word alignment symmetrization and combination
in general. The problem is formulated as an opti-
mization with greedy search driven by an effec-
tiveness function, which can be customized di-
rectly to maximum benefit for intended applica-
tions such as phrase table training or synchronized
grammar extraction in machine translation. Ex-
perimental results demonstrated consistent better
BLEU scores than the best heuristic method. The
optimization process can better maintain accuracy
while improving coverage.

The algorithm is generic and leaves much space
for variations. For instance, designing a better ef-
fectiveness function g, or considering a soft link
with some probability rather than binary 0/1 con-
nection would potentially be opportunities for fur-
ther improvement. On the other hand, the search
space of current algorithm is limited by the pool
of candidate set, it is possible to suggest new links
while driven by the target function.

Acknowledgments We thank the DARPA
TransTac program for funding and the anonymous
reviewers for their constructive suggestions.

References
N. F. Ayan. 2005. Combining Linguistic and Machine Learn-

ing Techniques for Word Alignment Improvement. Ph.D.
thesis, University of Maryland, College Park, November.

P. Brown, S. Della Pietra, V. Della Pietra, and R. Mercer.
1993. The mathematics of machine translation: Parameter
estimation. Computational Linguistics, 19:263–312.

S. F. Chen and J. Goodman. 1996. An empirical study of
smoothing techniques for language modeling. In Proc. of
ACL, pages 310–318.

P. Koehn, F. Och, and D. Marcu. 2003. Statistical phrase-
based translation. In Proc. of HLT-NAACL, pages 48–54.

P. Liang, B. Taskar, and D. Klein. 2006. Alignment by agree-
ment. In Proc. of HLT-NAACL, pages 104–111.

F. J. Och and H. Ney. 2003. A systematic comparison of
various statistical alignment models. Computational Lin-
guistics, 29(1):19–51.

F. J. Och. 2003. Minimum error rate training in statistical
machine translation. In Proc. of ACL, pages 160–167.

K. Papineni, S. Roukos, T. Ward, and W. Zhu. 2002. Bleu:
a method for automatic evaluation of machine translation.
In Proc. of ACL, pages 311–318.

R. Zens, E. Matusov, and H. Ney. 2004. Improved word
alignment using a symmetric lexicon model. In Proc. of
COLING, pages 36–42.

232



Proceedings of the ACL-IJCNLP 2009 Conference Short Papers, pages 233–236,
Suntec, Singapore, 4 August 2009. c©2009 ACL and AFNLP

Bridging Morpho-Syntactic Gap between Source and Target Sentences for
English-Korean Statistical Machine Translation

Gumwon Hong, Seung-Wook Lee and Hae-Chang Rim
Department of Computer Science & Engineering

Korea University
Seoul 136-713, Korea

{gwhong,swlee,rim }@nlp.korea.ac.kr

Abstract

Often, Statistical Machine Translation
(SMT) between English and Korean suf-
fers from null alignment. Previous studies
have attempted to resolve this problem by
removing unnecessary function words, or
by reordering source sentences. However,
the removal of function words can cause
a serious loss in information. In this pa-
per, we present a possible method of bridg-
ing the morpho-syntactic gap for English-
Korean SMT. In particular, the proposed
method tries to transform a source sen-
tence by inserting pseudo words, and by
reordering the sentence in such a way
that both sentences have a similar length
and word order. The proposed method
achieves 2.4 increase in BLEU score over
baseline phrase-based system.

1 Introduction

Phrase-based SMT models have performed rea-
sonably well on languages where the syntactic
structures are very similar, including languages
such as French and English. However, Collins et
al. (2005) demonstrated that phrase-based models
have limited potential when applied to languages
that have a relatively different word order; such is
the case between German and English. They pro-
posed a clause restructuring method for reordering
German sentences in order to resemble the order
of English sentences. By modifying the source
sentence structure into the target sentence struc-
ture, they argued that they could solve the de-
coding problem by use of completely monotonic
translation.

The translation from English to Korean can be
more difficult than the translation of other lan-
guage pairs for the following reasons: First, Ko-
rean islanguage isolate: that is, it has little ge-

nealogical relations with other natural languages.1

Second, the word order in Korean is relatively
free because the functional morphemes, case par-
ticles and word endings, play the role as a gram-
matical information marker. Thus, the functional
morphemes, rather than the word order, determine
whether a word is a subject or an object. Third,
Korean is an agglutinative language, in which a
word is generally composed of at least one con-
tent morpheme and zero or more functional mor-
phemes. Some Korean words are highly synthetic
with complex inflections, and this phenomenon
produces a very large vocabulary and causes data-
sparseness in performing word-based alignment.
To mitigate this problem, many systems tokenize
Korean sentences by the morpheme unit before
training and decoding the sentences.

When analyzing English-Korean translation
with MOSES (Koehn et al., 2007), we found
high ratio of null alignment. In figure 1,
‘�Ér(eun)’, ‘_�(eui)’, ‘�(ha)’, ‘�(n)’, ‘t�(ji )’ and
‘��H��(neunda)’ are not linked to any word in the
English sentence. In many cases, these words are
function words that are attached to preceding con-
tent words. Sometimes they can be linked (in-
correctly) to their head’s corresponding words, or
they can be linked to totally different words with
respect to their meaning.

In the preliminary experiment using GIZA++
(Och and Ney, 2003) with grow-diag-final heuris-
tic, we found that about 25% of words in Ko-
rean sentences and 21% of English sentences fail
to align. This null alignment ratio is relatively
high in comparison to the French-English align-
ment, in which about 9% of French sentences and
6% of English sentences are not aligned. Due to
this null alignment, the estimation of translation
probabilities for Korean function words may be in-
complete; a system would perform mainly based

1Some may consider it an Altaic language family.
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eotteon daneodeul eun hana eui teukjeong ha   n  daneo eui hyeongtae wa yeongyol doi ji an     neunda .some      words      X           one    of    particular      X      X word  of  form     with      connect    become X         not    X            .
Figure 1: An example of null alignment

eotteon daneodeul eun hana eui teukjeong ha       n       daneo eui hyeongtae wa yeongyol doi ji an    neunda .
Figure 2: An example of ideal alignment

on content-words, which can deteriorate the per-
formance of candidate generation during decod-
ing. Also, without generating appropriate function
words, the quality of the translation will undoubt-
edly degrade.

In this paper, we present a preprocessing
method for both training and decoding in English-
Korean SMT. In particular, we transform a source
language sentence by inserting pseudo words and
syntactically reordering it to form a target sen-
tence structure in hopes of reducing the morpho-
syntactic discrepancies between two languages.
Ultimately, we expect an ideal alignment, as
shown in Figure 2. Our results show that the
combined pseudo word insertion and syntactic re-
ordering method reduces null alignment ratio and
makes both sentences have similar length. We re-
port results showing that the proposed method can
improve the translation quality.

2 Pseudo Word Insertion

Lee et al. (2006) find that function words in Ko-
rean sentences are not aligned to any English
words, and can simply and easily be removed by
referring to their POS information. The unaligned
words are case particles, final endings, and auxil-
iary particles, and they call these words “untrans-
latable words”.

The method can be effective for Korean-English
SMT where target language does not have corre-
sponding function words, but it has a limitation
in application to the English-Korean SMT because
removing functional morphemes can cause a seri-

ous loss in information. Technically, the function
words they ignored are not ‘untranslatable’ but are
‘unalignable’. Therefore, instead of removing the
function words, we decide to insert somepseudo
words into an English sentence in order to align
them with potential Korean function words and
make the length of both sentences similar.

To insert the pseudo words, we need to decide:
(1) the kinds of words to insert, and (2) the loca-
tion to insert the words. Because we expect that a
pseudo word corresponds to any Korean function
word which decides a syntactic role of its head,
it is reasonable to utilize a dependency relation of
English. Thus, given an English sentence, the can-
didate pseudo words are generated by the follow-
ing methods: First, we parse the English sentence
using Stanford dependency parser (de Marneffe et
al., 2006). Then, we select appropriate typed de-
pendency relations between pairs of words which
are able to generate Korean function words. We
found that 21 out of 48 dependency relations can
be directly used as pseudo words. Among them,
some relations provide very strong cue of case par-
ticles when inserted as pseudo words.

For example, from the following sentence, we
can select as pseudo words a subjective particle
<NS> and an objective particle<DO>, and in-
sert them after the corresponding dependentsEu-
geneandguitar respectively.

nominal subject(play, Eugene)

direct object(play, guitar)

Eugene<NS> can ’t play the guitar<DO> well .

In a preliminary experiment on word alignment,
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nominal subject ��H(neun), null,s�(i)

direct object �̀¦(eul), null,\�¦(reul)

clausalsubject ��H(neun), null,s�(i)

temporalmodifier \�(neun), null, �̧Zþt(oneul)

adj complement null,��(ah),�(ha)
agent null,\�(e),��(ga)

numericmodifier null,_�(eui),>h(gae)

adj modifier null,\�(e),��(ga)

particlemodifier null,�(n),÷&(doe)

Figure 3: Selected dependency relations and their
aligned function words in training data (shown
the top 3 results in descending order of alignment
probability)

we observe that inserting too many pseudo words
can, on the contrary, increase null alignment of
English sentence. Thus we filtered some pseudo
words according to their respective null alignment
probabilities. Figure 3 shows the top 9 selected
dependency relations (actually used in the experi-
ment) and the aligned Korean function words.

3 Syntactic Reordering

Many approaches use syntactic reordering in the
preprocessing step for SMT systems (Collins et
al., 2005; Xia and McCord, 2004; Zwarts and
Dras, 2007). Some reordering approaches have
given significant improvements in performance for
translation from French to English (Xia and Mc-
Cord, 2004) and from German to English (Collins
et al., 2005). However, on the contrary, Lee et al.
(2006) reported that the reordering of Korean for
Korean-English translation degraded the perfor-
mance. They presumed that the performance de-
crease might come from low parsing performance
for conversational domain.

We believe that it is very important to consider
the structural properties of Korean for reordering
English sentences. Though the word order of a
Korean sentence is relatively free, Korean gener-
ally observes the SOV word order, and it is a head-
final language. Consequently, an object precedes a
predicate, and all dependents precede their heads.

We use both a structured parse tree and de-
pendency relations to extract following reordering
rules.
• Verb final: In any verb phrase, move verbal
head to the end of the phrase. Infinitive verbs or
verb particles are moved together.

He (likes ((to play) (the piano))) (1)

He (likes ((the piano) (to play))) (2)

He (((the piano) (to play)) likes) (3)

• Adjective final: In adjective phrase, move ad-
jective head to the end of the phrase especially if
followed by PP or S/SBAR.

It is ((difficult) to reorder) (1)

It is (to reorder (difficult)) (2)

• Antecedent final: In noun phrase containing
relative clause, move preceding NP to the end of a
relative clause.

((rules) that are used for reordering) (1)

(that are used for reordering (rules)) (2)

• Negation final: Move negative markers to di-
rectly follow verbal head.

(can ’t) ((play) the guitar) (1)

(can ’t) (the guitar (play)) (2)

(the guitar (play)) (can ’t) (3)

4 Experiments

4.1 Experimental Setup

The baseline of our approach is a statisti-
cal phrase-based system which is trained using
MOSES (Koehn et al., 2007). We collect bilin-
gual texts from the Web and combine them with
the Sejong parallel corpora2. About 300K pair of
sentences are collected from the major bilingual
news broadcasting sites. We also collect around
1M monolingual sentences from the sites to train
Korean language models. The best performing
language model is 5-gram order with Kneser-Ney
smoothing.

For sentence level alignment, we modified the
Champollion toolkit for English-Korean pair (Ma,
2006). We randomly selected 5,000 sentence pairs
from Sejong corpora, of which 1,500 were used
for a tuning set for minimum error rate training,
and another 1,500 for development set for analy-
sis experiment. We report testing results on the
remaining 2,000 sentence pairs for the evaluation.

Korean sentences are tokenized by the morpho-
logical analyzer (Lee and Rim, 2004). For English
sentence preprocessing, we use the Stanford parser
with output of typed dependency relations. We
then applied the pseudo word insertion and four
reordering rules described in the previous section
to the parse tree of each sentence.

2The English-Korean parallel corpora open for research
purpose which contain about 60,000 sentence pairs. See
http://www.sejong.or.kr/english.php for more information
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BLEU(gain) Length Ratio

Baseline 18.03(+0.00) 0.78
+PWI only 18.62(+0.59) 0.91
+Reorder only 19.92(+1.89) 0.78
+PWI&Reorder 20.42(+2.39) 0.91

Table 1: BLEU score and sentence length ratio for
each method

Baseline +PWI +Reorder +P&R

src-null 20.5 21.4 19.1 20.9
tgt-null 25.4 22.3 23.4 20.8

all-null 23.3 21.9 21.5 20.8

Table 2: Null alignment ratio (%) for each method
(all-null is calculated on the whole training data)

4.2 Experimental Results

The BLEU scores are reported in Table 1. Length
ratio indicates the average sentence length ratio
between source sentences and target sentences.
The largest gain (+2.39) is achieved when the
combined pseudo word insertion (PWI) and word
reordering is performed.

There could be reasons why the proposed ap-
proach is effective over baseline approach. Pre-
sumably, transforming to similar length and word
order contributes to lower the distortion and fertil-
ity parameter values. Table 2 analyzes the effect
of individual techniques in terms of the null align-
ment ratio. We discover that the alignment ratio
can be a good way to measure the relation between
the quality of word alignment and the quality of
translation. As shown in Table 2, the BLEU score
tends to increase as the all-null ratio decreases. In-
terestingly, reordering achieves the smallest null
alignment ratio for source language.

5 Conclusions

In this paper, we presented a novel approach to
preprocessing English-Korean SMT. The morpho-
syntactic discrepancy between English and Korean
causes a serious null alignment problem.

The main contributions of this paper are the fol-
lowing: 1) we devise a new preprocessing method
for English-Korean SMT by transforming a source
sentence to be much closer to a target sentence in
terms of sentence length and word order. 2) we
discover that the proposed method can reduce the
null alignment problem, and consequently the null

word alignment ratio between two languages can
be a good way to measure the quality of transla-
tion.

When evaluating the proposed approach using
within MOSES, the combined pseudo word inser-
tion and syntactic reordering method outperforms
the other methods. The result proves that the pro-
posed method can be used as a useful technique
for English-Korean machine translation.
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Abstract

We investigate the use of Fisher’s exact
significance test for pruning the transla-
tion table of a hierarchical phrase-based
statistical machine translation system. In
addition to the significance values com-
puted by Fisher’s exact test, we introduce
compositional properties to classify phrase
pairs of same significance values. We also
examine the impact of using significance
values as a feature in translation mod-
els. Experimental results show that 1% to
2% BLEU improvements can be achieved
along with substantial model size reduc-
tion in an Iraqi/English two-way transla-
tion task.

1 Introduction

Phrase-based translation (Koehn et al., 2003)
and hierarchical phrase-based translation (Chiang,
2005) are the state of the art in statistical ma-
chine translation (SMT) techniques. Both ap-
proaches typically employ very large translation
tables extracted from word-aligned parallel data,
with many entries in the tables never being used
in decoding. The redundancy of translation ta-
bles is not desirable in real-time applications,
e.g., speech-to-speech translation, where speed
and memory consumption are often critical con-
cerns. In addition, some translation pairs in a table
are generated from training data errors and word
alignment noise. Removing those pairs could lead
to improved translation quality.

(Johnson et al., 2007) has presented a tech-
nique for pruning the phrase table in a phrase-
based SMT system using Fisher’s exact test. They
compute the significance value of each phrase
pair and prune the table by deleting phrase pairs
with significance values smaller than a threshold.
Their experimental results show that the size of the

phrase table can be greatly reduced with no signif-
icant loss in translation quality.

In this paper, we extend the work in (Johnson
et al., 2007) to a hierarchical phrase-based transla-
tion model, which is built on synchronous context-
free grammars (SCFG). We call an SCFG rule a
phrase pair if its right-hand side does not contain a
nonterminal, and otherwise a rewrite rule. Our ap-
proach applies to both the phrase table and the rule
table. To address the problem that many transla-
tion pairs share the same significance value from
Fisher’s exact test, we propose a refined method
that combines significance values and composi-
tional properties of surface strings for pruning the
phrase table. We also examine the effect of using
the significance values as a feature in translation
models.

2 Fisher’s exact test for translation table
pruning

2.1 Significance values by Fisher’s exact test
We briefly review the approach for computing
the significance value of a translation pair using
Fisher’s exact test. In Fisher’s exact test, the sig-
nificance of the association of two items is mea-
sured by the probability of seeing the number of
co-occurrences of the two items being the same
as or higher than the one observed in the sam-
ple. This probability is referred to as the p-value.
Given a parallel corpus consisting of N sentence
pairs, the probability of seeing a pair of phrases
(or rules) (s̃, t̃) with the joint frequency C(s̃, t̃) is
given by the hypergeometric distribution

Ph(C(s̃, t̃))

=
C(s̃)!(N − C(s̃))!C(t̃)!(N − C(t̃))!

N !C(s̃, t̃)!C(s̃,¬t̃)!C(¬s̃, t̃)!C(¬s̃,¬t̃)!
where C(s̃) and C(t̃) are the marginal frequencies
of s̃ and t̃, respectively. C(s̃,¬t̃) is the number
of sentence pairs that contain s̃ on the source side
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but do not contain t̃ on the target side, and similar
for the definition of C(¬s̃, t̃) and C(¬s̃,¬t̃). The
p-value is therefore the sum of the probabilities of
seeing the two phrases (or rules) occur as often
as or more often than C(s̃, t̃) but with the same
marginal frequencies

Pv(C(s̃, t̃)) =
∞∑

c=C(s̃,t̃)

Ph(c)

In practice, p-values can be very small, and thus
negative logarithm p-values are often used instead
as the measure of significance. In the rest of this
paper, the negative logarithm p-value is referred to
as the significance value. Therefore, the larger the
value, the greater the significance.

2.2 Table pruning with significance values
The basic scheme to prune a translation table is
to delete all translation pairs that have significance
values smaller than a given threshold.

However, in practice, this pruning scheme does
not work well with phrase tables, as many phrase
pairs receive the same significance values. In par-
ticular, many phrase pairs in the phrase table have
joint and both marginal frequencies all equal to
1. Such phrase pairs are referred to as triple-1
pairs. It can be shown that the significance value
of triple-1 phrase pairs is log(N). Given a thresh-
old, triple-1 phrase pairs either all remain in the
phrase table or are discarded entirely.

To look closer at the problem, Figure 1 shows
two example tables with their percentages of
phrase pairs that have higher, equal, or lower sig-
nificance values than log(N). When the thresh-
old is smaller than log(N), as many as 35% of
the phrase pairs can be deleted. When the thresh-
old is greater than log(N), at least 90% of the
phrase pairs will be discarded. There is no thresh-
old that prunes the table in the range of 35% to
90%. One may think that it is right to delete all
triple-1 phrase pairs as they occur only once in
the parallel corpus. However, it has been shown
in (Moore, 2004) that when a large number of
singleton-singleton pairs, such as triple-1 phrase
pairs, are observed, most of them are not due to
chance. In other words, most triple-1 phrase pairs
are significant and it is likely that the translation
quality will decline if all of them are discarded.
Therefore, using significance values alone can-
not completely resolve the problem of phrase ta-
ble pruning. To further discriminate phrase pairs
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Figure 1: Percentages of phrase pairs with higher,
equal, and lower significance values than log(N).

of the same significance values, particularly the
triple-1 phrase pairs, more information is needed.

The Fisher’s exact test does not consider the sur-
face string in phrase pairs. Intuitively, some phrase
pairs are less important if they can be constructed
by other phrase pairs in the decoding phase, while
other phrase pairs that involve complex syntac-
tic structures are usually difficult to construct and
thus become more important. This intuition in-
spires us to explore the compositional property of
a phrase pair as an additional factor. More for-
mally, we define the compositional property of a
phrase pair as the capability of decomposing into
subphrase pairs. If a phrase pair (s̃, t̃) can be de-
composed into K subphrase pairs (s̃k, t̃k) already
in the phrase table such that

s̃ = s̃1s̃2 . . . s̃K

t̃ = t̃1t̃2 . . . t̃K

then this phrase pair is compositional; otherwise
it is noncompositional. Our intuition suggests that
noncompositional phrase pairs are more important
as they cannot be generated by concatenating other
phrase pairs in order in the decoding phase. This
leads to a refined scheme for pruning the phrase ta-
ble, in which a phrase pair is discarded when it has
a significance value smaller than the threshold and
it is not a noncompositional triple-1 phrase pair.
The definition of the compositional property does
not allow re-ordering. If re-ordering is allowed,
all phrase pairs will be compositional as they can
always be decomposed into pairs of single words.

In the rule table, however, the percentage of
triple-1 pairs is much smaller, typically less than
10%. This is because rules are less sparse than
phrases in general, as they are extracted with a
shorter length limit, and have nonterminals that
match any span of words. Therefore, the basic
pruning scheme works well with rule tables.
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3 Experiment

3.1 Hierarchical phrase-based SMT system

Our hierarchical phrase-based SMT system trans-
lates from Iraqi Arabic (IA) to English (EN) and
vice versa. The training corpus consists of 722K
aligned Iraqi and English sentence pairs and has
5.0M and 6.7M words on the Iraqi and English
sides, respectively. A held-out set with 18K Iraqi
and 19K English words is used for parameter tun-
ing and system comparison. The test set is the
TRANSTAC June08 offline evaluation data with
7.4K Iraqi and 10K English words, and the transla-
tion quality is evaluated by case-insensitive BLEU
with four references.

3.2 Results on translation table pruning

For each of the two translation directions IA-to-
EN and EN-to-IA, we pruned the translation ta-
bles as below, where α represents the significance
value of triple-1 pairs and ε is a small positive
number. Phrase table PTABLE3 is obtained us-
ing the refined pruning scheme, and others are ob-
tained using the basic scheme. Figure 2 shows the
percentages of translation pairs in these tables.

• PTABLE0: phrase table of full size without
pruning.

• PTABLE1: pruned phrase table using the
threshold α − ε and thus all triple-1 phrase
pairs remain.

• PTABLE2: pruned phrase table using the
threshold α + ε and thus all triple-1 phrase
pairs are discarded.

• PTABLE3: pruned phrase table using the
threshold α + ε and the refined pruning
scheme. All but noncompositional triple-1
phrase pairs are discarded.

• RTABLE0: rule table of full size without
pruning.

• RTABLE1: pruned rule table using the thresh-
old α+ ε.

Since a hierarchical phrase-based SMT system
requires a phrase table and a rule table at the same
time, performance of different combinations of
phrase and rule tables is evaluated. The baseline
system will be the one using the full-size tables of
PTABLE0 and RTABLE0. Tables 2 and 3 show the
BLEU scores for each combination in each direc-
tion, with the best score in bold.
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Figure 2: The percentages of translation pairs in
phrase and rule tables.

It can be seen that pruning leads to a substan-
tial reduction in the number of translation pairs.
As long phrases are more frequently pruned than
short phrases, the actual memory saving is even
more significant. It is surprising to see that using
pruned tables improves the BLEU scores in many
cases, probably because a smaller translation table
generalizes better on an unseen test set, and some
translation pairs created by erroneous training data
are dropped. Table 1 shows two examples of dis-
carded phrase pairs and their frequencies. Both of
them are incorrect due to human translation errors.

We note that using the pruned rule table
RTABLE1 is very effective and improved BLEU
in most cases except when used with PTABLE0 in
the direction EN-to-IA. Although using the pruned
phrase tables had mixed effect, PTABLE3, which
is obtained through the refined pruning scheme,
outperformed others in all cases. This confirms
the hypothesis that noncompositional phrase pairs
are important and thus suggests that the proposed
compositional property is a useful measure of
phrase pair quality. Overall, the best results are
achieved by using the combination of PTABLE3
and RTABLE1, which gave improvement of 1% to
2% BLEU over the baseline systems. Meanwhile,
this combination is also twice faster than the base-
line system in decoding.

3.3 Results on using significance values as a
feature

The p-value of each translation pair can be used
as a feature in the log-linear translation model,
to penalize those less significant phrase pairs and
rewrite rules. Since component feature values can-
not be zero, a small positive number was added to
p-values to avoid infinite log value. The results
of using p-values as a feature with different com-
binations of phrase and rule tables are shown in

239



Iraqi Arabic phrase English phrase in data Correct English phrase Frequencies

there are four of us there are five of us 1, 29, 1

young men three of four young men three or four 1, 1, 1

Table 1: Examples of pruned phrase pairs and their frequencies C(s̃, t̃), C(s̃), and C(t̃).

RTABLE0 RTABLE1
PTABLE0 47.38 48.40
PTABLE1 47.05 48.45
PTABLE2 47.50 48.70
PTABLE3 47.81 49.43

Table 2: BLEU scores of IA-to-EN systems using
different combinations of phrase and rule tables.

RTABLE0 RTABLE1
PTABLE0 29.92 29.05
PTABLE1 29.62 30.60
PTABLE2 29.87 30.57
PTABLE3 30.62 31.27

Table 3: BLEU scores of EN-to-IA systems using
different combinations of phrase and rule tables.

Tables 4 and 5. We can see that the results ob-
tained by using the full rule table with the fea-
ture of p-values (the columns of RTABLE0 in Ta-
bles 4 and 5) are much worse than those obtained
by using the pruned rule table without the fea-
ture of p-values (the columns of RTABLE1 in Ta-
bles 2 and 3). This suggests that the use of signif-
icance values as a feature in translation models is
not as efficient as the use in translation table prun-
ing. Modest improvement was observed in the di-
rection EN-to-IA when both pruning and the fea-
ture of p-values are used (compare the columns
of RTABLE1 in Tables 3 and 5) but not in the
direction IA-to-EN. Again, the best results are
achieved by using the combination of PTABLE3
and RTABLE1.

4 Conclusion

The translation quality and speed of a hierarchi-
cal phrase-based SMT system can be improved
by aggressive pruning of translation tables. Our
proposed pruning scheme, which exploits both
significance values and compositional properties,
achieved the best translation quality and gave im-
provements of 1% to 2% on BLEU when com-
pared to the baseline system with full-size tables.
The use of significance values in translation table

RTABLE0 RTABLE1
PTABLE0 47.72 47.96
PTABLE1 46.69 48.75
PTABLE2 47.90 48.48
PTABLE3 47.59 49.50

Table 4: BLEU scores of IA-to-EN systems using
the feature of p-values in different combinations.

RTABLE0 RTABLE1
PTABLE0 29.33 30.44
PTABLE1 30.28 30.99
PTABLE2 30.38 31.44
PTABLE3 30.74 31.64

Table 5: BLEU scores of EN-to-IA systems using
the feature of p-values in different combinations.

pruning and in translation models as a feature has
a different effect: the former led to significant im-
provement, while the latter achieved only modest
or no improvement on translation quality.

5 Acknowledgements

Many thanks to Kristin Precoda and Andreas
Kathol for valuable discussion. This work is sup-
ported by DARPA, under subcontract 55-000916
to UW under prime contract NBCHD040058 to
SRI International.

References
Philipp Koehn, Franz J. Och and Daniel Marcu. 2003.

Statistical phrase-based translation. Proceedings of
HLT-NAACL, 48-54, Edmonton, Canada.

David Chiang. 2005. A hierarchical phrase-based
model for statistical machine translation. Proceed-
ings of ACL, 263-270, Ann Arbor, Michigan, USA.

J Howard Johnson, Joel Martin, George Foster and
Roland Kuhn. 2007. Improving Translation Quality
by Discarding Most of the Phrasetable. Proceed-
ings of EMNLP-CoNLL, 967-975, Prague, Czech
Republic.

Robert C. Moore. 2004. On Log-Likelihood-Ratios
and the Significance of Rare Events. Proceedings of
EMNLP, 333-340, Barcelona, Spain

240



Proceedings of the ACL-IJCNLP 2009 Conference Short Papers, pages 241–244,
Suntec, Singapore, 4 August 2009. c©2009 ACL and AFNLP

Handling phrase reorderings for machine translation
Yizhao Ni, Craig J. Saunders∗, Sandor Szedmak and Mahesan Niranjan

ISIS Group
School of Electronics and Computer Science

University of Southampton
Southampton, SO17 1BJ

United Kingdom
yn05r@ecs.soton.ac.uk, craig.saunders@xrce.xerox.com,

{ss03v,mn}@ecs.soton.ac.uk

Abstract

We propose a distance phrase reordering
model (DPR) for statistical machine trans-
lation (SMT), where the aim is to cap-
ture phrase reorderings using a structure
learning framework. On both the reorder-
ing classification and a Chinese-to-English
translation task, we show improved perfor-
mance over a baseline SMT system.

1 Introduction

Word or phrase reordering is a common prob-
lem in bilingual translations arising from dif-
ferent grammatical structures. For example,
in Chinese the expression of the date follows
“Year/Month/Date”, while when translated into
English, “Month/Date/Year” is often the correct
grammar. In general, the fluency of machine trans-
lations can be greatly improved by obtaining the
correct word order in the target language.

As the reordering problem is computation-
ally expensive, a word distance-based reordering
model is commonly used among SMT decoders
(Koehn, 2004), in which the costs of phrase move-
ments are linearly proportional to the reordering
distance. Although this model is simple and effi-
cient, the content independence makes it difficult
to capture many distant phrase reordering caused
by the grammar. To tackle the problem, (Koehn
et al., 2005) developed a lexicalized reordering
model that attempted to learn the phrase reorder-
ing based on content. The model learns the local
orientation (e.g. “monotone” order or “switching”
order) probabilities for each bilingual phrase pair
using Maximum Likelihood Estimation (MLE).
These orientation probabilities are then integrated
into an SMT decoder to help finding a Viterbi–best
local orientation sequence. Improvements by this

∗the author’s new address: Xerox Research Centre Europe
6, Chemin de Maupertuis, 38240 Meylan France.

model have been reported in (Koehn et al., 2005).
However, the amount of the training data for each
bilingual phrase is so small that the model usually
suffers from the data sparseness problem. Adopt-
ing the idea of predicting the orientation, (Zens
and Ney, 2006) started exploiting the context and
grammar which may relate to phrase reorderings.
In general, a Maximum Entropy (ME) framework
is utilized and the feature parameters are tuned
by a discriminative model. However, the training
times for ME models are usually relatively high,
especially when the output classes (i.e. phrase re-
ordering orientations) increase.

Alternative to the ME framework, we propose
using a classification scheme here for phrase re-
orderings and employs a structure learning frame-
work. Our results confirm that this distance phrase
reordering model (DPR) can lead to improved per-
formance with a reasonable time efficiency.

Figure 1: The phrase reordering distance d.

2 Distance phrase reordering (DPR)

We adopt a discriminative model to capture the
frequent distant reordering which we call distance
phrase reordering. An ideal model would consider
every position as a class and predict the position of
the next phrase, although in practice we must con-
sider a limited set of classes (denoted as Ω). Using
the reordering distance d (see Figure 1) as defined
by (Koehn et al., 2005), we extend the two class
model in (Xiong et al., 2006) to multiple classes
(e.g. three–class setup Ω = {d < 0, d = 0, d >
0}; or five–class setup Ω = {d ≤ −5,−5 < d <
0, d = 0, 0 < d < 5, d ≥ 5}). Note that the more
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classes it has, the closer it is to the ideal model, but
the smaller amount of training samples it would
receive for each class.

2.1 Reordering Probability model and
training algorithm

Given a (source, target) phrase pair (f̄j , ēi) with
f̄j = [fjl

, . . . , fjr ] and ēi = [eil , . . . , eir ], the dis-
tance phrase reordering probability has the form

p(o|f̄j , ēi) :=
h
(
wT

o φ(f̄j , ēi)
)∑

o′∈Ω h
(
wT

o′φ(f̄j , ēi)
) (1)

where wo = [wo,0, . . . , wo,dim(φ)]T is the weight
vector measuring features’ contribution to an ori-
entation o ∈ Ω, φ is the feature vector and h is a
pre-defined monotonic function. As the reorder-
ing orientations tend to be interdependent, learn-
ing {wo}o∈Ω is more than a multi–class classifi-
cation problem. Take the five–class setup for ex-
ample, if an example in class d ≤ −5 is classified
in class−5 < d < 5, intuitively the loss should be
smaller than when it is classified in class d > 5.
The output (orientation) domain has an inherent
structure and the model should respect it. Hence,
we utilize the structure learning framework pro-
posed in (Taskar et al., 2003) which is equivalent
to minimising the sum of the classification errors

min
w

1
N

N∑
n=1

ρ(o, f̄n
j , ē

n
i ,w) +

λ

2
‖w‖2 (2)

where λ ≥ 0 is a regularisation parameter,

ρ(o, f̄j , ēi,w) = max{0,maxo′ 6=o[4(o, o′)+
wT

o′φ(f̄j , ēi)]−wT
o φ(f̄j , ēi)}

is a structured margin loss function with

4(o, o′) =


0 if o = o′

0.5 if o and o′ are close in Ω
1 else

measuring the distance between pseudo orienta-
tion o′ and the true one o. Theoretically, this loss
requires that orientation o′ which are “far away”
from the true one o must be classified with a large
margin while nearby candidates are allowed to
be classified with a smaller margin. At training
time, we used a perceptron–based structure learn-
ing (PSL) algorithm to learn {wo}o∈Ω which is
shown in Table 1.

2.1.1 Feature Extraction and Application
Following (Zens and Ney, 2006), we consider
different kinds of information extracted from the

Input: The samples
{
o, φ(f̄j , ēi)

}N

n=1
, step size η

Initialization: k = 0; wo,k = 0 ∀o ∈ Ω;
Repeat

for n = 1, 2, . . . , N do
for o′ 6= o get
V = maxo′

{4(o, o′) + wT
o′,kφ(f̄j , ēi)

}
o∗ = arg maxo′

{4(o, o′) + wT
o′,kφ(f̄j , ēi)

}
if wT

o,kφ(f̄j , ēi) < V then
wo,k+1 = wo,k + ηφ(f̄j , ēi)
wo∗,k+1 = wo∗,k − ηφ(f̄j , ēi)

k = k + 1
until converge
Output: wo,k+1 ∀o ∈ Ω

Table 1: Perceptron-based structure learning.

phrase environment (see Table 2), where given a
sequence s (e.g. s = [fjl−z, . . . , fjl

]), the features
selected are φu(s|u|p ) = δ(s|u|p , u), with the
indicator function δ(·, ·), p = {jl − z, . . . , jr + z}
and string s

|u|
p = [fp, . . . , fp+|u|]. Hence, the

phrase features are distinguished by both the
content u and its start position p. For exam-
ple, the left side context features for phrase
pair (xiang gang, Hong Kong) in Figure 1 are
{δ(s10, “zhou”), δ(s11, “liu”), δ(s20, “zhou liu”)}.
As required by the algorithm, we then normalise
the feature vector φ̄t = φt

‖φ‖ .
To train the DPR model, the training samples
{(f̄n

j , ē
n
i )}Nn=1 are extracted following the phrase

pair extraction procedure in (Koehn et al., 2005)
and form the sample pool, where the instances
having the same source phrase f̄j are considered
to be from the same cluster. A sub-DPR model is
then trained for each cluster using the PSL algo-
rithm. During the decoding, the DPR model finds
the corresponding sub-DPR model for a source
phrase f̄j and generates the reordering probability
for each orientation class using equation (1).

3 Experiments

Experiments used the Hong Kong Laws corpus1

(Chinese-to-English), where sentences of lengths
between 1 and 100 words were extracted and the
ratio of source/target lengths was no more than
2 : 1. The training and test sizes are 50, 290 and
1, 000 respectively.

1This bilingual Chinese-English corpus consists of mainly
legal and documentary texts from Hong Kong. The corpus is
aligned at the sentence level which are collected and revised
manually by the author. The full corpus will be released soon.
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Features for source phrase f̄j Features for target phrase ēi

Context
Source word n–grams within a window

(length z) around the phrase edge [jl] and [jr]
Target word n–grams

of the phrase [eil , . . . , eir ]

Syntactic
Source word class tag n-grams within a

window (length z) around the phrase edge [jl] and [jr]
Target word class tag

n-grams of the phrase [eil , . . . , eir ]

Table 2: The environment for the feature extraction. The word class tags are provided by MOSES.

3.1 Classification Experiments

Figure 2: Classification results with respect to d.

We used GIZA++ to produce alignments, en-
abling us to compare using a DPR model against
a baseline lexicalized reordering model (Koehn et
al., 2005) that uses MLE orientation prediction
and a discriminative model (Zens and Ney, 2006)
that utilizes an ME framework. Two orientation
classification tasks are carried out: one with three–
class setup and one with five–class setup. We
discarded points that had long distance reorder-
ing (|d| > 15) to avoid some alignment errors
cause by GIZA++ (representing less than 5% of
the data). This resulted in data sizes shown in Ta-
ble 3. The classification performance is measured
by an overall precision across all classes and the
class-specific F1 measures and the experiments
are are repeated three times to asses variance.

Table 4 depicts the classification results ob-
tained, where we observed consistent improve-
ments for the DPR model over the baseline and
the ME models. When the number of classes
(orientations) increases, the average relative im-
provements of DPR for the switching classes
(i.e. d 6= 0) increase from 41.6% to 83.2% over
the baseline and from 7.8% to 14.2% over the ME

model, which implies a potential benefit of struc-
ture learning. Figure 2 further demonstrate the av-
erage accuracy for each reordering distance d. It
shows that even for long distance reordering, the
DPR model still performs well, while the MLE
baseline usually performs badly (more than half
examples are classified incorrectly). With so many
classification errors, the effect of this baseline in
an SMT system is in doubt, even with a powerful
language model. At training time, training a DPR
model is much faster than training an ME model
(both algorithms are coded in Python), especially
when the number of classes increase. This is be-
cause the generative iterative scaling algorithm of
an ME model requires going through all examples
twice at each round: one is for updating the condi-
tional distributions p(o|f̄j , ēi) and the other is for
updating {wo}o∈Ω. Alternatively, the PSL algo-
rithm only goes through all examples once at each
round, making it faster and more applicable for
larger data sets.

3.2 Translation experiments
We now test the effect of the DPR model in an
MT system, using MOSES (Koehn et al., 2005)
as a baseline system. To keep the comparison
fair, our MT system just replaces MOSES’s re-
ordering models with DPR while sharing all other
models (i.e. phrase translation probability model,
4-gram language model (A. Stolcke, 2002) and
beam search decoder). As in classification exper-
iments the three-class setup shows better results
in switching classes, we use this setup in DPR. In
detail, all consistent phrases are extracted from the
training sentence pairs and form the sample pool.
The three-class DPR model is then trained by the
PSL algorithm and the function h(z) = exp(z) is
applied to equation (1) to transform the prediction
scores. Contrasting the direct use of the reorder-
ing probabilities used in (Zens and Ney, 2006),
we utilize the probabilities to adjust the word
distance–based reordering cost, where the reorder-
ing cost of a sentence is computed as Po(f , e) =
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Settings three–class setup five–class setup
Classes d < 0 d = 0 d > 0 d ≤ −5 −5 < d < 0 d = 0 0 < d < 5 d ≥ 5
Train 181, 583 755, 854 181, 279 82, 677 98, 907 755, 854 64, 881 116, 398
Test 5, 025 21, 106 5, 075 2, 239 2, 786 21, 120 1, 447 3, 629

Table 3: Data statistics for the classification experiments.

System three–class setup task
Precision d < 0 d = 0 d > 0 Training time (hours)

Lexicalized 77.1± 0.1 55.7± 0.1 86.5± 0.1 49.2± 0.3 1.0
ME 83.7± 0.3 67.9± 0.3 90.8± 0.3 69.2± 0.1 58.6
DPR 86.7± 0.1 73.3± 0.1 92.5± 0.2 74.6± 0.5 27.0

System five–class setup task
Precision d ≤ −5 −5 < d < 0 d = 0 0 < d < 5 d ≥ 5 Training Time (hours)

Lexicalized 74.3± 0.1 44.9± 0.2 32.0± 1.5 86.4± 0.1 29.2± 1.7 46.2± 0.8 1.3
ME 80.0± 0.2 52.1± 0.1 54.7± 0.7 90.4± 0.2 63.9± 0.1 61.8± 0.1 83.6
DPR 84.6± 0.1 60.0± 0.7 61.4± 0.1 92.6± 0.2 75.4± 0.6 68.8± 0.5 29.2

Table 4: Overall precision and class-specific F1 scores [%] using different number of orientation classes.
Bold numbers refer to the best results.

exp{−∑
m

dm

βp(o|f̄jm ,ēim )
} with tuning parameter β.

This distance–sensitive expression is able to fill
the deficiency of the three–class setup of DPR and
is verified to produce better results. For parameter
tuning, minimum-error-rating training (F. J. Och,
2003) is used in both systems. Note that there are
7 parameters needed tuning in MOSES’s reorder-
ing models, while only 1 requires tuning in DPR.
The translation performance is evaluated by four
MT measurements used in (Koehn et al., 2005).

Table 5 shows the translation results, where we
observe consistent improvements on most evalua-
tions. Indeed both systems produced similar word
accuracy, but our MT system does better in phrase
reordering and produces more fluent translations.

4 Conclusions and Future work

We have proposed a distance phrase reordering
model using a structure learning framework. The
classification tasks have shown that DPR is bet-
ter in capturing the phrase reorderings over the
lexicalized reordering model and the ME model.
Moreover, compared with ME DPR is much faster
and more applicable to larger data sets. Transla-
tion experiments carried out on the Chinese-to-
English task show that DPR gives more fluent
translation results, which verifies its effectiveness.
For future work, we aim at improving the predic-
tion accuracy for the five-class setup using a richer
feature set before applying it to an MT system, as
DPR can be more powerful if it is able to provide
more precise phrase position for the decoder. We
will also apply DPR on a larger data set to test its

performance as well as its time efficiency.

Tasks Measure MOSES DPR
BLEU [%] 44.7± 1.2 47.1± 1.3

CH–EN word accuracy 76.5± 0.6 76.1± 1.5
NIST 8.82± 0.11 9.04± 0.26

METEOR [%] 66.1± 0.8 66.4± 1.1

Table 5: Four evaluations for the MT experiments.
Bold numbers refer to the best results.
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Abstract

We study the global topology of the syn-
tactic and semantic distributional similar-
ity networks for English through the tech-
nique of spectral analysis. We observe that
while the syntactic network has a hierar-
chical structure with strong communities
and their mixtures, the semantic network
has several tightly knit communities along
with a large core without any such well-
defined community structure.

1 Introduction

Syntax and semantics are two tightly coupled, yet
very different properties of any natural language
– as if one is from “Mars” and the other from
“Venus”. Indeed, this exploratory work shows that
the distributional properties of syntax are quite dif-
ferent from those of semantics. Distributional hy-
pothesis states that the words that occur in the
same contexts tend to have similar meanings (Har-
ris, 1968). Using this hypothesis, one can define a
vector space model for words where every word
is a point in some n-dimensional space and the
distance between them can be interpreted as the
inverse of the semantic or syntactic similarity be-
tween their corresponding distributional patterns.
Usually, the co-occurrence patterns with respect to
the function words are used to define the syntactic
context, whereas that with respect to the content
words define the semantic context. An alternative,
but equally popular, visualization of distributional
similarity is through graphs or networks, where
each word is represented as nodes and weighted
edges indicate the extent of distributional similar-
ity between them.

What are the commonalities and differences be-
tween the syntactic and semantic distributional
patterns of the words of a language? This study is
an initial attempt to answer this fundamental and

intriguing question, whereby we construct the syn-
tactic and semantic distributional similarity net-
work (DSN) and analyze their spectrum to un-
derstand their global topology. We observe that
there are significant differences between the two
networks: the syntactic network has well-defined
hierarchical community structure implying a sys-
tematic organization of natural classes and their
mixtures (e.g., words which are both nouns and
verbs); on the other hand, the semantic network
has several isolated clusters or the so called tightly
knit communities and a core component that lacks
a clear community structure. Spectral analysis
also reveals the basis of formation of the natu-
ral classes or communities within these networks.
These observations collectively point towards a
well accepted fact that the semantic space of nat-
ural languages has extremely high dimension with
no clearly observable subspaces, which makes the-
orizing and engineering harder compared to its
syntactic counterpart.

Spectral analysis is the backbone of several
techniques, such as multi-dimensional scaling,
principle component analysis and latent semantic
analysis, that are commonly used in NLP. In re-
cent times, there have been some work on spec-
tral analysis of linguistic networks as well. Belkin
and Goldsmith (2002) applied spectral analysis to
understand the struture of morpho-syntactic net-
works of English words. The current work, on
the other hand, is along the lines of Mukherjee et
al. (2009), where the aim is to understand not only
the principles of organization, but also the global
topology of the network through the study of the
spectrum. The most important contribution here,
however, lies in the comparison of the topology
of the syntactic and semantic DSNs, which, to the
best of our knowledge, has not been explored pre-
viously.
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2 Network Construction

The syntactic and semantic DSNs are constructed
from a raw text corpus. This work is restricted to
the study of English DSNs only1.

Syntactic DSN: We define our syntactic net-
work in a similar way as previous works in unsu-
pervised parts-of-speech induction (cf. (Schütze,
1995; Biemann, 2006)): The most frequent 200
words in the corpus (July 2008 dump of English
Wikipedia) are used as features in a word window
of ±2 around the target words. Thus, each target
word is described by an 800-dimensional feature
vector, containing the number of times we observe
one of the most frequent 200 words in the respec-
tive positions relative to the target word. In our
experiments, we collect data for the most frequent
1000 and 5000 target words, arguing that all syn-
tactic classes should be represented in those. A
similarity measure between target words is defined
by the cosine between the feature vectors. The
syntactic graph is formed by inserting the target
words as nodes and connecting nodes with edge
weights equal to their cosine similarity if this sim-
ilarity exceeds a threshold t = 0.66.

Semantic DSN: The construction of this net-
work is inspired by (Lin, 1998). Specifically,
we parsed a dump of English Wikipedia (July
2008) with the XLE parser (Riezler et al., 2002)
and extracted the following dependency relations
for nouns: Verb-Subject, Verb-Object, Noun-
coordination, NN-compound, Adj-Mod. These
lexicalized relations act as features for the nouns.
Verbs are recorded together with their subcatego-
rization frame, i.e. the same verb lemmas in dif-
ferent subcat frames would be treated as if they
were different verbs. We compute log-likelihood
significance between features and target nouns (as
in (Dunning, 1993)) and keep only the most signif-
icant 200 features per target word. Each feature f
gets a feature weight that is inversely proportional
to the logarithm of the number of target words it
applies on. The similarity of two target nouns is
then computed as the sum of the feature weights
they share. For our analysis, we restrict the graph
to the most frequent 5000 target common nouns
and keep only the 200 highest weighted edges per
target noun. Note that the degree of a node can

1As shown in (Nath et al., 2008), the basic structure
of these networks are insensitive to minor variations in the
parameters (e.g., thresholds and number of words) and the
choice of distance metric.

Figure 1: The spectrum of the syntactic and se-
mantic DSNs of 1000 nodes.

still be larger than 200 if this node is contained in
many 200 highest weighted edges of other target
nouns.

3 Spectrum of DSNs

Spectral analysis refers to the systematic study of
the eigenvalues and eigenvectors of a network. Al-
though here we study the spectrum of the adja-
cency matrix of the weighted networks, it is also
quite common to study the spectrum of the Lapla-
cian of the adjacency matrix (see for example,
Belkin and Goldsmith (2002)). Fig. 1 compares
the spectrum of the syntactic and semantic DSNs
with 1000 nodes, which has been computed as fol-
lows. First, the 1000 eigenvalues of the adjacency
matrix are sorted in descending order. Then we
compute the spectral coverage till the ith eigen-
value by adding the squares of the first i eigenval-
ues and normalizing it by the sum of the squares
of all the eigenvalues - a quantity also known as
the Frobenius norm of the matrix.

We observe that for the semantic DSN the first
10 eigenvalues cover only 40% of the spectrum
and the first 500 together make up 75% of the
spectrum. On the other hand, for the syntactic
DSN, the first 10 eigenvalues cover 75% of the
spectrum while the first 20 covers 80%. In other
words, the structure of the syntactic DSN is gov-
erned by a few (order of 10) significant principles,
whereas that of the semantic DSN is controlled by
a large number of equally insignificant factors.

The aforementioned observation has the fol-
lowing alternative, but equivalent interpretations:
(a) the syntactic DSN can be clustered in lower
dimensions (e.g., 10 or 20) because, most of
the rows in the matrix can be approximately ex-
pressed as a linear combination of the top 10 to 20
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Figure 2: Plot of corpus frequency based rank vs.
eigenvector centrality of the words in the DSNs of
5000 nodes.

eigenvectors. Furthermore, the graceful decay of
the eigenvalues of the syntactic DSN implies the
existence of a hierarchical community structure,
which has been independently verified by Nath et
al. (2008) through analysis of the degree distribu-
tion of such networks; and (b) a random walk con-
ducted on the semantic DSN will have a high ten-
dency to drift away very soon from the semantic
class of the starting node, whereas in the syntactic
DSN, the random walk is expected to stay within
the same syntactic class for a long time. There-
fore, it is reasonable to advocate that characteriza-
tion and processing of syntatic classes is far less
confusing than that of the semantic classes – a fact
that requires no emphasis.

4 Eigenvector Analysis

The first eigenvalue tells us to what extent the
rows of the adjacency matrix are correlated and
therefore, the corresponding eigenvector is not a
dimension pointing to any classificatory basis of
the words. However, as we shall see shortly, the
other eigenvectors corresponding to the signifi-
cantly high eigenvalues are important classifica-
tory dimensions.

Fig 2 shows the plot of the first eigenvector
component (aka eigenvector centrality) of a word
versus its rank based on the corpus frequency. We
observe that the very high frequency (i.e., low
rank) nodes in both the networks have low eigen-

vector centrality, whereas the medium frequency
nodes display a wide range of centrality values.
However, the most striking difference between the
networks is that while in the syntactic DSN the
centrality values are approximately normally dis-
tributed for the medium frequency words, the least
frequent words enjoy the highest centrality for the
semantic DSN. Furthermore, we observe that the
most central nodes in the semantic DSN corre-
spond to semantically unambiguous words of sim-
ilar nature (e.g., deterioration, abandonment, frag-
mentation, turmoil). This indicates the existence
of several “tightly knit communities consisting of
not so high frequency words” which pull in a sig-
nificant fraction of the overall centrality. Since
the high frequency words are usually polysemous,
they on the other hand form a large, but non-
cliqueish structure at the core of the network with
a few connections to the tightly knit communities.
This is known as the tightly knit community ef-
fect (TKC effect) that renders very low central-
ity values to the “truly” central nodes of the net-
work (Lempel and Moran, 2000). The structure
of the syntactic DSN, however, is not governed by
the TKC effect to such an extreme extent. Hence,
one can expect to easily identify the natural classes
of the syntactic DSN, but not its semantic counter-
part.

In fact, this observation is further corroborated
by the higher eigenvectors. Fig. 3 shows the plot
of the second eigenvector component versus the
fourth one for the two DSNs consisting of 5000
words. It is observed that for the syntactic net-
work, the words get neatly clustered into two sets
comprised of words with the positive and negative
second eigenvector components. The same plot
for the semantic DSN shows that a large number of
words have both the components close to zero and
only a few words stand out on one side of the axes
– those with positive second eigenvector compo-
nent and those with negative fourth eigenvector
component. In essence, none of these eigenvec-
tors can neatly classify the words into two sets –
a trend which is observed for all the higher eigen-
vectors (we conducted experiments for up to the
twentieth eigenvector).

Study of the individual eignevectors further re-
veals that the nodes with either the extreme pos-
itive or the extreme negative components have
strong linguistic correlates. For instance, in the
syntactic DSN, the two ends of the second eigen-
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Figure 3: Plot of the second vs. fourth eigenvector
components of the words in the DSNs.

vector correspond to nouns and adjectives; one of
the ends of the fourth, fifth, sixth and the twelfth
eigenvectors respectively correspond to location
nouns, prepositions, first names and initials, and
verbs. In the semantic DSN, one of the ends of
the second, third, fourth and tenth eigenvectors
respectively correspond to professions, abstract
terms, food items and body parts. One would ex-
pect that the higher eigenvectors (say the 50th one)
would show no clear classificatory basis for the
syntactic DSN, while for the semantic DSN those
could be still associated with prominent linguistic
correlates.

5 Conclusion and Future Work

Here, we presented some initial investigations into
the nature of the syntactic and semantic DSNs
through the method of spectral analysis, whereby
we could observe that the global topology of the
two networks are significantly different in terms
of the organization of their natural classes. While
the syntactic DSN seems to exhibit a hierarchi-
cal structure with a few strong natural classes and
their mixtures, the semantic DSN is composed of
several tightly knit small communities along with
a large core consisting of very many smaller ill-
defined and ambiguous sets of words. To visual-
ize, one could draw an analogy of the syntactic
and semantic DSNs respectively to “crystalline”
and “amorphous” solids.

This work can be furthered in several directions,
such as, (a) testing the robustness of the findings

across languages, different network construction
policies, and corpora of different sizes and from
various domains; (b) clustering of the words on the
basis of eigenvector components and using them in
NLP applications such as unsupervised POS tag-
ging and WSD; and (c) spectral analysis of Word-
Net and other manually constructed ontologies.
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Abstract
We propose a new specifically designed
method for paraphrase generation based
on Monte-Carlo sampling and show how
this algorithm is suitable for its task.
Moreover, the basic algorithm presented
here leaves a lot of opportunities for fu-
ture improvement. In particular, our algo-
rithm does not constraint the scoring func-
tion in opposite to Viterbi based decoders.
It is now possible to use some global fea-
tures in paraphrase scoring functions. This
algorithm opens new outlooks for para-
phrase generation and other natural lan-
guage processing applications like statis-
tical machine translation.

1 Introduction

A paraphrase generation system is a program
which, given a source sentence, produces a differ-
ent sentence with almost the same meaning.

Paraphrase generation is useful in applications
to choose between different forms to keep the
most appropriate one. For instance, automatic
summary can be seen as a particular paraphrasing
task (Barzilay and Lee, 2003) with the aim of se-
lecting the shortest paraphrase.

Paraphrases can also be used to improve natu-
ral language processing (NLP) systems. (Callison-
Burch et al., 2006) improved machine translations
by augmenting the coverage of patterns that can
be translated. Similarly, (Sekine, 2005) improved
information retrieval based on pattern recognition
by introducing paraphrase generation.

In order to produce paraphrases, a promising
approach is to see the paraphrase generation prob-
lem as a translation problem, where the target lan-
guage is the same as the source language (Quirk et
al., 2004; Bannard and Callison-Burch, 2005).

A problem that has drawn less attention is the
generation step which corresponds to the decoding

step in SMT. Most paraphrase generation tools use
some standard SMT decoding algorithms (Quirk et
al., 2004) or some off-the-shelf decoding tools like
MOSES (Koehn et al., 2007). The goal of a de-
coder is to find the best path in the lattice produced
from a paraphrase table. This is basically achieved
by using dynamic programming and especially the
Viterbi algorithm associated with beam searching.

However decoding algorithms were designed
for translation, not for paraphrase generation. Al-
though left-to-right decoding is justified for trans-
lation, it may not be necessary for paraphrase
generation. A paraphrase generation tool usually
starts with a sentence which may be very similar to
some potential solution. In other words, there is no
need to "translate" all of the sentences. Moreover,
decoding may not be suitable for non-contiguous
transformation rules.

In addition, dynamic programming imposes an
incremental scoring function to evaluate the qual-
ity of each hypothesis. For instance, it cannot cap-
ture some scattered syntactical dependencies. Im-
proving on this major issue is a key point to im-
prove paraphrase generation systems.

This paper first presents an alternative to decod-
ing that is based on transformation rule application
in section 2. In section 3 we propose a paraphrase
generation method for this paradigm based on an
algorithm used in two-player games. Section 4
briefly explain experimental context and its asso-
ciated protocol for evaluation of the proposed sys-
tem. We compare the proposed algorithm with a
baseline system in section 5. Finally, in section 6,
we point to future research tracks to improve para-
phrase generation tools.

2 Statistical paraphrase generation using
transformation rules

The paraphrase generation problem can be seen as
an exploration problem. We seek the best para-
phrase according to a scoring function in a space
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to search by applying successive transformations.
This space is composed of states connected by ac-
tions. An action is a transformation rule with a
place where it applies in the sentence. States are a
sentence with a set of possible actions. Applying
an action in a given state consists in transforming
the sentence of the state and removing all rules that
are no more applicable. In our framework, each
state, except the root, can be a final state. This
is modelised by adding a stop rule as a particular
action. We impose the constraint that any trans-
formed part of the source sentence cannot be trans-
formed anymore.

This paradigm is more approriate for paraphrase
generation than the standard SMT approach in re-
spect to several points: there is no need for left-
to-right decoding because a transformation can be
applied anywhere without order; there is no need
to transform the whole of a sentence because each
state is a final state; there is no need to keep the
identity transformation for each phrase in the para-
phrase table; the only domain knowledge needed
is a generative model and a scoring function for
final states; it is possible to mix different genera-
tive models because a statistical paraphrase table,
an analogical solver and a paraphrase memory for
instance; there is no constraint on the scoring func-
tion because it only scores final states.

Note that the branching factor with a paraphrase
table can be around thousand actions per states
which makes the generation problem a difficult
computational problem. Hence we need an effi-
cient generation algorithm.

3 Monte-Carlo based Paraphrase
Generation

UCT (Kocsis and Szepesvári, 2006) (Upper Con-
fidence bound applied to Tree) is a Monte-Carlo
planning algorithm that have some interesting
properties: it grows the search tree non-uniformly
and favours the most promising sequences, with-
out pruning branch; it can deal with high branch-
ing factor; it is an any-time algorithm and returns
best solution found so far when interrupted; it does
not require expert domain knowledge to evaluate
states. These properties make it ideally suited for
games with high branching factor and for which
there is no strong evaluation function.

For the same reasons, this algorithm sounds in-
teresting for paraphrase generation. In particular,
it does not put constraint on the scoring function.

We propose a variation of the UCT algorithm for
paraphrase generation named MCPG for Monte-
Carlo based Paraphrase Generation.

The main part of the algorithm is the sampling
step. An episode of this step is a sequence of states
and actions, s1, a1, s2, a2, . . . , sT , from the root
state to a final state. During an episode construc-
tion, there are two ways to select the action ai to
perfom from a state si.

If the current state was already explored in a
previous episode, the action is selected accord-
ing to a compromise between exploration and ex-
ploitation. This compromise is computed using
the UCB-Tunned formula (Auer et al., 2001) as-
sociated with the RAVE heuristic (Gelly and Sil-
ver, 2007). If the current state is explored for
the first time, its score is estimated using Monte-
Carlo sampling. In other word, to complete the
episode, the actions ai, ai+1, . . . , aT−1, aT are se-
lected randomly until a stop rule is drawn.

At the end of each episode, a reward is com-
puted for the final state sT using a scoring func-
tion and the value of each (state, action) pair of the
episode is updated. Then, the algorithm computes
an other episode with the new values.

Periodically, the sampling step is stopped and
the best action at the root state is selected. This
action is then definitely applied and a sampling
is restarted from the new root state. The action
sequence is built incrementally and selected af-
ter being enough sampled. For our experiments,
we have chosen to stop sampling regularly after a
fixed amount η of episodes.

Our main adaptation of the original algorithm
is in the (state, action) value updating procedure.
Since the goal of the algorithm is to maximise a
scoring function, we use the maximum reachable
score from a state as value instead of the score ex-
pectation. This algorithm suits the paradigm pro-
posed for paraphrase generation.

4 Experimental context

This section describes the experimental context
and the methodology followed to evaluate our sta-
tistical paraphrase generation tool.

4.1 Data

For the experiment reported in section 5, we use
one of the largest, multi-lingual, freely available
aligned corpus, Europarl (Koehn, 2005). It con-
sists of European parliament debates. We choose
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French as the language for paraphrases and En-
glish as the pivot language. For this pair of lan-
guages, the corpus consists of 1, 487, 459 French
sentences aligned with 1, 461, 429 English sen-
tences. Note that the sentences in this corpus
are long, with an average length of 30 words per
French sentence and 27.1 for English. We ran-
domly extracted 100 French sentences as a test
corpus.

4.2 Language model and paraphrase table

Paraphrase generation tools based on SMT meth-
ods need a language model and a paraphrase table.
Both are computed on a training corpus.

The language models we use are n-gram lan-
guage models with back-off. We use SRILM (Stol-
cke, 2002) with its default parameters for this pur-
pose. The length of the n-grams is five.

To build a paraphrase table, we use the con-
struction method via a pivot language proposed
in (Bannard and Callison-Burch, 2005).

Three heuristics are used to prune the para-
phrase table. The first heuristic prunes any entry
in the paraphrase table composed of tokens with a
probability lower than a threshold ε. The second,
called pruning pivot heuristic, consists in deleting
all pivot clusters larger than a threshold τ . The
last heuristic keeps only the κ most probable para-
phrases for each source phrase in the final para-
phrase table. For this study, we empirically fix
ε = 10−5, τ = 200 and κ = 10.

4.3 Evaluation Protocol

We developed a dedicated website to allow the hu-
man judges with some flexibility in workplaces
and evaluation periods. We retain the principle of
the two-step evaluation, common in the machine
translation domain and already used for para-
phrase evaluation (Bannard and Callison-Burch,
2005).

The question asked to the human evaluator for
the syntactic task is: Is the following sentence in
good French? The question asked to the human
evaluator for the semantic task is: Do the following
two sentences express the same thing?

In our experiments, each paraphrase was evalu-
ated by two native French evaluators.

5 Comparison with a SMT decoder

In order to validate our algorithm for paraphrase
generation, we compare it with an off-the-shelf

SMT decoder.
We use the MOSES decoder (Koehn et al., 2007)

as a baseline. The MOSES scoring function is
set by four weighting factors αΦ, αLM , αD, αW .
Conventionally, these four weights are adjusted
during a tuning step on a training corpus. The
tuning step is inappropriate for paraphrase because
there is no such tuning corpus available. We em-
pirically set αΦ = 1, αLM = 1, αD = 10 and
αW = 0. Hence, the scoring function (or reward
function for MCPG) is equivalent to:

R(f ′|f, I) = p(f ′)× Φ(f |f ′, I)

where f and f ′ are the source and target sen-
tences, I a segmentation in phrases of f , p(f ′)
the language model score and Φ(f |f ′, I) =∏

i∈I p(f
i|f ′i) the paraphrase table score.

The MCPG algorithm needs two parameters.
One is the number of episodes η done before se-
lecting the best action at root state. The other is
k, an equivalence parameter which balances the
exploration/exploitation compromise (Auer et al.,
2001). We empirically set η = 1, 000, 000 and
k = 1, 000.

For our algorithm, note that identity paraphrase
probabilities are biased: for each phrase it is
equal to the probability of the most probable para-
phrase. Moreover, as the source sentence is the
best meaning preserved "paraphrase", a sentence
cannot have a better score. Hence, we use a
slightly different scoring function:

R(f ′|f, I) = min

p(f ′)p(f)

∏
i∈I

f i 6=f ′i

p(f i|f ′i)
p(f i|f i)

, 1


Note that for this model, there is no need to know
the identity transformations probability for un-
changed part of the sentence.

Results are presented in Table 1. The Kappa
statistics associated with the results are 0.84, 0.64
and 0.59 which are usually considered as a "per-
fect", "substantial" and "moderate" agreement.

Results are close to evaluations from the base-
line system. The main differences are from Kappa
statistics which are lower for the MOSES system
evaluation. Judges changed between the two ex-
periments. We may wonder whether an evaluation
with only two judges is reliable. This points to the
ambiguity of any paraphrase definition.
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System MOSES MCPG

Well formed (Kappa) 64%(0.57) 63%(0.84)
Meaning preserved (Kappa) 58%(0.48) 55%(0.64)
Well formed and meaning preserved (Kappa) 50%(0.54) 49%(0.59)

Table 1: Results of paraphrases evaluation for 100 sentences in French using English as the pivot lan-
guage. Comparison between the baseline system MOSES and our algorithm MCPG.

By doing this experiment, we have shown that
our algorithm with a biased paraphrase table is
state-of-the-art to generate paraphrases.

6 Conclusions and further research

In this paper, we have proposed a different
paradigm and a new algorithm in NLP field
adapted for statistical paraphrases generation.
This method, based on large graph exploration by
Monte-Carlo sampling, produces results compa-
rable with state-of-the-art paraphrase generation
tools based on SMT decoders.

The algorithm structure is flexible and generic
enough to easily work with discontinous patterns.
It is also possible to mix various transformation
methods to increase paraphrase variability.

The rate of ill-formed paraphrase is high at
37%. The result analysis suggests an involvement
of the non-preservation of the original meaning
when a paraphrase is evaluated ill-formed. Al-
though the mesure is not statistically significant
because the test corpus is too small, the same trend
is also observed in other experiments. Improv-
ing on the language model issue is a key point to
improve paraphrase generation systems. Our al-
gorithm can work with unconstraint scoring func-
tions, in particular, there is no need for the scor-
ing function to be incremental as for Viterbi based
decoders. We are working to add, in the scoring
function, a linguistic knowledge based analyzer to
solve this problem.

Because MCPG is based on a different paradigm,
its output scores cannot be directly compared to
MOSES scores. In order to prove the optimisa-
tion qualities of MCPG versus state-of-the-art de-
coders, we are transforming our paraphrase gener-
ation tool into a translation tool.
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Abstract

In Semantic Role Labeling (SRL), it is rea-
sonable to globally assign semantic roles
due to strong dependencies among argu-
ments. Some relations between arguments
significantly characterize the structural in-
formation of argument structure. In this
paper, we concentrate on thematic hierar-
chy that is a rank relation restricting syn-
tactic realization of arguments. A log-
linear model is proposed to accurately
identify thematic rank between two argu-
ments. To import structural information,
we employ re-ranking technique to incor-
porate thematic rank relations into local
semantic role classification results. Exper-
imental results show that automatic pre-
diction of thematic hierarchy can help se-
mantic role classification.

1 Introduction

In Semantic Role Labeling (SRL), it is evident that
the arguments in one sentence are highly corre-
lated. For example, a predicate will have no more
than one Agent in most cases. It is reasonable to
label one argument while taking into account other
arguments. More structural information of all ar-
guments should be encoded in SRL approaches.

This paper explores structural information of
predicate-argument structure from the perspec-
tive of rank relations between arguments. The-
matic hierarchy theory argues that there exists a
language independent rank of possible semantic
roles, which establishes priority among arguments
with respect to their syntactic realization (Levin
and Hovav, 2005). This construct has been widely
implicated in linguistic phenomena, such as in the
subject selection rule of Fillmore’s Case Grammar
(1968): ”If there is an A [=Agent], it becomes the
subject; otherwise, if there is an I [=Instrument],

it becomes the subject; otherwise, the subject is
the O [=Object, i.e., Patient/Theme]”. This rule
implicitly establishes precedence relations among
semantic roles mentioned and can be simplified to:

Agent � Instrument � Patient/Theme
Emerging from a range of more basic semantic
properties of the ranked semantic roles, thematic
hierarchies can help to construct mapping from se-
mantics to syntax. It is therefore an appealing op-
tion for argument structure analysis. For example,
if the the rank of argument ai is shown higher than
aj , then the assignment [ai=Patient, aj=Agent] is
illegal, since the role Agent is the highest role.

We test the hypothesis that thematic rank be-
tween arguments can be accurately detected by
using syntax clues. In this paper, the concept
”thematic rank” between two arguments ai and aj

means the relationship that ai is prior to aj or aj is
prior to ai. Assigning different labels to different
relations between ai and aj , we formulate predic-
tion of thematic rank between two arguments as a
multi-class classification task. A log-linear model
is put forward for classification. Experiments on
CoNLL-2005 data show that this approach can
get an good performance, achieving 96.42% ac-
curacy on gold parsing data and 95.14% accuracy
on Charniak automatic parsing data.

Most existing SRL systems divide this task into
two subtasks: Argument Identification (AI) and
Semantic Role Classification (SRC). To add struc-
tural information to a local SRL approach, we in-
corporate thematic hierarchy relations into local
classification results using re-ranking technique
in the SRC stage. Two re-ranking approaches,
1) hard constraint re-ranking and 2) soft con-
straint re-ranking, are proposed to filter out un-
like global semantic role assignment. Experiments
on CoNLL-2005 data indicate that our method
can yield significant improvement over a state-of-
the-art SRC baseline, achieving 0.93% and 1.32%

253



absolute accuracy improvements on hand-crafted
and automatic parsing data.

2 Prediction of Thematic Rank

2.1 Ranking Arguments in PropBank

There are two main problems in modeling the-
matic hierarchy for SRL on PropBank. On the one
hand, there is no consistent meaning of the core
roles (i.e. Arg0-5/ArgA). On the other hand, there
is no consensus over hierarchies of the roles in the
thematic hierarchy. For example, the Patient occu-
pies the second highest hierarchy in some linguis-
tic theories but the lowest in some other theories
(Levin and Hovav, 2005).

In this paper, the proto-role theory (Dowty,
1991) is taken into account to rank PropBank argu-
ments, partially resolving the two problems above.
There are three key points in our solution. First,
the rank of Arg0 is the highest. The Agent is al-
most without exception the highest role in pro-
posed hierarchies. Though PropBank defines se-
mantic roles on a verb by verb basis, for a particu-
lar verb, Arg0 is generally the argument exhibit-
ing features of a prototypical Agent while Arg1
is a prototypical Patient or Theme (Palmer et al.,
2005). As being the proto-Agent, the rank of Arg0
is higher than other numbered arguments. Second,
the rank of the Arg1 is second highest or lowest.
Both hierarchy of Arg1 are tested and discussed in
section 4. Third, we do not rank other arguments.

Two sets of roles closely correspond to num-
bered arguments: 1) referenced arguments and 2)
continuation arguments. To adapt the relation to
help these two kinds of arguments, the equivalence
relation is divided into several sub-categories. In
summary, relations of two arguments ai and aj in
this paper include: 1) ai � aj : ai is higher than
aj , 2) ai ≺ aj : ai is lower than aj , 3) aiARaj : aj

is the referenced argument of ai, 4) aiRAaj : ai is
the referenced argument of aj , 5) aiACaj : aj is
the continuation argument of ai, 6) aiCAaj : ai is
the continuation argument of aj , 7) ai = aj : ai

and aj are labeled as the same role label, and 8)
ai ∼ aj : ai and aj are labeled as the Arg2-5, but
not in the same type.

2.2 Prediction Method

Assigning different labels to possible rank be-
tween two arguments ai and aj , such as labeling
ai � aj as ”�”, identification of thematic rank
can be formulated as a classification problem. De-

lemma, POS Tag, voice, and SCF of predicate
categories, position of two arguments; rewrite
rules expanding subroots of two arguments
content and POS tags of the boundary words
and head words
category path from the predicate to candidate
arguments
single character category path from the
predicate to candidate arguments
conjunction of categories, position, head
words, POS of head words
category and single character category path
from the first argument to the second argument

Table 1: Features for thematic rank identification.

note the set of relationsR. Formally, given a score
function STH : A×A×R 7→ R, the relation r is
recognized in argmax flavor:

r̂ = r∗(ai, aj) = arg max
r∈R

STH(ai, aj , r)

A probability function is chosen as the score func-
tion and the log-linear model is used to estimate
the probability:

STH(ai, aj , r) =
exp{ψ(ai, aj , r) ·w}∑

r∈R exp{ψ(ai, aj , r) ·w}
where ψ is the feature map and w is the param-
eter vector to learn. Note that the model pre-
dicts the rank of ai and aj through calculating
STH(ai, aj , r) rather than STH(aj , ai, r), where
ai precedes aj . In other words, the position infor-
mation is implicitly encoded in the model rather
than explicitly as a feature.

The system extracts a number of features to rep-
resent various aspects of the syntactic structure of
a pair of arguments. All features are listed in Table
1. The Path features are designed as a sequential
collection of phrase tags by (Gildea and Jurafsky,
2002). We also use Single Character Category
Path, in which each phrase tag is clustered to a cat-
egory defined by its first character (Pradhan et al.,
2005). To characterize the relation between two
constituents, we combine features of the two indi-
vidual arguments as new features (i.e. conjunction
features). For example, if the category of the first
argument is NP and the category of the second is S,
then the conjunction of category feature is NP-S.

3 Re-ranking Models for SRC

Toutanova et al. (2008) empirically showed that
global information is important for SRL and that
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structured solutions outperform local semantic
role classifiers. Punyakanok et al. (2008) raised an
inference procedure with integer linear program-
ming model, which also showed promising results.

Identifying relations among arguments can pro-
vide structural information for SRL. Take the sen-
tence ”[Arg0 She] [V addressed] [Arg1 her hus-
band] [ArgM−MNR with her favorite nickname].”
for example, if the thematic rank of she and her
husband is predicted as that she is higher than her
husband, then her husband should not be assigned
the highest role.

To incorporate the relation information to lo-
cal classification results, we employ re-ranking ap-
proach. Assuming that the local semantic classi-
fier can produce a list of labeling results, our sys-
tem then attempts to pick one from this list accord-
ing to the predicted ranks. Two different polices
are implemented: 1) hard constraint re-ranking,
and 2) soft constraint re-ranking.

Hard Constraint Re-ranking The one picked
up must be strictly in accordance with the ranks.
If the rank prediction result shows the rank of ar-
gument ai is higher than aj , then role assignments
such as [ai=Patient and aj=Agent] will be elim-
inated. Formally, the score function of a global
semantic role assignment is:

S(a, s) =
∏

i

Sl(ai, si)
∏

i,j,i<j

I(r∗(ai, aj), r(si, sj))

where the function Sl locally scores an argument;
r∗ : A × A 7→ R is to predict hierarchy of two
arguments; r : S × S 7→ R is to point out the the-
matic hierarchy of two semantic roles. For exam-
ple, r(Agent, Patient) = ” � ”. I : R ×R 7→
{0, 1} is identity function.

In some cases, there is no role assignment sat-
isfies all predicted relations because of prediction
mistakes. For example, if the hierarchy detec-
tion result of a = (a1, a2, a3) is (r∗(a1, a2) =�
, r∗(a2, a3) =�, r∗(a1, a3) =≺), there will be no
legal role assignment. In these cases, our system
returns local SRL results.

Soft Constraint Re-ranking In this approach,
the predicted confidence score of relations is
added as factor items to the score function of the
semantic role assignment. Formally, the score
function in soft constraint re-ranking is:

S(a, s) =
∏

i

Sl(ai, si)
∏

i,j,i<j

STH(ai, aj , r(si, sj))

4 Experiments

4.1 Experimental Settings
We evaluated our system using the CoNLL-2005
shared task data. Hierarchy labels for experimen-
tal corpora are automatically set according to the
definition of relation labels described in section
2.1. Charniak parser (Charniak, 2000) is used for
POS tagging and full parsing. UIUC Semantic
Role Labeler 1 is a state-of-the-art SRL system. Its
argument classification module is used as a strong
local semantic role classifier. This module is re-
trained in our SRC experiments, using parameters
described in (Koomen et al., 2005). Experiments
of SRC in this paper are all based on good ar-
gument boundaries which can filter out the noise
raised by argument identification stage.

4.2 Which Hierarchy Is Better?

Detection SRL (S) SRL (G)
Baseline – 94.77% –
A 94.65% 95.44% 96.89%
A & P↑ 95.62% 95.07% 96.39%
A & P↓ 94.09% 95.13% 97.22%

Table 2: Accuracy on different hierarchies

Table 2 summarizes the performance of the-
matic rank prediction and SRC on different the-
matic hierarchies. All experiments are tested on
development corpus. The first row shows the per-
formance of the local sematic role classifier. The
second to the forth rows show the performance
based on three ranking approach. A means that
the rank of Agent is the highest; P↑ means that the
rank of Patient is the second highest; P↓ means
that the rank of the Patient is the lowest. Col-
umn SRL(S) shows SRC performance based on
soft constraint re-ranking approach, and column
SRL(G) shows SRC performance based on gold
hierarchies. The data shows that the third the-
matic hierarchy fits SRL best, but is harder to
learn. Compared with P↑, P↓ is more suitable for
SRL. In the following SRC experiments, we use
the first hierarchy because it is most helpful when
predicted relations are used.

4.3 Results And Improvement Analysis
Table 3 summarizes the precision, recall, and F-
measure of this task. The second column is fre-
quency of relations in the test data, which can be

1http://l2r.cs.uiuc.edu/∼cogcomp/srl-demo.php
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seen as a simple baseline. Moreover, another natu-
ral baseline system can predict hierarchies accord-
ing to the roles classified by local classifier. For
example, if the ai is labeled as Arg0 and aj is la-
beled as Arg2, then the relation is predicted as �.
The third column BL shows the F-measure of this
baseline. It is clear that our approach significantly
outperforms the two baselines.

Rel Freq. BL P(%) R(%) F
� 57.40 94.79 97.13 98.33 97.73
≺ 9.70 51.23 98.52 97.24 97.88
∼ 23.05 13.41 94.49 93.59 94.04
= 0.33 19.57 93.75 71.43 81.08
AR 5.55 95.43 99.15 99.72 99.44
AC 3.85 78.40 87.77 82.04 84.81
CA 0.16 30.77 83.33 50.00 62.50
All – 75.75 96.42

Table 3: Thematic rank prediction performance

Table 4 summarizes overall accuracy of SRC.
Baseline performance is the overall accuracy of
the local classifier. We can see that our re-ranking
methods can yield significant improvemnts over
the baseline.

Gold Charniak
Baseline 95.14% 94.12%
Hard 95.71% 94.74%
Soft 96.07% 95.44%

Table 4: Overall SRC accuracy.

Hierarchy prediction and re-ranking can be
viewed as modification for local classification re-
sults with structural information. Take the sen-
tence ”[Some ’circuit breakers’ installed after the
October 1987] crash failed [their first test].” for
example, where phrases ”Some ... 1987” and
”their ... test” are two arguments. The table be-
low shows the local classification result (column
Score(L)) and the rank prediction result (column
Score(H)). The baseline system falsely assigns
roles as Arg0+Arg1, the rank relation of which is
�. Taking into account rank prediction result that
relation ∼ gets a extremely high probability, our
system returns Arg1+Arg2 as SRL result.

Assignment Score(L) Score(H)
Arg0+Arg1 78.97%× 82.30% �:0.02%
Arg1+Arg2 14.25%× 11.93% ∼:99.98%

5 Conclusion and Future Work

Inspired by thematic hierarchy theory, this paper
concentrates on thematic hierarchy relation which

characterize the structural information for SRL.
The prediction of thematic rank is formulated as
a classification problem and a log-linear model
is proposed to solve this problem. To improve
SRC, we employ re-ranking technique to incorpo-
rate thematic rank information into the local se-
mantic role classifier. Experimental results show
that our methods can construct high-performance
thematic rank detector and that identification of ar-
guments’ relations can significantly improve SRC.
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Abstract

We propose a novel approach for improv-
ing Feature Selection for Word Sense Dis-
ambiguation by incorporating a feature
relevance prior for each word indicating
which features are more likely to be se-
lected. We use transfer of knowledge from
similar words to learn this prior over the
features, which permits us to learn higher
accuracy models, particularly for the rarer
word senses. Results on the ONTONOTES

verb data show significant improvement
over the baseline feature selection algo-
rithm and results that are comparable to or
better than other state-of-the-art methods.

1 Introduction

The task of WSD has been mostly studied in
a supervised learning setting e.g. (Florian and
Yarowsky, 2002) and feature selection has always
been an important component of high accuracy
word sense disambiguation, as one often has thou-
sands of features but only hundreds of observa-
tions of the words (Florian and Yarowsky, 2002).

The main problem that arises with supervised
WSD techniques, including ones that do feature
selection, is the paucity of labeled data. For ex-
ample, the training set of SENSEVAL-2 English
lexical sample task has only10 labeled examples
per sense (Florian and Yarowsky, 2002), which
makes it difficult to build high accuracy models
using only supervised learning techniques. It is
thus an attractive alternative to use transfer learn-
ing (Ando and Zhang, 2005), which improves per-
formance by generalizing from solutions to “sim-
ilar” learning problems. (Ando, 2006) (abbrevi-
ated as Ando[CoNLL’06]) have successfully ap-
plied the ASO (Alternating Structure Optimiza-
tion) technique proposed by (Ando and Zhang,
2005), in its transfer learning configuration, to the
problem of WSD by doing joint empirical risk
minimization of a set of related problems (words

in this case). In this paper, we show how a novel
form of transfer learning that learns a feature rel-
evance prior from similar word senses, aids in the
process of feature selection and hence benefits the
task of WSD.

Feature selection algorithms usually put a uni-
form prior over the features. I.e., they consider
each feature to have the same probability of being
selected. In this paper we relax this overly sim-
plistic assumption by transferring a prior for fea-
ture relevance of a given word sense from “simi-
lar” word senses. Learning this prior for feature
relevance of a test word sense makes those fea-
tures that have been selected in the models of other
“similar” word senses become more likely to be
selected.

We learn the feature relevance prior only from
distributionally similar wordsenses, rather than
“all” senses of each word, as it is difficult to find
words which are similar in “all” the senses. We
can, however, often find words which have one or
a few similar senses. For example, one sense of
“fire” (as in “fire someone”) should share features
with one sense of “dismiss” (as in “dismiss some-
one”), but other senses of “fire” (as in “fire the
gun”) do not. Similarly, other meanings of “dis-
miss” (as in “dismiss an idea”) should not share
features with “fire”.

As just mentioned, knowledge can only be
fruitfully transfered between the shared senses of
different words, even though the models being
learned are for disambiguating different senses of
a single word. To address this problem, we cluster
similar word senses of different words, and then
use the models learned for all but one of the word
senses in the cluster (called the “training word
senses”) to put a feature relevance prior on which
features will be more predictive for the held out
test word sense. We hold out each word sense in
the cluster once and learn a prior from the remain-
ing word senses in that cluster. For example, we
can use the models for discriminating the senses
of the words “kill” and the senses of “capture”, to
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put a prior on what features should be included in
a model to disambiguate corresponding senses of
the distributionally similar word “arrest”.

The remainder of the paper is organized as fol-
lows. In Section 2 we describe our “baseline” in-
formation theoretic feature selection method, and
extend it to our “TRANSFEAT” method. Section 3
contains experimental results comparing TRANS-
FEAT with the baseline and Ando[CoNLL’06] on
ONTONOTESdata. We conclude with a brief sum-
mary in Section 4.

2 Feature Selection for WSD

We use an information theoretic approach to fea-
ture selection based on the Minimum Description
Length (MDL) (Rissanen, 1999) principle, which
makes it easy to incorporate information about
feature relevance priors. These information theo-
retic models have a ‘dual’ Bayesian interpretation,
which provides a clean setting for feature selec-
tion.

2.1 Information Theoretic Feature Selection

The state-of-the-art feature selection methods in
WSD use either anℓ0 or anℓ1 penalty on the coef-
ficients. ℓ1 penalty methods such as Lasso, being
convex, can be solved by optimization and give
guaranteed optimal solutions. On the other hand,
ℓ0 penalty methods, like stepwise feature selec-
tion, give approximate solutions but produce mod-
els that are much sparser than the models given by
ℓ1 methods, which is quite crucial in WSD (Flo-
rian and Yarowsky, 2002).ℓ0 models are also more
amenable to theoretical analysis for setting thresh-
olds, and hence for incorporating priors.

Penalized likelihood methods which are widely
used for feature selection minimize a score:

Score = −2log(likelihood) + Fq (1)

whereF is a function designed to penalize model
complexity, andq represents the number of fea-
tures currently included in the model at a given
point. The first term in the above equation repre-
sents a measure of the in-sample error given the
model, while the second term is a model complex-
ity penalty.

As is obvious from Eq. 1, the description length
of the MDL (Minimum Description Length) mes-
sage is composed of two parts:SE, the num-
ber of bits for encoding the residual errors given
the models andSM , the number of bits for en-
coding the model. Hence the description length

can be written as:S = SE + SM . Now, when
we evaluate a feature for possible addition to our
model, we want tomaximize the reduction of “de-
scription length” incurred by adding this feature
to the model. This change in description length
is: ∆S = ∆SE − ∆SM ; where∆SE ≥ 0 is the
number of bits saved in describing residual error
due to increase in the likelihood of the data given
the new feature and∆SM > 0 is the extra bits
used for coding this new feature.

In our baseline feature selection model, we use
the following coding schemes:

Coding Scheme for SE :
The termSE represents the cost of coding the

residual errors given the models and can be written
as:

SE = − log(P (y|w, x))
∆SE represents the increase in likelihood (in

bits) of the data by adding this new feature to the
model. We assume a Gaussian model, giving:

P (y|w, x) ∼ exp
(
−

(∑n
i=1(yi − w · xi)2

2σ2

))
wherey is the response (word senses in our case),
x’s are the features,w’s are the regression weights
andσ2 is the variance of the Gaussian noise.

Coding Scheme for ∆SM : For describingSM ,
the number of bits for encoding the model, we
need the bits to code the index of the feature (i.e.,
which feature from amongst the totalm candidate
features) and the bits to code the coefficient of this
feature.

The total cost can be represented as:

SM = lf + lθ

wherelf is the cost to code the index of the feature
and lθ is the number of bits required to code the
coefficient of the selected feature.

In our baseline feature selection algorithm, we
code lf by using log(m) bits (wherem is the
total number of candidate features), which is
equivalent to the standard RIC (or the Bonferroni
penalty) (Foster and George, 1994) commonly
used in information theory. The above coding
scheme1 corresponds to putting a uniform prior
over all the features; I.e., each feature is equally
likely to get selected.

For coding the coefficients of the selected fea-
ture we use2 bits, which is quite similar to the AIC

1There is a duality between Information Theory and
Bayesian terminology: If there is1

k
probability of a fact being

true, then we need−log( 1
k
) = log(k) bits to code it.
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(Akaike Information Criterion) (Rissanen, 1999).
Our final equation forSM is therefore:

SM = log(m) + 2 (2)

2.2 Extension to TRANSFEAT

We now extend the baseline feature selection al-
gorithm to include the feature relevance prior. We
define a binary random variablefi ∈ {0,1} that
denotes the event of theith feature being in or not
being in the model for the test word sense. We can
parameterize the distribution asp(fi = 1|θi) = θi.
I.e., we have a Bernoulli Distribution over the fea-
tures.

Given the data for theith feature for all the
training word senses, we can write:Di =
{fi1, ..., fiv , ..., fit}. We then construct the like-
lihood functions from the data (under the i.i.d as-
sumption) as:

p(Dfi
|θi) =

t∏
v=1

p(fiv|θi) =
t∏

v=1

θfiv(1− θi)1−fiv

The posteriors can be calculated by putting a prior
over the parametersθi and using Bayes rule as fol-
lows:

p(θi|Dfi
) = p(Dfi

|θi)× p(θi|a, b)

wherea andb are the hyperparameters of the Beta
Prior (conjugate of Bernoulli). The predictive dis-
tribution of θi is:

p(fi = 1|Dfi
) =

∫ 1

0
θip(θi|Dfi

)dθi = E[θi|Dfi
]

=
k + a

k + l + a + b
(3)

wherek is the number of times that theith feature
is selected andl is the complement ofk, i.e. the
number of times theith feature is not selected in
the training data.

In light of above, the coding scheme, which in-
corporates the prior information about the predic-
tive quality of the various features obtained from
similar word senses, can be formulated as follows:

SM = − log (p(fi = 1|Dfi
)) + 2

In the above equation, the first term repre-
sents the cost of coding the features, and the sec-
ond term codes the coefficients. The negative
signs appear due to the duality between Bayesian
and Information-Theoretic representation, as ex-
plained earlier.

3 Experimental Results

In this section we present the experimental results
of TRANSFEAT on ONTONOTES data.

3.1 Similarity Determination

To determine which verbs to transfer from, we
cluster verb senses into groups based on the
TF/IDF similarity of the vector of features se-
lected for that verb sense in the baseline (non-
transfer learning) model. We use only those
features that are positively correlated with the
given sense; they are the features most closely
associated with the given sense. We cluster
senses using a “foreground-background” cluster-
ing algorithm (Kandylas et al., 2007) rather than
the more common k-means clustering because
many word senses are not sufficiently similar to
any other word sense to warrant putting into a
cluster. Foreground-background clustering gives
highly cohesive clusters of word senses (the “fore-
ground”) and puts all the remaining word senses
in the “background”. The parameters that it takes
as input are the% of data points to put in “back-
ground” (i.e., what would be the singleton clus-
ters) and a similarity threshold which impacts
the number of “foreground” clusters. We exper-
imented with putting20% and33% data points in
background and adjusted the similarity threshold
to give us50 − 100 “foreground” clusters. The
results reported below have20% background and
50− 100 “foreground” clusters.

3.2 Description of Data and Results

We performed our experiments on ONTONOTES

data of 172 verbs (Hovy et al., 2006). The data
consists of a rich set of linguistic features which
have proven to be beneficial for WSD.

A sample feature vector for the word “add”,
given below, shows typical features.

word_added pos_vbd morph_normal
subj_use subjsyn_16993 dobj_money
dobjsyn_16993 pos+1+2+3_rp+to+cd
tp_account tp_accumulate tp_actual

The 172 verbs each had between 1,000 and 10,000
nonzero features. The number of senses varied
from 2 (For example, “add”) to 15 (For example,
“turn”).

We tested our transfer learning algorithm in
three slightly varied settings to tease apart the con-
tributions of different features to the overall per-
formance. In our main setting, we cluster the word
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senses based on the “semantic+ syntactic” fea-
tures. In Setting 2, we do clustering based only on
“semantic” features (topic features) and in Setting
3 we cluster based on only “syntactic” (pos, dobj
etc.) features.

Table 1: 10-fold CV (microaveraged) accuracies
of various methods for various Transfer Learning
settings.Note: These are true cross-validation ac-
curacies; No parameters have been tuned on them.

Method Setting 1 Setting 2 Setting 3
TRANSFEAT 85.75 85.11 85.37

Baseline Feat. Sel. 83.50 83.09 83.34
SVM (Poly. Kernel) 83.77 83.44 83.57
Ando[CoNLL’06] 85.94 85.00 85.51
Most Freq. Sense 76.59 77.14 77.24

We compare TRANSFEAT against Baseline Fea-
ture Selection, Ando[CoNLL’06], SVM (libSVM
package) with a cross-validated polynomial kernel
and a simple most frequent sense baseline. We
tuned the “d” parameter of the polynomial kernel
using a separate cross validation.

The results for the different settings are shown
in Table 1 and are significantly better at the5%
significance level (Paired t-test) than the base-
line feature selection algorithm and the SVM. It
is comparable in accuracy to Ando[CoNLL’06].
Settings 2 and 3, in which we cluster based on
only “semantic” or “syntactic” features, respec-
tively, also gave significant (5% level in a Paired
t-Test) improvement in accuracy over the baseline
and SVM model. But these settings performed
slightly worse than Setting 1, which suggests that
it is a good idea to have clusters in which the word
senses have “semantic” as well as “syntactic” dis-
tributional similarity.

Some examples will help to emphasize the point
that we made earlier that transfer helps the most in
cases in which the target word sense has much less
data than the word senses from which knowledge
is being transferred. “kill” had roughly6 times
more data than all other word senses in its cluster
(i.e., “arrest”, “capture”, “strengthen”, etc.) In this
case, TRANSFEAT gave3.19 − 8.67% higher ac-
curacies than competing methods2 on these three
words. Also, for the case of word “do,” which
had roughly10 times more data than the other
word senses in its cluster (E.g., “die” and “save”),
TRANSFEAT gave4.09−6.21% higher accuracies

2TRANSFEAT does better than Ando[CoNLL’06] on these
words even though on average over all 172 verbs, the differ-
ence is slender.

than other methods. Transfer makes the biggest
difference when the target words have much less
data than the word senses they are generalizing
from, but even in cases where the words have sim-
ilar amounts of data we still get a1.5 − 2.5% in-
crease in accuracy.

4 Summary

This paper presented a Transfer Learning formula-
tion which learns a prior suggesting which features
are most useful for disambiguating ambiguous
words. Successful transfer requires finding similar
word senses. We used “foreground/background”
clustering to find cohesive clusters for various
word senses in the ONTONOTES data, consider-
ing both “semantic” and “syntactic” similarity be-
tween the word senses. Learning priors on features
was found to give significant accuracy boosts,
with both syntactic and semantic features con-
tributing to successful transfer. Both feature sets
gave substantial benefits over the baseline meth-
ods that did not use any transfer and gave compa-
rable accuracy to recent Transfer Learning meth-
ods like Ando[CoNLL’06]. The performance im-
provement of our Transfer Learning becomes even
more pronounced when the word senses that we
are generalizing from have more observations than
the ones that are being learned.
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Abstract

Most previous studies on meeting summariza-
tion have focused on extractive summariza-
tion. In this paper, we investigate if we can
apply sentence compression to extractive sum-
maries to generate abstractive summaries. We
use different compression algorithms, includ-
ing integer linear programming with an addi-
tional step of filler phrase detection, a noisy-
channel approach using Markovization for-
mulation of grammar rules, as well as hu-
man compressed sentences. Our experiments
on the ICSI meeting corpus show that when
compared to the abstractive summaries, using
sentence compression on the extractive sum-
maries improves their ROUGE scores; how-
ever, the best performance is still quite low,
suggesting the need of language generation for
abstractive summarization.

1 Introduction

Meeting summaries provide an efficient way for people
to browse through the lengthy recordings. Most cur-
rent research on meeting summarization has focused on
extractive summarization, that is, it extracts important
sentences (or dialogue acts) from speech transcripts, ei-
ther manual transcripts or automatic speech recogni-
tion (ASR) output. Various approaches to extractive
summarization have been evaluated recently. Popular
unsupervised approaches are maximum marginal rele-
vance (MMR), latent semantic analysis (LSA) (Mur-
ray et al., 2005a), and integer programming (Gillick et
al., 2009). Supervised methods include hidden Markov
model (HMM), maximum entropy, conditional ran-
dom fields (CRF), and support vector machines (SVM)
(Galley, 2006; Buist et al., 2005; Xie et al., 2008;
Maskey and Hirschberg, 2006). (Hori et al., 2003) used
a word based speech summarization approach that uti-
lized dynamic programming to obtain a set of words to
maximize a summarization score.

Most of these summarization approaches aim for
selecting the most informative sentences, while less
attempt has been made to generate abstractive sum-
maries, or compress the extracted sentences and merge
them into a concise summary. Simply concatenating

extracted sentences may not comprise a good sum-
mary, especially for spoken documents, since speech
transcripts often contain many disfluencies and are re-
dundant. The following example shows two extractive
summary sentences (they are from the same speaker),
and part of the abstractive summary that is related to
these two extractive summary sentences. This is an ex-
ample from the ICSI meeting corpus (see Section 2.1
for more information on the data).

Extractive summary sentences:
Sent1: um we have to refine the tasks more and more which
of course we haven’t done at all so far in order to avoid this
rephrasing
Sent2: and uh my suggestion is of course we we keep the
wizard because i think she did a wonderful job

Corresponding abstractive summary:
the group decided to hire the wizard and continue with the
refinement...

In this paper, our goal is to answer the question if
we can perform sentence compression on an extrac-
tive summary to improve its readability and make it
more like an abstractive summary. Compressing sen-
tences could be a first step toward our ultimate goal
of creating an abstract for spoken documents. Sen-
tence compression has been widely studied in language
processing. (Knight and Marcu, 2002; Cohn and Lap-
ata, 2009) learned rewriting rules that indicate which
words should be dropped in a given context. (Knight
and Marcu, 2002; Turner and Charniak, 2005) applied
the noisy-channel framework to predict the possibil-
ities of translating a sentence to a shorter word se-
quence. (Galley and McKeown, 2007) extended the
noisy-channel approach and proposed a head-driven
Markovization formulation of synchronous context-
free grammar (SCFG) deletion rules. Unlike these ap-
proaches that need a training corpus, (Clarke and La-
pata, 2008) encoded the language model and a variety
of linguistic constraints as linear inequalities, and em-
ployed the integer programming approach to find a sub-
set of words that maximize an objective function.

Our focus in this paper is not on new compression al-
gorithms, but rather on using compression to bridge the
gap of extractive and abstractive summarization. We
use different automatic compression algorithms. The
first one is the integer programming (IP) framework,
where we also introduce a filler phrase (FP) detection
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module based on the Web resources. The second one
uses the SCFG that considers the grammaticality of the
compressed sentences. Finally, as a comparison, we
also use human compression. All of these compressed
sentences are compared to abstractive summaries. Our
experiments using the ICSI meeting corpus show that
compressing extractive summaries can improve human
readability and the ROUGE scores against the refer-
ence abstractive summaries.

2 Sentence Compression of Extractive
Summaries

2.1 Corpus

We used the ICSI meeting corpus (Janin et al., 2003),
which contains naturally occurring meetings, each
about an hour long. All the meetings have been tran-
scribed and annotated with dialogue acts (DAs), top-
ics, abstractive and extractive summaries (Shriberg et
al., 2004; Murray et al., 2005b). In this study, we use
the extractive and abstractive summaries of 6 meetings
from this corpus. These 6 meetings were chosen be-
cause they have been used previously in other related
studies, such as summarization and keyword extraction
(Murray et al., 2005a). On average, an extractive sum-
mary contains 76 sentences1 (1252 words), and an ab-
stractive summary contains 5 sentences (111 words).

2.2 Compression Approaches

2.2.1 Human Compression
The data annotation was conducted via Amazon Me-
chanical Turk2. Human annotators were asked to gen-
erate condensed version for each of the DAs in the ex-
tractive summaries. The compression guideline is sim-
ilar to (Clarke and Lapata, 2008). The annotators were
asked to only remove words from the original sentence
while preserving most of the important meanings, and
make the compressed sentence as grammatical as pos-
sible. The annotators can leave the sentence uncom-
pressed if they think no words need to be deleted; how-
ever, they were not allowed to delete the entire sen-
tence. Since the meeting transcripts are not as readable
as other text genres, we may need a better compression
guideline for human annotators. Currently we let the
annotators make their own judgment what is an appro-
priate compression for a spoken sentence.

We split each extractive meeting summary sequen-
tially into groups of 10 sentences, and asked 6 to 10
online workers to compress each group. Then from
these results, another human subject selected the best
annotation for each sentence. We also asked this hu-
man judge to select the 4-best compressions. However,
in this study, we only use the 1-best annotation result.
We would like to do more analysis on the 4-best results
in the future.

1The extractive units are DAs. We use DAs and sentences
interchangeably in this paper when there is no ambiguity.

2http://www.mturk.com/mturk/welcome

2.2.2 Filler Phrase Detection
We define filler phrases (FPs) as the combination of
two or more words, which could be discourse markers
(e.g., I mean, you know), editing terms, as well as some
terms that are commonly used by human but without
critical meaning, such as, “for example”, “of course”,
and “sort of”. Removing these fillers barely causes any
information loss. We propose to use web information
to automatically generate a list of filler phrases and fil-
ter them out in compression.

For each extracted summary sentence of the 6 meet-
ings, we use it as a query to Google and examine the top
N returned snippets (N is 400 in our experiments). The
snippets may not contain all the words in a sentence
query, but often contain frequently occurring phrases.
For example, “of course” can be found with high fre-
quency in the snippets. We collect all the phrases that
appear in both the extracted summary sentences and the
snippets with a frequency higher than three. Then we
calculate the inverse sentence frequency (ISF) for these
phrases using the entire ICSI meeting corpus. The ISF
score of a phrase i is:

isfi =
N

Ni

where N is the total number of sentences and Ni is the
number of sentences containing this phrase. Phrases
with low ISF scores mean that they appear in many oc-
casions and are not domain- or topic-indicative. These
are the filler phrases we want to remove to compress
a sentence. The three phrases we found with the low-
est ISF scores are “you know“, “i mean” and “i think”,
consistent with our intuition.

We also noticed that not all the phrases with low
ISF scores can be taken as FPs (“we are” would be a
counter example). We therefore gave the ranked list of
FPs (based on ISF values) to a human subject to select
the proper ones. The human annotator crossed out the
phrases that may not be removable for sentence com-
pression, and also generated simple rules to shorten
some phrases (such as turning “a little bit” into “a bit”).
This resulted in 50 final FPs and about a hundred sim-
plification rules. Examples of the final FPs are: ‘you
know’, ‘and I think’, ‘some of’, ‘I mean’, ‘so far’, ‘it
seems like’, ‘more or less’, ‘of course’, ‘sort of’, ‘so
forth’, ‘I guess’, ‘for example’. When using this list
of FPs and rules for sentence compression, we also re-
quire that an FP candidate in the sentence is considered
as a phrase in the returned snippets by the search en-
gine, and its frequency in the snippets is higher than a
pre-defined threshold.

2.2.3 Compression Using Integer Programming
We employ the integer programming (IP) approach in
the same way as (Clarke and Lapata, 2008). Given an
utterance S = w1, w2, ..., wn, the IP approach forms a
compression of this utterance only by dropping words
and preserving the word sequence that maximizes an
objective function, defined as the sum of the signifi-
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cance scores of the consisting words and n-gram prob-
abilities from a language model:

max λ ·
n∑

i=1

yi · Sig(wi)

+ (1− λ) ·
n−2∑
i=0

n−1∑
j=i+1

n∑
k=j+1

xijk · P (wk|wi, wj)

where yi and xijk are two binary variables: yi = 1
represents that word wi is in the compressed sentence;
xijk = 1 represents that the sequence wi, wj , wk

is in the compressed sentence. A trade-off parameter
λ is used to balance the contribution from the signif-
icance scores for individual words and the language
model scores. Because of space limitation, we omit-
ted the special sentence beginning and ending symbols
in the formula above. More details can be found in
(Clarke and Lapata, 2008). We only used linear con-
straints defined on the variables, without any linguistic
constraints.

We use the lp solve toolkit.3 The significance score
for each word is its TF-IDF value (term frequency ×
inverse document frequency). We trained a language
model using SRILM 4 on broadcast news data to gen-
erate the trigram probabilities. We empirically set λ as
0.7, which gives more weight to the word significance
scores. This IP compression method is applied to the
sentences after filler phrases (FPs) are filtered out. We
refer to the output from this approach as “FP + IP”.

2.2.4 Compression Using Lexicalized Markov
Grammars

The last sentence compression method we use is the
lexicalized Markov grammar-based approach (Galley
and McKeown, 2007) with edit word detection (Char-
niak and Johnson, 2001). Two outputs were generated
using this method with different compression rates (de-
fined as the number of words preserved in the com-
pression divided by the total number of words in the
original sentence).5 We name them “Markov (S1)” and
“Markov (S2)” respectively.

3 Experiments
First we perform human evaluation for the compressed
sentences. Again we use the Amazon Mechanical Turk
for the subjective evaluation process. For each extrac-
tive summary sentence, we asked 10 human subjects to
rate the compressed sentences from the three systems,
as well as the human compression. This evaluation was
conducted on three meetings, containing 244 sentences
in total. Participants were asked to read the original
sentence and assign scores to each of the compressed
sentences for its informativeness and grammaticality
respectively using a 1 to 5 scale. An overall score is
calculated as the average of the informativeness and
grammaticality scores. Results are shown in Table 1.

3http://www.geocities.com/lpsolve
4http://www.speech.sri.com/projects/srilm/
5Thanks to Michel Galley to help generate these output.

For a comparison, we also include the ROUGE-1 F-
scores (Lin, 2004) of each system output against the
human compressed sentences.

Approach Info. Gram. Overall R-1 F (%)
Human 4.35 4.38 4.37 -

Markov (S1) 3.64 3.79 3.72 88.76
Markov (S2) 2.89 2.76 2.83 62.99

FP + IP 3.70 3.95 3.82 85.83

Table 1: Human evaluation results. Also shown is the
ROUGE-1 (unigram match) F-score of different sys-
tems compared to human compression.

We can see from the table that as expected, the hu-
man compression yields the best performance on both
informativeness and grammaticality. ‘FP + IP’ and
‘Markov (S1)’ approaches also achieve satisfying per-
formance under both evaluation metrics. The relatively
low scores for ‘Markov (S2)’ output are partly due to
its low compression rate (see Table 2 for the length in-
formation). As an example, we show below the com-
pressed sentences from human and systems for the first
sentence in the example in Sec 1.

Human: we have to refine the tasks in order to avoid
rephrasing
Markov (S1): we have to refine the tasks more and more
which we haven’t done in order to avoid this rephrasing
Markov (S2): we have to refine the tasks which we haven’t
done order to avoid this rephrasing
FP + IP: we have to refine the tasks more and more which
we haven’t done to avoid this rephrasing

Since our goal is to answer the question if we can
use sentence compression to generate abstractive sum-
maries, we compare the compressed summaries, as
well as the original extractive summaries, against the
reference abstractive summaries. The ROUGE-1 re-
sults along with the word compression ratio for each
compression approach are shown in Table 2. We can
see that all of the compression algorithms yield bet-
ter ROUGE score than the original extractive sum-
maries. Take Markov (S2) as an example. The recall
rate dropped only 8% (from the original 66% to 58%)
when only 53% words in the extractive summaries are
preserved. This demonstrates that it is possible for the
current sentence compression systems to greatly con-
dense the extractive summaries while preserving the
desirable information, and thus yield summaries that
are more like abstractive summaries. However, since
the abstractive summaries are much shorter than the ex-
tractive summaries (even after compression), it is not
surprising to see the low precision results as shown in
Table 2. We also observe some different patterns be-
tween the ROUGE scores and the human evaluation
results in Table 1. For example, Markov (S2) has the
highest ROUGE result, but worse human evaluation
score than other methods.

To evaluate the length impact and to further make
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All Sent. Top Sent.
Approach Word ratio (%) P(%) R(%) F(%) P(%) R(%) F(%)

Original extractive summary 100 7.58 66.06 12.99 29.98 34.29 31.83
Human compression 65.58 10.43 63.00 16.95 34.35 37.39 35.79

Markov (S1) 67.67 10.15 61.98 16.41 34.24 36.88 35.46
Markov (S2) 53.28 11.90 58.14 18.37 32.23 34.96 33.49

FP + IP 76.38 9.11 59.85 14.78 31.82 35.62 33.57

Table 2: Compression ratio of different systems and ROUGE-1 scores compared to human abstractive summaries.

the extractive summaries more like abstractive sum-
maries, we conduct an oracle experiment: we compute
the ROUGE score for each of the extractive summary
sentences (the original sentence or the compressed sen-
tence) against the abstract, and select the sentences
with the highest scores until the number of selected
words is about the same as that in the abstract.6 The
ROUGE results using these selected top sentences are
shown in the right part of Table 2. There is some dif-
ference using all the sentences vs. the top sentences
regarding the ranking of different compression algo-
rithms (comparing the two blocks in Table 2).

From Table 2, we notice significant performance im-
provement when using the selected sentences to form a
summary. These results indicate that, it may be possi-
ble to convert extractive summaries to abstractive sum-
maries. On the other hand, this is an oracle result since
we compare the extractive summaries to the abstract for
sentence selection. In the real scenario, we will need
other methods to rank sentences. Moreover, the current
ROUGE score is not very high. This suggests that there
is a limit using extractive summarization and sentence
compression to form abstractive summaries, and that
sophisticated language generation is still needed.

4 Conclusion

In this paper, we attempt to bridge the gap between ex-
tractive and abstractive summaries by performing sen-
tence compression. Several compression approaches
are employed, including an integer programming based
framework, where we also introduced a filler phrase de-
tection module, the lexicalized Markov grammar-based
approach, as well as human compression. Results show
that, while sentence compression provides a promising
way of moving from extractive summaries toward ab-
stracts, there is also a potential limit along this direc-
tion. This study uses human annotated extractive sum-
maries. In our future work, we will evaluate using auto-
matic extractive summaries. Furthermore, we will ex-
plore the possibility of merging compressed extractive
sentences to generate more unified summaries.
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Abstract 

This paper presents a Bayesian decision 

framework that performs automatic story 

segmentation based on statistical model-

ing of one or more lexical chain features. 

Automatic story segmentation aims to lo-

cate the instances in time where a story 

ends and another begins. A lexical chain 

is formed by linking coherent lexical 

items chronologically. A story boundary 

is often associated with a significant 

number of lexical chains ending before it, 

starting after it, as well as a low count of 

chains continuing through it. We devise a 

Bayesian framework to capture such be-

havior, using the lexical chain features of 

start, continuation and end. In the scoring 

criteria, lexical chain starts/ends are 

modeled statistically with the Weibull 

and uniform distributions at story boun-

daries and non-boundaries respectively. 

The normal distribution is used for lexi-

cal chain continuations. Full combination 

of all lexical chain features gave the best 

performance (F1=0.6356). We found that 

modeling chain continuations contributes 

significantly towards segmentation per-

formance. 

1 Introduction 

Automatic story segmentation is an important 

precursor in processing audio or video streams in 

large information repositories. Very often, these 

continuous streams of data do not come with 

boundaries that segment them into semantically 

coherent units, or stories. The story unit is 

needed for a wide range of spoken language in-

formation retrieval tasks, such as topic tracking, 

clustering, indexing and retrieval. To perform 

automatic story segmentation, there are three 

categories of cues available: lexical cues from 

transcriptions, prosodic cues from the audio 

stream and video cues such as anchor face and 

color histograms. Among the three types of cues, 

lexical cues are the most generic since they can 

work on text and multimedia sources. Previous 

approaches include TextTiling (Hearst 1997) that 

monitors changes in sentence similarity, use of 

cue phrases (Reynar 1999) and Hidden Markov 

Models (Yamron 1998). In addition, the ap-

proach based on lexical chaining captures the 

content coherence by linking coherent lexical 

items (Morris and Hirst 1991, Hirst and St-Onge 

1998). Stokes (2004) discovers boundaries by 

chaining up terms and locating instances of time 

where the count of chain starts and ends (boun-

dary strength) achieves local maxima. Chan et al. 

(2007) enhanced this approach through statistical 

modeling of lexical chain starts and ends. We 

further extend this approach in two aspects: 1) a 

Bayesian decision framework is used; 2) chain 

continuations straddling across boundaries are 

taken into consideration and statistically modeled. 

2 Experimental Setup 

Experiments are conducted using data from the 

TDT-2 Voice of America Mandarin broadcast. 

In particular, we only use the data from the long 

programs (40 programs, 1458 stories in total), 

each of which is about one hour in duration.  The 

average number of words per story is 297. The 

news programs are further divided chronologi-

cally into training (for parameter estimation of 

the statistical models), development (for tuning 

decision thresholds) and test (for performance 

evaluation) sets, as shown in Figure 1. Automatic 

speech recognition (ASR) outputs that are pro-

vided in the TDT-2 corpus are used for lexical 

chain formation. 
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The story segmentation task in this work is to 

decide whether a hypothesized utterance boun-

dary (provided in the TDT-2 data based on the 

speech recognition result) is a story boundary. 

Segmentation performance is evaluated using the 

F1-measure. 

20 hour 10 hour 10 hour

Feb.20th,1998 Mar.4th,1998 Mar.17th,1998 Apr.4th,1998

Training Set Development Set Test Set

697 stories 385 stories 376 stories

20 hour 10 hour 10 hour

Feb.20th,1998 Mar.4th,1998 Mar.17th,1998 Apr.4th,1998

Training Set Development Set Test Set

697 stories 385 stories 376 stories

 
Figure 1: Organization of the long programs in TDT-2 

VOA Mandarin for our experiments. 

3 Approach 

Our approach considers utterance boundaries that 

are labeled in the TDT-2 corpus and classifies 

them either as a story boundary or non-boundary. 

We form lexical chains from the TDT-2 ASR 

outputs by linking repeated words. Since words 

may also repeat across different stories, we limit 

the maximum distance between consecutive 

words within the lexical chain. This limit is op-

timized according to the approach in (Chan et al. 

2007) based on the training data. The optimal 

value is found to be 130.9sec for long programs. 

We make use of three lexical chain features: 

chain starts, continuations and ends. At the be-

ginning of a story, new words are introduced 

more frequently and hence we observe many lex-

ical chain starts. There is also tendency of many 

lexical chains ending before a story ends. As a 

result, there is a higher density of chain starts and 

ends in the proximity of a story boundary. Fur-

thermore, there tends to be fewer chains strad-

dling across a story boundary. Based on these 

characteristics of lexical chains, we devise a sta-

tistical framework for story segmentation by 

modeling the distribution of these lexical chain 

features near the story boundaries. 

3.1 Story Segmentation based on a Single 

Lexical Chain Feature 

Given an utterance boundary with the lexical 

chain feature, X, we compare the conditional 

probabilities of observing a boundary, B, or non-

boundary, B , as  

 <> )|()|( XBPXBP <> )|()|( XBPXBP . (1) 

where X is a single chain feature, which may be 

the chain start (S), chain continuation (C), or 

chain end (E). 

By applying the Bayes’ theorem, this can be 

rewritten as a likelihood ratio test, 
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for which the decision threshold 

is )(/)( BPBPx =θ , dependent on the a priori 

probability of observing boundary or a non-

boundary. 

3.2 Story Segmentation based on Combined 

Chain Features 

When multiple features are used in combination, 

we formulate the problem as  

 ),,|(),,|( CESBPCESBP <> ),,|(),,|( CESBPCESBP <> . (3)
 

By assuming that the chain features are condi-

tionally independent of one another (i.e., 

P(S,C,E|B) = P(S|B) P(C|B) P(E|B)), the formu-

lation can be rewritten as a likelihood ratio test 
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(4) 

4 Modeling of Lexical Chain Features 

4.1 Chain starts and ends 

We follow (Chan et al. 2007) to model the lexi-

cal chain starts and ends at a story boundary with 

a statistical distribution. We apply a window 

around the candidate boundaries (same window 

size for both chain starts and ends) in our work. 

Chain features falling outside the window are 

excluded from the model. Figure 2 shows the 

distribution when a window size of 20 seconds is 

used. This is the optimal window size when 

chain start and end features are combined. 
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Figure 2: Distribution of chain starts and ends at 

known story boundaries. The Weibull distribution is 

used to model these distributions. 

We also assume that the probability of seeing 

a lexical chain start / end at a particular instance 

is independent of the starts / ends of other chains. 

As a result, the probability of seeing a sequence 

of chain starts at a story boundary is given by the 

product of a sequence of Weibull distributions 
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where S is the sequence of time with chain starts 

(S=[t1, t2, … ti, … tNs]), ks is the shape, λs is the 

scale for the fitted Weibull distribution for chain 

starts, Ns is the number of chain starts. The same 

formulation is similarly applied to chain ends. 

Figure 3 shows the frequency of raw feature 

points for lexical chain starts and ends near utter-

ance boundaries that are non-story boundaries. 

Since there is no obvious distribution pattern for 

these lexical chain features near a non-story 

boundary, we model these characteristics with a 

uniform distribution. 

 

2 4 6 8 10 12 14 16

0.02

0.04

0.06

0.08

0-2-4-6-8-10-12-14-16

0.1

Relative frequency of chain starts / ends

Offset from utterance boundary in seconds

(non-story boundaries only)

Lexical chain starts / ends

Fitted uniform dist. for 

lexical chain starts

x

Fitted uniform dist. for 

lexical chain ends

2 4 6 8 10 12 14 16

0.02

0.04

0.06

0.08

0-2-4-6-8-10-12-14-16

0.1

Relative frequency of chain starts / ends

Offset from utterance boundary in seconds

(non-story boundaries only)

Lexical chain starts / ends

Fitted uniform dist. for 

lexical chain starts

x

Fitted uniform dist. for 

lexical chain ends

Lexical chain starts / ends

Fitted uniform dist. for 

lexical chain starts

x

Fitted uniform dist. for 

lexical chain ends

 
Figure 3: Distribution of chain starts and ends at ut-

terance boundaries that are non-story boundaries. 

4.2 Chain continuations 

Figure 4 shows the distributions of chain contin-

uations near story boundary and non-story boun-

dary. As one may expect, there are fewer lexical 

chains that straddle across a story boundary (the 

curve of )|( BCP ) when compared to a non-story 

boundary (the curve of )|( BCP ). Based on the 

observations, we model the probability of occur-

rence of lexical chains straddling across a given 

story boundary or non-story boundary by a nor-

mal distribution. 
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Figure 4: Distributions of chain continuations at story 

boundaries and non-story boundaries. 

5 Story Segmentation based on Combi-

nation of Lexical Chain Features 

We trained the parameters of the Weibull distri-

bution for lexical chain starts and ends at story 

boundaries, the uniform distribution for lexical 

chain start / end at non-story boundary, and the 

normal distribution for lexical chain continua-

tions. Instead of directly using a threshold as 

shown in Equation (2), we optimize on the para-

meter n, which is the optimal number of top scor-

ing utterance boundaries that are classified as 

story boundaries in the development set. 

5.1 Using Bayesian decision framework 

We compare the performance of the Bayesian 

decision framework to the use of likelihood only 

P(X|B) as shown in Figure 5. The results demon-

strate consistent improvement in F1-measure 

when using the Bayesian decision framework. 
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Figure 5: Story segmentation performance in F1-

measure when using single lexical chain features. 

5.2 Modeling multiple features jointly 
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Figure 6: Results of F1-measure comparing the seg-

mentation results using different statistical models of 

lexical chain features. 

We further compare the performance of various 

scoring methods including single and combined 

lexical chain features. The baseline result is ob-

tained using a scoring function based on the like-

lihoods of seeing a chain start or end at a story 

boundary (Chan et al. 2007) which is denoted as 

Score(S, E). Performance from other methods 

based on the same dataset can be referenced from 

Chan et al. 2007 and will not be repeated here. 

The best story segmentation performance is 

achieved by combining all lexical chain features 

which achieves an F1-measure of 0.6356. All 

improvements have been verified to be statisti-

cally significant (α=0.05). By comparing the re-

sults of (e) to (h), (c) to (g), and (b) to (f), we can 

see that lexical chain continuation feature contri-

butes significantly and consistently towards story 

segmentation performance. 
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5.3 Analysis 
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Figure 7: Lexical chain starts, ends and continuations 

in the proximity of a non-story boundary. Wi[xxxx] 

denotes the i-th Chinese word “xxxx”. 

Figure 7 shows an utterance boundary that is a 

non-story boundary. There is a high concentra-

tion of chain starts and ends near the boundary 

which leads to a misclassification if we only 

combine chain starts and ends for segmentation. 

However, there are also a large number of chain 

continuations across the utterance boundary, 

which implies that a story boundary is less likely. 

The full combination gives the correct decision. 
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Figure 8: Lexical chain starts, ends and continuations 

in the proximity of a story boundary. 

Figure 8 shows another example where an ut-

terance boundary is misclassified as a non-story 

boundary when only the combination of lexical 

chain starts and ends are used. Incorporation of 

the chain continuation feature helps rectify the 

classification. 

From these two examples, we can see that the 

incorporation of chain continuation in our story 

segmentation framework can complement the 

features of chain starts and ends.  In both exam-

ples above, the number of chain continuations 

plays a crucial role in correct identification of a 

story boundary. 

6 Conclusions 

We have presented a Bayesian decision frame-

work that performs automatic story segmentation 

based on statistical modeling of one or more lex-

ical chain features, including lexical chain starts, 

continuations and ends. Experimentation shows 

that the Bayesian decision framework is superior 

to the use of likelihoods for segmentation. We 

also experimented with a variety of scoring crite-

ria, involving likelihood ratio tests of a single 

feature (i.e. lexical chain starts, continuations or 

ends), their pair-wise combinations, as well as 

the full combination of all three features. Lexical 

chain starts/ends are modeled statistically with 

the Weibull and normal distributions for story 

boundaries and non-boundaries. The normal dis-

tribution is used for lexical chain continuations. 

Full combination of all lexical chain features 

gave the best performance (F1=0.6356). Model-

ing chain continuations contribute significantly 

towards segmentation performance. 
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Abstract
Acquisition of prosody, in addition to vo-
cabulary and grammar, is essential for lan-
guage learners. However, it has received
less attention in instruction. To enable
automatic identification and feedback on
learners’ prosodic errors, we investigate
automatic pitch accent labeling for non-
native speech. We demonstrate that an
acoustic-based context model can achieve
accuracies over 79% on binary pitch ac-
cent recognition when trained on within-
group data. Furthermore, we demonstrate
that good accuracies are achieved in cross-
group training, where native and near-
native training data result in no significant
loss of accuracy on non-native test speech.
These findings illustrate the potential for
automatic feedback in computer-assisted
prosody learning.

1 Introduction

Acquisition of prosody, in addition to vocabulary
and grammar, is essential for language learners.
However, intonation has been less-emphasized
both in classroom and computer-assisted language
instruction (Chun, 1998). Outside of tone lan-
guages, it can be difficult to characterize the fac-
tors that lead to non-native prosody in learner
speech, and it is difficult for instructors to find time
for the one-on-one interaction that is required to
provide feedback and instruction in prosody.

To address these problems and enable automatic
feedback to learners in a computer-assisted lan-
guage learning setting, we investigate automatic
prosodic labelling of non-native speech. While
many prior systems (Teixeia et al., 2000; Tep-
perman and Narayanan, 2008) aim to assign a
score to the learner speech, we hope to provide
more focused feedback by automatically identify-
ing prosodic units, such as pitch accents in English

or tone in Mandarin, to enable direct comparison
with gold-standard native utterances.

There has been substantial progress in auto-
matic pitch accent recognition for native speech,
achieving accuracies above 80% for acoustic-
feature based recognition in multi-speaker cor-
pora (Sridhar et al., 2007; Levow, 2008). How-
ever, there has been little study of pitch accent
recognition in non-native speech. Given the chal-
lenges posed for automatic speech recognition of
non-native speech, we ask whether recognition of
intonational categories is practical for non-native
speech. To lay the foundations for computer-
assisted intonation tutoring, we ask whether com-
petitive accuracies can be achieved on non-native
speech. We further investigate whether good
recognition accuracy can be achieved using rel-
atively available labeled native or near-native
speech, or whether it will be necessary to col-
lect larger amounts of training or adaptation data
matched for speaker, language background, or lan-
guage proficiency.

We employ a pitch accent recognition approach
that exploits local and coarticulatory context to
achieve competitive pitch accent recognition accu-
racy on native speech. Using a corpus of prosod-
ically labelled native and non-native speech, we
illustrate that similar acoustic contrasts hold for
pitch accents in both native and non-native speech.
These contrasts yield competitive accuracies on
binary pitch accent recognition using within-group
training data. Furthermore, there is no significant
drop in accuracy when models trained on native or
near-native speech are employed for classification
of non-native speech.

The remainder of the paper is organized as fol-
lows. We present the LeaP Corpus used for our
experiments in Section 2. We next describe the
feature sets employed for classification (Section 3)
and contrastive acoustic analysis for these features
in native and non-native speech (Section 4). We
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ID Description
c1 non-native, before prosody training
c2 non-native, after first prosody training
c3 non-native, after second prosody training
e1 non-native, before going abroad
e2 non-native, after going abroad
sl ’super-learner’, near-native
na native

Table 1: Speaker groups, with ID and description
in the LeaP Corpus

then describe the classifier setting and experimen-
tal results in Section 5 as well as discussion. Fi-
nally, we present some conclusions and plans for
future work.

2 LeaP Corpus and the Dataset

We employ data from the LeaP Corpus (Milde and
Gut, 2002), collected at the University of Biele-
feld as part of the “Learning Prosody in a For-
eign Language” project. Details of the corpus
(Milde and Gut, 2002), inter-rater reliability mea-
sures (Gut and Bayerl, 2004), and other research
findings (Gut, 2009) have been reported.

Here we focus on the read English segment of
the corpus that has been labelled with modified
EToBI tags1 , to enable better comparison with
prior results of prosodic labelling accuracy and
also to better model a typical language laboratory
setting where students read or repeat. This yields
a total of 37 recordings of just over 300 syllables
each, from 26 speakers, as in Table 1.2 This set
allows the evaluation of prosodic labelling across
a range of native and non-native proficiency lev-
els. The modified version of ETobi employed by
the LeaP annotators allows transcription of 14 cat-
egories of pitch accent and 14 categories of bound-
ary tone. However, in our experiments, we will fo-
cus only on pitch accent recognition and will col-
lapse the inventory to the relatively standard, and
more reliably annotated, four-way (high, down-
stepped high, low, and unaccented) and binary (ac-
cented, unaccented) label sets.

1While the full corpus includes speakers from a range of
languages, the EToBI labels were applied primarily to data
from German speakers.

2Length of recordings varies due to differences in syllab-
ification and cliticization, as well as disfluencies and reading
errors.

3 Acoustic-Prosodic Features

Recent research has highlighted the importance
of context for both tone and intonation. The
role of context can be seen in the characteriza-
tion of pitch accents such as down-stepped high
and in phenomena such as downdrift across a
phrase. Further, local coarticulation with neigh-
boring tones has been shown to have a signif-
icant impact on the realization of prosodic ele-
ments, due to articulatory constraints (Xu and
Sun, 2002). The use of prosodic and coarticu-
latory context has improved the effectiveness of
tone and pitch accent recognition in a range of lan-
guages (Mandarin (Wang and Seneff, 2000), En-
glish (Sun, 2002)) and learning frameworks (deci-
sion trees (Sun, 2002), HMMs (Wang and Seneff,
2000), and CRFs (Levow, 2008)).

Thus, in this work, we employ a rich contextual
feature set, based on that in (Levow, 2008). We
build on the pitch target approximation model, tak-
ing the syllable as the domain of tone prediction
with a pitch height and contour target approached
exponentially over the course of the syllable, con-
sistent with (Sun, 2002). We employ an acoustic
model at the syllable level, employing pitch, in-
tensity and duration measures. The acoustic mea-
sures are computed using Praat’s (Boersma, 2001)
”To pitch” and ”To intensity.” We log-scaled and
speaker-normalized all pitch and intensity values.

We compute two sets of features: one set de-
scribing features local to the syllable and one set
capturing contextual information.

3.1 Local features

We extract features to represent the pitch height
and pitch contour of the syllable. For pitch fea-
tures, we extract the following information: (a)
pitch values for five evenly spaced points in the
voiced region of the syllable, (b) pitch maximum,
mean, minimum, and range, and (c) pitch slope,
from midpoint to end of syllable. We also ob-
tain the following non-pitch features: (a) intensity
maximum and mean and (b) syllable duration.

3.2 Context Modeling

To capture local contextual influences and cues,
we employ two sets of features. The first set of fea-
tures includes differences between pitch maxima,
pitch means, pitches at the midpoint of the sylla-
bles, pitch slopes, intensity maxima, and intensity
means, between the current and preceding or fol-
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lowing syllable. The second set of features adds
the last pitch values from the end of the preceding
syllable and the first from the beginning of the fol-
lowing syllable. These features capture both the
relative differences in pitch associated with pitch
accent as well as phenomena such as pitch peak
delay in which the actual pitch target may not be
reached until the following syllable.

4 Acoustic Analysis of Native and
Non-native Tone

To assess the potential effectiveness of tone recog-
nition for non-native speech, we analyze and com-
pare native and non-native speech with respect to
features used for classification that have shown
utility in prior work. Pitch accents are charac-
terized not only by their absolute pitch height,
but also by contrast with neighboring syllables.
Thus, we compare the values for pitch and delta
pitch, the difference between the current and pre-
ceding syllable, both with log-scaled measures for
high-accented and unaccented syllables. We con-
trast these values within speaker group (native: na;
non-native: e1, c1). We also compare the delta
pitch measures between speaker groups (na versus
e1 or c1).

Not only do we find significant differences for
delta pitch between accented and unaccented syl-
lables for native speakers as we expect, but we
find that non-native speakers also exhibit signif-
icant differences for this measure (t-test, two-
tailed,p < 0.001). Accented syllables are reli-
ably higher in pitch than immediately preceding
syllables, while unaccented syllables show no con-
trast. Importantly, we further observe a significant
difference in delta pitch for high accented sylla-
bles between native and non-native speech. Na-
tive speakers employ a markedly larger change in
pitch to indicate accent than do non-native speak-
ers, a fine-grained view consistent with findings
that non-native speakers employ a relatively com-
pressed pitch range (Gut, 2009).

For one non-native group (e1), we find that al-
though these speakers produce reliable contrasts
in delta pitch between neighboring syllables, the
overall pitch height of high accented syllables is
not significantly different from that of unaccented
syllables. For native speakers and the ’c1’ non-
native group, though, overall pitch height does
differ significantly between accented and unac-
cented syllables. This finding suggests that while

all speakers in this data set understand the locally
contrastive role of pitch accent, some non-native
speaker groups do not have as reliable global con-
trol of pitch.

The presence of these reliable contrasts between
accented and unaccented syllables in both na-
tive and non-native speech suggests that automatic
pitch accent recognition in learner speech could be
successful.

5 Pitch Accent Recognition Experiments

We assess the effectiveness of pitch accent recog-
nition on the LeaP Corpus speech. We hope to
understand whether pitch accent can be accurately
recognized in non-native speech and whether ac-
curacy rates would be competitive with those on
native speech. In addition, we aim to compare the
impact of different sources of training data. We
assess whether non-native prosody can be recog-
nized using native or near-native training speech or
whether it will be necessary to use matched train-
ing data from non-natives of similar skill level or
language background.

Thus we perform experiments on matched train-
ing and test data, training and testing within
groups of speakers. We also evaluate cross-group
training and testing, training on one group of
speakers (native and near-native) and testing on
another (non-native). We contrast all these results
with assignment of the dominant ’unaccented’ la-
bel to all instances (common class).

5.1 Support Vector Machine Classifier

For all supervised experiments reported in this pa-
per, we employ a Support Vector machine (SVM)
with a linear kernel. Support Vector Machines pro-
vide a fast, easily trainable classification frame-
work that has proven effective in a wide range of
application tasks. For example, in the binary clas-
sification case, given a set of training examples
presented as feature vectors of length D, the lin-
ear SVM algorithm learns a vector of weights of
length D which is a linear combination of a sub-
set of the input vectors and performs classification
based on the function f(x) = sign(wTx− b). We
employ the publicly available implementation of
SVMs, LIBSVM (C-C.Cheng and Lin, 2001).

5.2 Results

We see that, for within group training, on the
binary pitch accent recognition task, accuracies
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c1 c2 c3 e1 e2 sl na
Within-group Accuracy 79.1 80.9 80.6 81 82.5 82.4 81.2
Cross-group Accuracy (na) 77.2 79 81.4 80.3 82.5 83.2
Cross-group Accuracy (sl) 77.3 79.9 82 80.5 82.9 81.6
Common Class 56.9 59.6 56.2 70.2 64 65.5 63.6

Table 2: Pitch accent recognition, within-group, cross-group with native and near-native training, and
most common class baseline: Non-native (plain), ’Super-learner’ (underline sl), Native (bold na)

range from approximately 79% to 82.5%. These
levels are consistent with syllable-, acoustic-
feature-based prosodic recognition reported in the
literature (Levow, 2008). A summary of these re-
sults appears in Table 2. In the cross-group train-
ing and testing condition, we observe some vari-
ations in accuracy, for some training sets. How-
ever, crucially none of the differences between
native-based or near-native training and within-
group training reach significance for the binary
pitch accent recognition task.

6 Conclusion

We have demonstrated the effectiveness of pitch
accent recognition on both native and non-native
data from the LeaP corpus, based on significant
differences between accented and unaccented syl-
lables in both native and non-native speech. Al-
though these differences are significantly larger in
native speech, recognition remains robust to train-
ing with native speech and testing on non-native
speech, without significant drops in accuracy. This
result argues that binary pitch accent recognition
using native training data may be sufficiently ac-
curate that to avoid collection and labeling of large
amounts of training data matched by speaker or
fluency-level to support prosodic annotation and
feedback. In future work, we plan to incorporate
prosodic recognition and synthesized feedback to
support computer-assisted prosody learning.
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Dept. of Electrical & Electronics Engineering
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Abstract
This paper presents the first stochastic
finite-state morphological parser for Turk-
ish. The non-probabilistic parser is a
standard finite-state transducer implemen-
tation of two-level morphology formal-
ism. A disambiguated text corpus of
200 million words is used to stochas-
tize the morphotactics transducer, then it
is composed with the morphophonemics
transducer to get a stochastic morpho-
logical parser. We present two applica-
tions to evaluate the effectiveness of the
stochastic parser; spelling correction and
morphology-based language modeling for
speech recognition.

1 Introduction

Turkish is an agglutinative language with a highly
productive inflectional and derivational morphol-
ogy. The computational aspects of Turkish mor-
phology have been well studied and several mor-
phological parsers have been built (Oflazer, 1994),
(Güngör, 1995).

In language processing applications, we may
need to estimate a probability distribution over all
word forms. For example, we need probability es-
timates for unigrams to rank misspelling sugges-
tions for spelling correction. None of the previ-
ous studies for Turkish have addressed this prob-
lem. For morphologically complex languages, es-
timating a probability distribution over a static vo-
cabulary is not very desirable due to high out-of-
vocabulary rates. It would be very convenient for a
morphological parser as a word generator/analyzer
to also output a probability estimate for a word
generated/analyzed. In this work, we build such a
stochastic morphological parser for Turkish1 and
give two example applications for evaluation.

1The stochastic morphological parser is available for re-
search purposes at http://www.cmpe.boun.edu.tr/˜hasim

2 Language Resources

We built a morphological parser using the two-
level morphology formalism of Koskenniemi
(1984). The two-level phonological rules and the
morphotactics were adapted from the PC-KIMMO
implementation of Oflazer (1994). The rules were
compiled using the twolc rule compiler (Karttunen
and Beesley, 1992). A new root lexicon of 55,278
words based on the Turkish Language Institution
dictionary2 was compiled. For finite-state opera-
tions and for running the parser, we used the Open-
FST weighted finite-state transducer library (Al-
lauzen et al., 2007). The parser can analyze about
8700 words per second on a 2.33 GHz Intel Xeon
processor.

We need a text corpus for estimating the param-
eters of a statistical model of morphology. For this
purpose, we compiled a text corpus of 200 million-
words by collecting texts from online newspa-
pers. The morphological parser can analyze about
96.7% of the tokens.

The morphological parser may output more
than one possible analysis for a word due to am-
biguity. For example, the parser returns four
analyses for the word kedileri as shown below.
The morphological representation is similar to
the one used by Oflazer and Inkelas (2006).

kedi[Noun]+lAr[A3pl]+SH[P3sg]+[Nom] (his/her cats)

kedi[Noun]+lAr[A3pl]+[Pnon]+YH[Acc] (the cats)

kedi[Noun]+lAr[A3pl]+SH[P3pl]+[Nom] (their cats)

kedi[Noun]+[A3sg]+lArH[P3pl]+[Nom] (their cat)

We need to resolve this ambiguity to train a prob-
abilistic morphology model. For this purpose, we
used our averaged perceptron-based morphologi-
cal disambiguator (Sak et al., 2008). The disam-
biguation system achieves about 97.05% disam-
biguation accuracy on the test set.

2http://www.tdk.gov.tr
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0 1
k:ε/2.34

2
e:ε/1.76

3
d:ε/5.68

4
i:kedi[Noun]

6l:+lAr[A3pl]/1.19

5
ε:+[A3sg]

8e:ε

7
l:+lArH[P3pl]/5.73

9
e:ε

10r:ε

11
r:ε

14i:+SH[P3pl]/2.89

13i:+SH[P3sg]/0.62

12
ε:+[Pnon] 15/3.83

i:+[Nom]/1.06

ε:+[Nom]

ε:+[Nom]

i:+YH[Acc]/1.66

Figure 1: Finite-state transducer for the word kedileri.

3 Stochastic Morphological Parser

The finite-state transducer of the morphological
parser is obtained as the composition of the mor-
phophonemics transducer mp and the morphotac-
tics transducer mt; mp ◦ mt. The morphotac-
tics transducer encodes the morphosyntax of the
language. If we can estimate a statistical mor-
phosyntactic model, we can convert the morpho-
logical parser to a probabilistic one by composing
the probabilistic morphotactics transducer with the
morphophonemics transducer. Eisner (2002) gives
a general EM algorithm for parameter estimation
in probabilistic finite-state transducers. The algo-
rithm uses a bookkeeping trick (expectation semir-
ing) to compute the expected number of traversals
of each arc in the E step. The M step reestimates
the probabilities of the arcs from each state to be
proportional to the expected number of traversals
of each arc - the arc probabilities are normalized
at each state to make the finite-state transducer
Markovian. However, we do not need this general
method of training. Since we can disambiguate
the possible morphosyntactic tag sequences of a
word, there is a single path in the morphotactics
transducer that matches the chosen morphosyntac-
tic tag sequence. Then the maximum-likelihood
estimates of the weights of the arcs in the morpho-
tactics transducer are found by setting the weights
proportional to the number of traversals of each
arc. We can use a specialized semiring to cleanly
and efficiently count the number of traversals of
each arc.

Weights in finite-state transducers are elements
of a semiring, which defines two binary operations
⊗ and ⊕, where ⊗ is used to combine the weights
of arcs on a path into a path weight and ⊕ is used
to combine the weights of alternative paths (Bers-
tel and Reutenauer, 1988). We define a counting
semiring to keep track of the number of traver-
sals of each arc. The weights in the mt trans-
ducer are converted to the counting semiring. In
this semiring, the weigths are vectors of integers
having dimension as the total number of arcs in

the mt transducer. We number the arcs in the mt
transducer and set the weight of the nth arc as the
nth basis vector. The binary plus ⊕ and the times
⊗ operations of the counting semiring are defined
as the sum of the weight vectors. Thus, the nth

value of the vector in the counting semiring just
counts the appearances of the nth arc of mt in a
path.

To estimate the weights of the stochastic model
of the mt transducer, we use the text corpus col-
lected from the web. First we parse the words
in the corpus to get all the possible analyses of
the words. Then we disambiguate the morpho-
logical analyses of the words to select one of the
morphosyntactic tag sequences xi for each word.
We build a finite-state transducer ε× xi that maps
ε symbol to xi in the counting semiring. The
weights of this transducer are zero vectors having
the same dimension as themt transducer. Then the
finite-state transducer (ε×xi)◦(mt×ε) having all
ε : ε arcs can be minimized to get a one-state FST
which has the weight vector that keeps the number
of traversals of each arc in mt. The weight vec-
tor is accumulated for all the xi morphosyntactic
tag sequences in the corpus. The final accumu-
lated weight vector is used to assign probabilities
to each arc in the mt transducer proportional to
the traversal count of the arc, hence resulting in
the stochastic morphotactics transducer m̃t. We
use add-one smoothing to prevent the arcs having
zero probability. The m̃t transducer is composed
with the morphophonemics transducer mp to get a
stochastic morphological parser.

The stochastic parser now returns probabilities
with the possible analyses of a word. Figure 1
shows the weighted paths for the four possible
analyses of the word kedileri as represented in the
stochastic parser. The weights are negative log
probabilities.

4 Spelling Correction

The productive morphology of Turkish allows
one to generate very long words such as
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ölümsüzleştirdiğimizden. Therefore, the detection
and the correction of spelling errors by present-
ing the user with a ranked list of spelling sugges-
tions are highly desired. There have been some
previous studies for spelling checking (Solak and
Oflazer, 1993) and spelling correction (Oflazer,
1996). However there has been no study to ad-
dress the problem of ranking spelling suggestions.
One can use a stochastic morphological parser to
do spelling checking and correction, and present
spelling suggestions ranked with the parser output
probabilities. We assume that a word is misspelled
if the parser fails to return an analysis of the word.
Our method for spelling correction is to enumerate
all the valid and invalid candidates that resemble
the incorrect input word and filter the invalid ones
with the morphological parser.

To enumerate the alternative spellings for a mis-
spelled word, we generate all the words in one-
character edit distance with the input word, where
we consider one symbol insertion, deletion or sub-
stitution, or transposition of adjacent symbols.
The Turkish alphabet includes six special letters
(ç, ğ, ı, ö, ş, ü) that do not exist in English.
These characters may not be supported in some
keyboards and message transfer protocols; thus
people frequently use their nearest ASCII equiv-
alents (c, g, i, o, s, u, respectively) instead of the
correct forms, e.g., spelling nasılsın as nasilsin.
Therefore, in addition to enumerating words in
one edit distance, we also enumerate all the words
from which the misspelled word can be obtained
by replacing these special Turkish characters with
their ASCII counterparts. For instance, for the
word nasilsin, the alternative spellings nasılsin,
nasilsın, and nasılsın will also be generated.

Note that although the context is important for
spelling correction, we use only unigrams. One
can build a morpheme based language model to
incorporate the context information. We also lim-
ited the edit distance to 1, but it is straightfor-
ward to allow longer edit distances. We can build
a finite-state transducer to enumerate and repre-
sent efficiently all the valid and invalid word forms
that can be obtained by these edit operations on
a word. For example, the deletion of a charac-
ter can be represented by the regular expression
Σ∗(Σ : ε)Σ∗ which can be compiled as a finite-
state transducer, where Σ is the alphabet. The
union of the transducers encoding one-edit dis-
tance operations and the restoration of the special

Turkish characters is precompiled and optimized
with determinization and minimization algorithms
for efficiency. A misspelled input word transducer
can be composed with the resulting transducer and
in turn with the morphological parser to filter out
the invalid word forms. The words with their es-
timated probabilities can be read from the output
transducer and constitute the list of spelling sug-
gestions for the word. The probabilities are used
to rank the list to show to the user. We also handle
the spelling errors where omission of a space char-
acter causes joining of two correct words by split-
ting the word into all combinations of two strings
and checking if the string pieces are valid word
forms. An example list of suggestions with the as-
signed negative log probabilities and their English
glosses for the misspelled word nasilsin is given
below.

nasılsın (14.2) (How are you), nakilsin (15.3) (You are

a transfer), nesilsin (21.0) (You are a generation), nasipsin

(21.2) (You are a share), basilsin (23.9) (You are a bacillus)

On a manually chosen test set containing 225 cor-
rect words which have relatively more complex
morphology and 43 commonly misspelled words,
the Precision and the Recall scores for the detec-
tion of spelling errors are 0.81 and 0.93, respec-
tively.

5 Morphology-based Language
Modeling

The closure of the transducer for the stochastic
parser can be considered as a morphology-based
unigram language model. Different than standard
unigram word language models, this morphology-
based model can assign probabilities to words not
seen in the training corpus. It can also achieve
lower out-of-vocabulary (OOV) rates than models
that use a static vocabulary by employing a rela-
tively smaller number of root words in the lexicon.

We compared the performances of the
morphology-based unigram language model
and the unigram word language model on a broad-
cast news transcription task. The acoustic model
uses Hidden Markov Models (HMMs) trained on
183.8 hours of broadcast news speech data. The
test set contains 3.1 hours of speech data (2,410
utterances). A text corpus of 1.2 million words
from the transcriptions of the news recordings was
used to train the stochastic parser as explained in
Section 3 and unigram word language models.

We experimented with four different language
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Figure 2: Word error rate versus real-time factor
obtained by changing the pruning beam width.

models. Figure 2 shows the word error rate ver-
sus run-time factor for these models. In this fig-
ure the Word-50K and Word-100K are unigram
word models with the specified vocabulary size
and have the OOV rates 7% and 4.7% on the test
set, respectively. The morphology-based model is
based on the stochastic parser and has the OOV
rate 2.8% . The ‘word+morphology’ model is the
union of the morphology-based model and the un-
igram word model.

Even though the morphology-based model has
a better OOV rate than the word models, the word
error rate (WER) is higher. One of the reasons is
that the transducer for the morphological parser is
ambiguous and cannot be optimized for recogni-
tion in contrast to the word models. Another rea-
son is that the probability estimates of this model
are not as good as the word models since proba-
bility mass is distributed among ambiguous parses
of a word and over the paths in the transducer.
The ‘word+morphology’ model seems to allevi-
ate most of the shortcomings of the morphology
model. It performs better than 50K word model
and is very close to the 100K word model. The
main advantage of morphology-based models is
that we have at hand the morphological analyses
of the words during recognition. We plan to train
a language model over the morphological features
and use this model to rescore the hypothesis gener-
ated by the morphology-based models on-the-fly.

6 Conclusion

We described the first stochastic morphological
parser for Turkish and gave two applications. The
first application is a very efficient spelling correc-
tion system where probability estimates are used
for ranking misspelling suggestions. We also gave

the preliminary results for incorporating the mor-
phology as a knowledge source in speech recogni-
tion and the results look promising.
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versity Research Fund under the grant numbers
06A102 and 08M103, the Scientific and Techno-
logical Research Council of Turkey (TÜBİTAK)
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Abstract

This paper describes a parsing model for

speech with repairs that makes a clear sep-

aration between linguistically meaningful

symbols in the grammar and operations

specific to speech repair in the operation of

the parser. This system builds a model of

how unfinished constituents in speech re-

pairs are likely to finish, and finishes them

probabilistically with placeholder struc-

ture. These modified repair constituents

and the restarted replacement constituent

are then recognized together in the same

way that two coordinated phrases of the

same type are recognized.

1 Introduction

Speech repair is a phenomenon in spontaneous

spoken language in which a speaker decides to

interrupt the flow of speech, replace some of the

utterance (the “reparandum”), and continues on

(with the “alteration”) in a way that makes the

whole sentence as transcribed grammatical only

if the reparandum is ignored. As Ferreira et al.

(2004) note, speech repairs1 are the most disrup-

tive type of disfluency, as they seem to require

that a listener first incrementally build up syntac-

tic and semantic structure, then subsequently re-

move it and rebuild when the repair is made. This

difficulty combines with their frequent occurrence

to make speech repair a pressing problem for ma-

chine recognition of spontaneous speech.

This paper introduces a model for dealing with

one part of this problem, constructing a syntac-

tic analysis based on a transcript of spontaneous

spoken language. The model introduced here dif-

fers from other models attempting to solve the

∗This research was supported by NSF CAREER award
0447685. The views expressed are not necessarily endorsed
by the sponsors .

1Ferreira et al. use the term ‘revisions’.

same problem, by completely separating the fluent

grammar from the operations of the parser. The

grammar thus has no representation of disfluency

or speech repair, such as the “EDITED” category

used to represent a reparandum in the Switchboard

corpus, as such categories are seemingly at odds

with the typical nature of a linguistic constituent.

Rather, the approach presented here uses a

grammar that explicitly represents incomplete

constituents being processed, and repair is rep-

resented by rules which allow incomplete con-

stituents to be prematurely merged with existing

structure. While this model is interesting for its

elegance in representation, there is also reason

to hypothesize improved performance, since this

processing model requires no additional grammar

symbols, and only one additional operation to ac-

count for speech repair, and thus makes better use

of limited data resources.

2 Background

Previous work on parsing of speech with repairs

has shown that syntactic cues can be used to in-

crease accuracy of detection of reparanda, which

can increase overall parsing accuracy. The first

source of structure used to recognize repair is what

Levelt (1983) called the “Well-formedness Rule.”

This rule essentially states that a speech repair acts

like a conjunction; that is, the reparandum and the

alteration must be of the same syntactic category.

Of course, the reparandum is often unfinished, so

the Well-formedness Rule allows for the reparan-

dum category to be inferred.

This source of structure has been used by two

related approaches, that of Hale et al. (2006) and

Miller (2009). Hale and colleagues exploit this

structure by adding contextual information to the

standard reparandum label “EDITED”. In their

terminology, daughter annotation takes the (pos-

sibly unfinished) constituent label of the reparan-

dum and appends it to the EDITED label. This
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allows a learned probabilistic context-free gram-

mar to represent the likelihood of a reparandum of

a certain type being a sibling with a finished con-

stituent of the same type.

Miller’s approach exploited the same source of

structure, but changed the representation to use

a REPAIRED label for alterations instead of an

EDITED label for reparanda. The rationale for

that change is the fact that a speech repair does not

really begin until the interruption point, at which

point the alteration is started and the reparandum

is retroactively labelled as such. Thus, the argu-

ment goes, no special syntactic rules or symbols

should be necessary until the alteration begins.

3 Model Description

3.1 Right-corner transform

This work first uses a right-corner transform,

which turns right-branching structure into left-

branching structure, using category labels that use

a “slash” notation α/γ to represent an incomplete

constituent of type α “looking for” a constituent

of type γ in order to complete itself.

This transform first requires that trees be bina-

rized. This binarization is done in a similar way to

Johnson (1998) and Klein and Manning (2003).

Rewrite rules for the right-corner transform are

as follows, first flattening right-branching struc-

ture:2

A1

α1 A2

α2 A3

a3

⇒

A1

A1/A2

α1

A2/A3

α2

A3

a3

A1

α1 A2

A2/A3

α2

. . .
⇒

A1

A1/A2

α1

A2/A3

α2

. . .

then replacing it with left-branching structure:

A1

A1/A2:α1 A2/A3

α2

α3 . . . ⇒

A1

A1/A3

A1/ A2:α1 α2

α3 . . .

One problem with this notation is the represen-

tation given to unfinished constituents, as seen in

Figures 1 and 2. The standard representation of

2Here, all Ai denote nonterminal symbols, and αi denote
subtrees; the notation A1:α0 indicates a subtree α0 with label
A1; and all rewrites are applied recursively, from leaves to
root.

S

. . . EDITED

PP

IN

as

NP-UNF

DT

a

PP

IN

as

NP

NP

DT

a

NN

westerner

PP-LOC

IN

in

NP

NNP

india

. . .

Figure 1: Section of interest of a standard phrase

structure tree containing speech repair with unfin-

ished noun phrase (NP).

PP

PP/NP

PP/PP

PP/NP

PP/PP

EDITEDPP

EDITEDPP/NP-UNF

IN

as

NP-UNF

DT

a

IN

as

NP

NP/NN

DT

a

NN

westerner

IN

in

NP

india

Figure 2: Right-corner transformed version of the

fragment above. This tree requires several special

symbols to represent the reparandum that starts

this fragment.

an unfinished constituent in the Switchboard cor-

pus is to append the -UNF label to the lowest un-

finished constituent (see Figure 1). Since one goal

of this work is separation of linguistic knowledge

from language processing mechanisms, the -UNF

tag should not be an explicit part of the gram-

mar. In theory, the incomplete category notation

induced by the right-corner transform is perfectly

suited to this purpose. For instance, the category

NP-UNF is a stand in category for several incom-

plete constituents, for example NP/NN, NP/NNS,

etc. However, since the sub-trees with -UNF la-

bels in the original corpus are by definition unfin-

ished, the label to the right of the slash (NN in

this case) is not defined. As a result, transformed

trees with unfinished structure have the represen-

tation of Figure 2, which gives away the positive

benefits of the right-corner transform in represent-

ing repair by propagating a special repair symbol

(EDITED) through the grammar.

3.2 Approximating unfinished constituents

It is possible to represent -UNF categories as stan-

dard unfinished constituents, and account for un-

finished constituents by having the parser prema-
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turely end the processing of a given constituent.

However, in the example given above, this would

require predicting ahead of time that the NP-UNF

was only missing a common noun – NN (for ex-

ample). This problem is addressed in this work

by probabilistically filling in placeholder final cat-

egories of unfinished constituents in the standard

phrase structure trees, before applying the right-

corner transform.

In order to fill in the placeholder with realistic

items, phrase completions are learned from cor-

pus statistics. First, this algorithm identifies an

unfinished constituent to be finished as well as its

existing children (in the continuing example, NP-

UNF with child labelled DT). Next, the corpus is

searched for fluent subtrees with matching root la-

bels and child labels (NP and DT), and a distri-

bution is computed of the actual completions of

those subtrees. In the model used in this work,

the most common completions are NN, NNS, and

NNP. The original NP-UNF subtree is then given a

placeholder completion by sampling from the dis-

tribution of completions computed above.

After this addition is complete, the UNF and

EDITED labels are removed from the reparandum

subtree, and if a restarted constituent of the same

type is a sibling of the reparandum (e.g. another

NP), the two subtrees are made siblings under a

new subtree with the same category label (NP).

See Figure 3 for a simple visual example of how

this works.

S

. . . EDITED

PP

IN

as

NP

DT

a

NN

eli

PP

IN

as

NP

NP

DT

a

NN

westerner

PP-LOC

IN

in

NP

NNP

india

. . .

Figure 3: Same tree as in Figure 1, with the un-

finished noun phrase now given a placeholder NN

completion (both bolded).

Next, these trees are modified using the right-

corner transform as shown in Figure 4. This tree

still contains placeholder words that will not be

in the text stream of an observed input sentence.

Thus, in the final step of the preprocessing algo-

rithm, the finished category label and the place-

holder right child are removed where found in a

right-corner tree. This results in a right-corner

transformed tree in which a unary child or right

PP

PP/NNP

PP/PP

PP/NP

PP/PP

PP

PP/NN

PP/NP

IN

as

DT

a

NN

eli

IN

as

NP

NP/NN

DT

a

NN

westerner

IN

in

NNP

india

Figure 4: Right-corner transformed tree with

placeholder finished phrase.

PP

PP/NNP

PP/PP

PP/NP

PP/PP

PP/NN

PP/NP

IN

as

DT

a

IN

as

NP

NP/NN

DT

a

NN

westerner

IN

in

NNP

india

Figure 5: Final right-corner transformed state af-

ter excising placeholder completions to unfinished

constituents. The bolded label indicates the signal

of an unfinished category reparandum.

child subtree having an unfinished constituent type

(a slash category, e.g. PP/NN in Figure 5) at its

root represents a reparandum with an unfinished

category. The tree then represents and processes

the rest of the repair in the same way as a coordi-

nation.

4 Evaluation

This model was evaluated on the Switchboard cor-

pus (Godfrey et al., 1992) of conversational tele-

phone speech between two human interlocuters.

The input to this system is the gold standard

word transcriptions, segmented into individual ut-

terances. For comparison to other similar systems,

the system was given the gold standard part of

speech for each input word as well. The standard

train/test breakdown was used, with sections 2 and

3 used for training, and subsections 0 and 1 of sec-

tion 4 used for testing. Several sentences from the

end of section 4 were used during development.

For training, the data set was first standardized

by removing punctuation, empty categories, ty-

pos, all categories representing repair structure,
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and partial words – anything that would be diffi-

cult or impossible to obtain reliably with a speech

recognizer.

The two metrics used here are the standard Par-

seval F-measure, and Edit-finding F. The first takes

the F-score of labeled precision and recall of the

non-terminals in a hypothesized tree relative to the

gold standard tree. The second measure marks

words in the gold standard as edited if they are

dominated by a node labeled EDITED, and mea-

sures the F-score of the hypothesized edited words

relative to the gold standard.

System Configuration Parseval-F Edited-F

Baseline CYK 71.05 18.03

Hale et al. 68.48 37.94

Plain RC Trees 69.07 30.89

Elided RC Trees 67.91 24.80

Merged RC Trees 68.88 27.63

Table 1: Results

Results of the testing can be seen in Ta-

ble 1. The first line (“Baseline CYK”) indi-

cates the results using a standard probabilistic

CYK parser, trained on the standardized input

trees. The following two lines are results from re-

implementations of the systems from Hale et al.

(2006) and Miller (2009). The line marked ‘Elided

trees’ gives current results. Surprisingly, this re-

sult proves to be lower than the previous results.

Two observations in the output of the parser on

the development set gave hints as to the reasons

for this performance loss.

First, repairs using the slash categories (for un-

finished reparanda) were rare (relative to finished

reparanda). This led to the suspicion that there

was a state-splitting phenomenon, where cate-

gories previously lumped together as EDITED-NP

were divided into several unfinished categories

(NP/NN, NP/NNS, etc.). To test this suspicion, an-

other experiment was performed where all unary

child and right child subtrees with unfinished cat-

egory labels X/Y were replaced with EDITED-X.

This result is shown in line five of Table 1. This

result improves on the elided version, and sug-

gests that the state-splitting effect is most likely

one cause of decreased performance.

The second effect in the parser output was the

presence of several very long reparanda (more

than ten words), which are highly unlikely in nor-

mal speech. This phenomenon does not occur

in the ‘Plain RC Trees’ condition. One explana-

tion for this effect is that plain RC trees use the

EDITED label in each rule of the reparandum (see

Figure 2 for a short real-world example). This

essentially creates a reparandum rule set, mak-

ing expansion of a reparandum difficult due to the

likelihood of a long chain eventually requiring a

reparandum rule that was not found in the train-

ing data, or was not learned correctly in the much

smaller set of reparandum-specific training data.

5 Conclusion and Future Work

In conclusion, this paper has presented a new

model for speech containing repairs that enforces

a clean separation between linguistic categories

and parsing operations. Performance was below

expectations, but analysis of the interesting rea-

sons for these results suggests future directions. A

model which explicitly represents the distance that

a speaker backtracks when making a repair would

prevent the parser from hypothesizing the unlikely

reparanda of great length.
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Abstract

This paper presents an efficient inference algo-
rithm of conditional random fields (CRFs) for
large-scale data. Our key idea is to decompose
the output label state into an active set and an
inactive set in which most unsupported tran-
sitions become a constant. Our method uni-
fies two previous methods for efficient infer-
ence of CRFs, and also derives a simple but
robust special case that performs faster than
exact inference when the active sets are suffi-
ciently small. We demonstrate that our method
achieves dramatic speedup on six standard nat-
ural language processing problems.

1 Introduction
Conditional random fields (CRFs) are widely used in
natural language processing, but extending them to
large-scale problems remains a significant challenge.
For simple graphical structures (e.g. linear-chain), an
exact inference can be obtained efficiently if the num-
ber of output labels is not large. However, for large
number of output labels, the inference is often pro-
hibitively expensive.

To alleviate this problem, researchers have begun to
study the methods of increasing inference speeds of
CRFs. Pal et al. (2006) proposed a Sparse Forward-
Backward (SFB) algorithm, in which marginal distribu-
tion is compressed by approximating the true marginals
using Kullback-Leibler (KL) divergence. Cohn (2006)
proposed a Tied Potential (TP) algorithm which con-
strains the labeling considered in each feature function,
such that the functions can detect only a relatively small
set of labels. Both of these techniques efficiently com-
pute the marginals with a significantly reduced runtime,
resulting in faster training and decoding of CRFs.

This paper presents an efficient inference algorithm
of CRFs which unifies the SFB and TP approaches. We
first decompose output labels states into active and in-
active sets. Then, the active set is selected by feasible
heuristics and the parameters of the inactive set are held
a constant. The idea behind our method is that not all
of the states contribute to the marginals, that is, only a

∗Parts of this work were conducted during the author’s
internship at Microsoft Research Asia.

small group of the labeling states has sufficient statis-
tics. We show that the SFB and the TP are special cases
of our method because they derive from our unified al-
gorithm with a different setting of parameters. We also
present a simple but robust variant algorithm in which
CRFs efficiently learn and predict large-scale natural
language data.

2 Linear-chain CRFs
Many versions of CRFs have been developed for use
in natural language processing, computer vision, and
machine learning. For simplicity, we concentrate on
linear-chain CRFs (Lafferty et al., 2001; Sutton and
McCallum, 2006), but the generic idea described here
can be extended to CRFs of any structure.

Linear-chain CRFs are conditional probability dis-
tributions over label sequences which are conditioned
on input sequences (Lafferty et al., 2001). Formally,
x = {xt}Tt=1 and y = {yt}Tt=1 are sequences of in-
put and output variables. Respectively, where T is the
length of sequence, xt ∈ X and yt ∈ Y where X is the
finite set of the input observations and Y is that of the
output label state space. Then, a first-order linear-chain
CRF is defined as:

pλ(y|x) =
1

Z(x)

T∏
t=1

Ψt(yt, yt−1,x), (1)

where Ψt is the local potential that denotes the factor
at time t, and λ is the parameter vector. Z(x) is a
partition function which ensures the probabilities of all
state sequences sum to one. We assume that the poten-
tials factorize according to a set of observation features
{φ1

k} and transition features {φ2
k}, as follows:

Ψt(yt, yt−1,x) =Ψ1
t (yt,x) ·Ψ2

t (yt, yt−1), (2)

Ψ1
t (yt,x) =e

∑
k λ1

kφ1
k(yt,x), (3)

Ψ2
t (yt, yt−1) =e

∑
k λ2

kφ2
k(yt,yt−1), (4)

where {λ1
k} and {λ2

k} are weight parameters which we
wish to learn from data.

Inference is significantly challenging both in learn-
ing and decoding CRFs. Time complexity isO(T |Y|2)
for exact inference (i.e., forward-backward and Viterbi
algorithm) of linear-chain CRFs (Lafferty et al., 2001).
The inference process is often prohibitively expensive
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when |Y| is large, as is common in large-scale tasks.
This problem can be alleviated by introducing approx-
imate inference methods based on reduction of the
search spaces to be explored.

3 Efficient Inference Algorithm
3.1 Method
The key idea of our proposed efficient inference
method is that the output label state Y can be decom-
posed to an active set A and an inactive set Ac. Intu-
itively, many of the possible transitions (yt−1 → yt) do
not occur, or are unsupported, that is, only a small part
of the possible labeling set is informative. The infer-
ence algorithm need not precisely calculate marginals
or maximums (more generally, messages) for unsup-
ported transitions. Our efficient inference algorithm
approximates the unsupported transitions by assigning
them a constant value. When |A| < |Y|, both train-
ing and decoding times are remarkably reduced by this
approach.

We first define the notation for our algorithm. Let
Ai be the active set andAc

i be the inactive set of output
label i where Yi = Ai ∪ Ac

i . We define Ai as:

Ai = {j|δ(yt = i, yt−1 = j) > ε} (5)

where δ is a criterion function of transitions (yt−1 →
yt) and ε is a hyperparameter. For clarity, we define the
local factors as:

Ψ1
t,i , Ψ1

t (yt = i,x), (6)

Ψ2
j,i , Ψ2

t (yt−1 = j, yt = i). (7)

Note that we can ignore the subscript t at Ψ2
t (yt−1 =

j, yt = i) by defining an HMM-like model, that is,
transition matrix Ψ2

j,i is independent of t.
As exact inference, we use the forward-backward

procedure to calculate marginals (Sutton and McCal-
lum, 2006). We formally describe here an efficient
calculation of α and β recursions for the forward-
backward procedure. The forward value αt(i) is the
sum of the unnormalized scores for all partial paths that
start at t = 0 and converge at yt = i at time t. The
backward value βt(i) similarly defines the sum of un-
normalized scores for all partial paths that start at time
t + 1 with state yt+1 = j and continue until the end
of the sequences, t = T + 1. Then, we decompose the
equations of exact α and β recursions as follows:

αt(i) = Ψ1
t,i

∑
j∈Ai

(
Ψ2

j,i − ω
)
αt−1(j) + ω

 , (8)

βt−1(j) =
∑
i∈Aj

Ψ1
t,i

(
Ψ2

j,i − ω
)
βt(i) + ω

∑
i∈Y

Ψ1
t,iβt(i),

(9)

where ω is a shared transition parameter value for set
Ac

i , that is, Ψ2
j,i = ω if j ∈ Ac

i . Note that
∑

i αt(i) = 1

(Sutton and McCallum, 2006). Because all unsup-
ported transitions in Ac

i are calculated simultaneously,
the complexities of Eq. (8) and (9) are approximately
O(T |Aavg||Y|) where |Aavg| is the average number of
states in the active set, i.e., 1

T

∑T
t=1 |Ai|. The worst

case complexity of our α and β equations isO(T |Y|2).
Similarly, we decompose a γ recursion for the

Viterbi algorithm as follows:

γt(i) = Ψ1
t,i

{
max

(
max
j∈Ai

Ψ2
j,iγt−1(j),max

j∈Y
ωγt−1(j)

)}
,

(10)

where γt(i) is the sum of unnormalized scores for the
best-scored partial path that starts at time t = 0 and
converges at yt = i at time t. Because ω is constant,
maxj∈Y γt−1(j) can be pre-calculated at time t − 1.
By analogy with Eq. (8) and (9), the complexity is ap-
proximately O(T |Aavg||Y|).
3.2 Setting δ and ω
To implement our inference algorithm, we need a
method of choosing appropriate values for the setting
function δ of the active set and for the constant value
ω of the inactive set. These two problems are closely
related. The size of the active set affects both the com-
plexity of inference algorithm and the quality of the
model. Therefore, our goal for selecting δ and ω is
to make a plausible assumption that does not sacrifice
much accuracy but speeds up when applying large state
tasks. We describe four variant special case algorithms.

Method 1: We set δ(i, j) = Z(L) and ω = 0 where
L is a beam set, L = {l1, l2, . . . , lm} and the sub-
partition function Z(L) is approximated by Z(L) ≈
αt−1(j). In this method, all sub-marginals in the inac-
tive set are totally excluded from calculation of the cur-
rent marginal. α and β in the inactive sets are set to 0
by default. Therefore, at each time step t the algorithm
prunes all states i in which αt(i) < ε. It also generates
a subset L of output labels that will be exploited in next
time step t + 1.1 This method has been derived the-
oretically from the process of selecting a compressed
marginal distribution within a fixed KL divergence of
the true marginal (Pal et al., 2006). This method most
closely resembles SFB algorithm; hence we refer an al-
ternative of SFB.

Method 2: We define δ(i, j) = |Ψ2
j,i−1| and ω = 1.

In practice, unsupported transition features are not pa-
rameterized2; this means that λk = 0 and Ψ2

j,i = 1
if j ∈ Ac

i . Thus, this method estimates nearly-exact

1In practice, dynamically selecting L increases the num-
ber of computations, and this is the main disadvantage of
Method 1. However, in inactive sets αt−1(j) = 0 by de-
fault; hence, we need not calculate βt−1(j). Therefore, it
counterbalances the extra computations in β recursion.

2This is a common practice in implementation of input
and output joint feature functions for large-scale problems.
This scheme uses only supported features that are used at
least once in the training examples. We call it the sparse
model. While a complete and dense feature model may per-
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CRFs if the hyperparameter is ε = 0; hence this cri-
terion does not change the parameter. Although this
method is simple, it is sufficiently efficient for training
and decoding CRFs in real data.

Method 3: We define δ(i, j) = Ep̃〈φ2
k(i, j)〉 where

Ep̃〈z〉 is an empirical count of event z in training data.
We also assign a real value for the inactive set, i.e.,
ω = c ∈ R, c 6= 0, 1. The value c is estimated in the
training phase; hence, c is a shared parameter for the
inactive set. This method is equivalent to TP (Cohn,
2006). By setting ε larger, we can achieve faster infer-
ence, a tradeoff exists between efficiency and accuracy.

Method 4: We define the shared parameter as a func-
tion of output label y in the inactive set, i.e., c(y). As in
Method 3, c(y) is estimated during the training phase.
When the problem expects different aspects of unsup-
ported transitions, this method would be better than us-
ing only one parameter c for all labels in inactive set.

4 Experiment
We evaluated our method on six large-scale natu-
ral language data sets (Table 1): Penn Treebank3

for part-of-speech tagging (PTB), phrase chunk-
ing data4 (CoNLL00), named entity recognition
data5 (CoNLL03), grapheme-to-phoneme conversion
data6 (NetTalk), spoken language understanding data
(Communicator) (Jeong and Lee, 2006), and fine-
grained named entity recognition data (Encyclopedia)
(Lee et al., 2007). The active set is sufficiently small in
Communicator and Encyclopedia despite their large
numbers of output labels. In all data sets, we selected
the current word,±2 context words, bigrams, trigrams,
and prefix and suffix features as basic feature templates.
A template of part-of-speech tag features was added for
CoNLL00, CoNLL03, and Encyclopedia. In particu-
lar, all tasks except PTB and NetTalk require assigning
a label to a phrase rather than to a word; hence, we used
standard “BIO” encoding. We used un-normalized log-
likelihood, accuracy and training/decoding times as our
evaluation measures. We did not use cross validation
and development set for tuning the parameter because
our goal is to evaluate the efficiency of inference algo-
rithms. Moreover, using the previous state-of-the-art
features we expect the achievement of better accuracy.

All our models were trained until parameter estima-
tion converged with a Gaussian prior variance of 4.
During training, a pseudo-likelihood parameter estima-
tion (Sutton and McCallum, 2006) was used as an ini-
tial weight (estimated in 30 iterations). We used com-
plete and dense input/output joint features for dense
model (Dense), and only supported features that are
used at least once in the training examples for sparse

form better, the sparse model performs well in practice with-
out significant loss of accuracy (Sha and Pereira, 2003).

3Penn Treebank3: Catalog No. LDC99T42
4http://www.cnts.ua.ac.be/conll2000/chunking/
5http://www.cnts.ua.ac.be/conll2003/ner/
6http://archive.ics.uci.edu/ml/

Table 1: Data sets: number of sentences in the train-
ing (#Train) and the test data sets (#Test), and number
of output labels (#Label). |Aω=1

avg | denotes the average
number of active set when ω = 1, i.e., the supported
transitions that are used at least once in the training set.

Set #Train #Test #Label |Aω=1
avg |

PTB 38,219 5462 45 30.01
CoNLL00 8,936 2,012 22 6.59
CoNLL03 14,987 3,684 8 4.13
NetTalk 18,008 2,000 51 22.18
Communicator 13,111 1,193 120 3.67
Encyclopedia 25,348 6,336 279 3.27

model (Sparse). All of our model variants were based
on Sparse model. For the hyper parameter ε, we empir-
ically selected 0.001 for Method 1 (this preserves 99%
of probability density), 0 for Method 2, and 4 for Meth-
ods 3 and 4. Note that ε for Methods 2, 3, and 4 indi-
cates an empirical count of features in training set. All
experiments were implemented in C++ and executed in
Windows 2003 with XEON 2.33 GHz Quad-Core pro-
cessor and 8.0 Gbyte of main memory.

We first show that our method is efficient for learning
CRFs (Figure 1). In all learning curves, Dense gener-
ally has a higher training log-likelihood than Sparse.
For PTB and Encyclopedia, results for Dense are not
available because training in a single machine failed
due to out-of-memory errors. For both Dense and
Sparse, we executed the exact inference method. Our
proposed method (Method 1∼4) performs faster than
Sparse. In most results, Method 1 was the fastest, be-
cause it was terminated after fewer iterations. How-
ever, Method 1 sometimes failed to converge, for ex-
ample, in Encyclopedia. Similarly, Method 3 and 4
could not find the optimal solution in the NetTalk data
set. Method 2 showed stable results.

Second, we evaluated the accuracy and decoding
time of our methods (Table 2). Most results obtained
using our method were as accurate as those of Dense
and Sparse. However, some results of Method 1, 3,
and 4 were significantly inferior to those of Dense and
Sparse for one of two reasons: 1) parameter estimation
failed (NetTalk and Encyclopedia), or 2) approximate
inference caused search errors (CoNLL00 and Com-
municator). The improvements of decoding time on
Communicator and Encyclopedia were remarkable.

Finally, we compared our method with two open-
source implementations of CRFs: MALLET7 and
CRF++8. MALLET can support the Sparse model, and
the CRF++ toolkit implements only the Dense model.
We compared them with Method 2 on the Commu-
nicator data set. In the accuracy measure, the re-
sults were 91.56 (MALLET), 91.87 (CRF++), and 91.92
(ours). Our method performs 5∼50 times faster for
training (1,774 s for MALLET, 18,134 s for CRF++,

7Ver. 2.0 RC3, http://mallet.cs.umass.edu/
8Ver. 0.51, http://crfpp.sourceforge.net/
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Figure 1: Result of training linear-chain CRFs: Un-normalized training log-likelihood and training times are
compared. Dashed lines denote the termination of training step.

Table 2: Decoding result; columns are percent accuracy (Acc), and decoding time in milliseconds (Time) measured
per testing example. ‘∗’ indicates that the result is significantly different from the Sparse model. N/A indicates
failure due to out-of-memory error.

Method PTB CoNLL00 CoNLL03 NetTalk Communicator Encyclopedia
Acc Time Acc Time Acc Time Acc Time Acc Time Acc Time

Dense N/A N/A 96.1 0.89 95.8 0.26 88.4 0.49 91.6 0.94 N/A N/A
Sparse 96.6 1.12 95.9 0.62 95.9 0.21 88.4 0.44 91.9 0.83 93.6 34.75
Method 1 96.8 0.74 95.9 0.55 ∗94.0 0.24 ∗88.3 0.34 91.7 0.73 ∗69.2 15.77
Method 2 96.6 0.92 ∗95.7 0.52 95.9 0.21 ∗87.4 0.32 91.9 0.30 93.6 4.99
Method 3 96.5 0.84 ∗94.2 0.51 95.9 0.24 ∗78.2 0.29 ∗86.7 0.30 93.7 6.14
Method 4 96.6 0.85 ∗92.1 0.51 95.9 0.24 ∗77.9 0.30 91.9 0.29 93.3 4.88

and 368 s for ours) and 7∼12 times faster for decod-
ing (2.881 ms for MALLET, 5.028 ms for CRF++, and
0.418 ms for ours). This result demonstrates that learn-
ing and decoding CRFs for large-scale natural language
problems can be efficiently solved using our method.

5 Conclusion
We have demonstrated empirically that our efficient in-
ference method can function successfully, allowing for
a significant speedup of computation. Our method links
two previous algorithms, the SFB and the TP. We have
also showed that a simple and robust variant method
(Method 2) is effective in large-scale problems.9 The
empirical results show a significant improvement in
the training and decoding speeds especially when the
problem has a large state space of output labels. Fu-
ture work will consider applications to other large-scale
problems, and more-general graph topologies.

9Code used in this work is available at
http://argmax.sourceforge.net/.
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Abstract

Maximum entropy (Maxent) is useful in
many areas. Iterative scaling (IS) methods
are one of the most popular approaches to
solve Maxent. With many variants ofIS
methods, it is difficult to understand them
and see the differences. In this paper, we
create a general and unified framework for
IS methods. This framework also connects
IS and coordinate descent (CD) methods.
Besides, we develop aCD method for
Maxent. Results show that it is faster than
existing iterative scaling methods1.

1 Introduction

Maximum entropy (Maxent) is widely used in
many areas such as natural language processing
(NLP) and document classification. Maxent mod-
els the conditional probability as:

Pw(y|x)≡Sw(x, y)/Tw(x), (1)

Sw(x, y)≡e
P

t wtft(x,y), Tw(x)≡∑
y Sw(x, y),

wherex indicates a context,y is the label of the
context, andw ∈ Rn is the weight vector. A
functionft(x, y) denotes thet-th feature extracted
from the contextx and the labely.

Given an empirical probability distribution
P̃ (x, y) obtained from training samples, Maxent
minimizes the following negative log-likelihood:

minw −
∑

x,y P̃ (x, y) log Pw(y|x)

=
∑

x P̃ (x) log Tw(x)−∑
t wtP̃ (ft),

(2)

whereP̃ (x) =
∑

y P̃ (x, y) is the marginal prob-

ability of x, andP̃ (ft) =
∑

x,y P̃ (x, y)ft(x, y) is
the expected value offt(x, y). To avoid overfit-
ting the training samples, some add a regulariza-
tion term and solve:
min

w
L(w)≡∑

x
P̃ (x)logTw(x)−∑

t
wtP̃(ft)+

P
tw

2
t

2σ2 ,

(3)
1A complete version of this work is athttp:

//www.csie.ntu.edu.tw/ ˜ cjlin/papers/
maxent_journal.pdf .

whereσ is a regularization parameter. We focus
on (3) instead of (2) because (3) is strictly convex.

Iterative scaling (IS) methods are popular in
training Maxent models. They all share the same
property of solving a one-variable sub-problem
at a time. Existing IS methods include general-
ized iterative scaling (GIS) by Darroch and Rat-
cliff (1972), improved iterative scaling (IIS) by
Della Pietra et al. (1997), and sequential condi-
tional generalized iterative scaling (SCGIS) by
Goodman (2002). In optimization, coordinate de-
scent (CD) is a popular method which alsosolves
a one-variable sub-problem at a time. With these
manyIS andCD methods, it is uneasy to see their
differences. In Section 2, we propose a unified
framework to describeIS andCD methods from
an optimization viewpoint. Using this framework,
we design a fastCD approach for Maxent in Sec-
tion 3. In Section 4, we compare the proposed
CD method withIS andLBFGS methods. Results
show that theCD method is more efficient.

Notation n is the number of features. The total
number of nonzeros in samples and the average
number of nonzeros per feature are respectively

#nz≡∑
x,y

∑
t:ft(x,y) 6=0 1 and l̄ ≡ #nz/n.

2 A Framework for IS Methods

2.1 The Framework

The one-variable sub-problem ofIS methods is re-
lated to the function reductionL(w+zet)−L(w),
whereet = [0, . . . , 0, 1, 0, . . . , 0]T . IS methods
differ in how they approximate the function reduc-
tion. They can also be categorized according to
whetherw’s components are sequentially or par-
allely updated. In this section, we create a frame-
work in Figure 1 for these methods.

Sequential update For a sequential-update
algorithm, once a one-variable sub-problem is
solved, the corresponding element inw is up-
dated. The neww is then used to construct the
next sub-problem. The procedure is sketched in
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Iterative scaling
Sequential update

FindAt(z) to approximate
L(w + zet)− L(w)

SCGIS

Let At(z) =
L(w+zet)−L(w)

CD

Parallel update

Find a separable functionA(z) to
approximateL(w + z)− L(w)

GIS, IIS
Figure 1: An illustration of various iterative scaling methods.

Algorithm 1 A sequential-updateIS method
While w is not optimal

For t = 1, . . . , n
1. Find an approximate functionAt(z) sat-

isfying (4).
2. Approximatelyminz At(z) to getz̄t.
3. wt ← wt + z̄t.

Algorithm 1. If thet-th component is selected for
update, a sequentialIS method solves the follow-
ing one-variable sub-problem:

minz At(z),
whereAt(z) bounds the function difference:

At(z) ≥ L(w + zet)− L(w)

=
∑

x P̃ (x) log Tw+zet (x)

Tw (x) + Qt(z)
(4)

and Qt(z)≡ 2wtz+z2

2σ2 − zP̃ (ft). (5)
An approximate functionAt(z) satisfying (4) does
not ensure that the function value is strictly de-
creasing. That is, the new function valueL(w +
zet) may be only the same asL(w). Therefore,
we can impose an additional condition

At(0) = 0 (6)
on the approximate functionAt(z). If A′

t(0) 6= 0
and assumēzt ≡ arg minz At(z) exists, with the
conditionAt(0)=0, we haveAt(z̄t)<0. This in-
equality and (4) then implyL(w + z̄tet)<L(w).
If A′

t(0) = ∇tL(w) = 0, the convexity ofL(w)
implies that we cannot decrease the function value
by modifying wt. Then we should move on to
modify other components ofw.

A CD method can be viewed as a sequentialIS
method. It solves the following sub-problem:

minz ACD
t (z) = L(w + zet)− L(w)

without any approximation. ExistingIS methods
consider approximations asAt(z) may be simpler
for minimization.

Parallel update A parallel IS method simul-
taneously constructsn independent one-variable
sub-problems. After (approximately) solving all
of them, the whole vectorw is updated. Algo-
rithm 2 gives the procedure. The differentiable
function A(z), z ∈ Rn, is an approximation of
L(w + z)− L(w) satisfying
A(z) ≥ L(w + z)− L(w), A(0) = 0, and

A(z) =
∑

t At(zt).
(7)

Similar to (4) and (6), the first two conditions en-

Algorithm 2 A parallel-updateIS method
While w is not optimal

1. Find approximate functionsAt(zt) ∀t satis-
fying (7).

2. Fort = 1, . . . , n
Approximatelyminzt At(zt) to getz̄t.

3. Fort = 1, . . . , n
wt ← wt + z̄t.

sure that the function value is strictly decreasing.
The last condition shows thatA(z) is separable, so

minz A(z) =
∑

t minzt At(zt).
That is,we can minimizeAt(zt),∀t simultaneously,
and then updatewt ∀t together. A parallel-update
method possesses nice implementation properties.
However, since it less aggressively updatesw, it
usually converges slower. IfA(z) satisfies (7),
takingz = ztet implies that (4) and (6) hold for
anyAt(zt). A parallel method could thus be trans-
formed to a sequential method using the same ap-
proximate function, but not vice versa.

2.2 Existing Iterative Scaling Methods

We introduceGIS, IIS and SCGIS via the pro-
posed framework.GIS andIIS use a parallel up-
date, butSCGIS is sequential. Their approximate
functions aim to bound the function reduction
L(w+z)−L(w)=

∑
xP̃ (x) logTw+z (x)

Tw (x) +
∑

tQt(zt),
(8)

whereTw(x) andQt(zt) are defined in (1) and (5),
respectively. ThenGIS, IIS andSCGIS use simi-
lar inequalities to get approximate functions. They
applylog α ≤ α− 1 ∀α > 0 to get
(8)≤∑

x,y
P̃ (x)Pw(y|x)(e

P
tztft(x,y)−1)+

∑
t

Qt(zt).

(9)
GIS defines
f# ≡ maxx,y f#(x, y), f#(x, y) ≡∑

t ft(x, y),
and adds a featurefn+1(x, y)≡f#−f#(x, y) with
zn+1 =0. Assumingft(x, y) ≥ 0, ∀t, x, y, and
using Jensen’s inequality

e
Pn+1

t=1
ft(x,y)

f# (ztf#) ≤∑n+1
t=1

ft(x,y)
f# eztf#

and

e
P

t ztft(x,y) ≤∑
t

ft(x,y)
f# eztf#

+ fn+1(x,y)
f# , (10)

we obtainn independent one-variable functions:

AGIS
t (zt) = eztf#−1

f#

∑
x,y P̃ (x)Pw(y|x)ft(x, y)

+ Qt(zt).
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IIS applies Jensen’s inequality

e
P

t
ft(x,y)

f#(x,y)
(ztf#(x,y)) ≤∑

t
ft(x,y)
f#(x,y)

eztf#(x,y)

on (9) to get the approximate function

AIIS
t (zt) =

∑
x,y

P̃ (x)Pw(y|x)ft(x, y) eztf#(x,y)−1
f#(x,y)

+ Qt(zt).
SCGIS is a sequential-update method. It replaces
f# in GIS with f#

t ≡ maxx,y ft(x, y). Usingztet

asz in (8), a derivation similar to (10) gives

eztft(x,y) ≤ ft(x,y)

f#
t

eztf
#
t + f#

t −ft(x,y)

f#
t

.

The approximate function ofSCGIS is

ASCGIS
t (zt) = eztf

#
t −1

f#
t

∑
x,yP̃ (x)Pw(y|x)ft(x, y)

+ Qt(zt).
We prove the linear convergence of existingIS

methods (proof omitted):

Theorem 1 Assume each sub-problem As
t (zt) is

exactly minimized, where s is IIS, GIS, SCGIS, or
CD. The sequence {wk} generated by any of these
four methods linearly converges. That is, there is
a constant µ ∈ (0, 1) such that
L(wk+1)−L(w∗) ≤ (1−µ)(L(wk)−L(w∗)),∀k,
where w∗ is the global optimum of (3).

2.3 Solving one-variable sub-problems

Without the regularization term, byA′
t(zt) = 0,

GIS andSCGIS both have a simple closed-form
solution of the sub-problem. With the regular-
ization term, the sub-problems no longer have a
closed-form solution. We discuss the cost of solv-
ing sub-problems by the Newton method, which
iteratively updateszt by

zt ← zt −As
t
′(zt)/As

t
′′(zt). (11)

Heres indicates anIS or aCD method.
Below we check the calculation ofAs

t
′(zt) as

the cost ofAs
t
′′(zt) is similar. We have

As
t
′(zt)=

∑
x,yP̃ (x)Pw(y|x)ft(x, y)eztfs(x,y)

+ Q′
t(zt)

(12)

where

fs(x, y) ≡


f# if s is GIS,

f#
t if s is SCGIS,

f#(x, y) if s is IIS.

ForCD,
ACD

t
′(zt)=Q′

t(zt)+
∑

x,yP̃ (x)Pw+ztet(y|x)ft(x, y).
(13)

The main cost is on calculatingPw(y|x) ∀x, y,
whenever w is updated. Parallel-update ap-
proaches calculatePw(y|x) once everyn sub-
problems, but sequential-update methods evalu-
atesPw(y|x) after every sub-problem. Consider
the situation of updatingw to w+ztet. By (1),

Table 1: Time for minimizingAt(zt) by the New-
ton method

CD GIS SCGIS IIS

1st Newton direction O(l̄) O(l̄) O(l̄) O(l̄)
Each subsequent
Newton direction

O(l̄) O(1) O(1) O(l̄)

obtainingPw+ztet(y|x) ∀x, y requires expensive
O(#nz) operations to evaluateSw+ztet(x, y) and
Tw+ztet(x) ∀x, y. A trick to trade memory for
time is to store allSw(x, y) andTw(x),
Sw+ztet(x, y)=Sw(x, y)eztft(x,y),

Tw+ztet(x)=Tw(x)+
∑

ySw(x, y)(eztft(x,y)−1).
Since Sw+ztet(x, y) = Sw(x, y) if ft(x, y) =
0, this procedure reduces the theO(#nz) opera-
tions to O(#nz/n) = O(l̄). However, it needs
extra spaces to store allSw(x, y) and Tw(x).
This trick for updatingPw(y|x) has been used
in SCGIS (Goodman, 2002). Thus, the first
Newton iteration of all methods discussed here
takes O(l̄) operations. For each subsequent
Newton iteration,CD needsO(l̄) as it calcu-
latesPw+ztet(y|x) wheneverzt is changed. For
GIS and SCGIS, if

∑
x,y P̃ (x)Pw(y|x)ft(x, y)

is stored at the first Newton iteration, then (12)
can be done inO(1) time. For IIS, because
f#(x, y) of (12) depends onx andy, we cannot
store

∑
x,y P̃ (x)Pw(y|x)ft(x, y) as in GIS and

SCGIS. Hence each Newton direction needsO(l̄).
We summarize the cost for solving sub-problems
in Table 1.

3 Comparison and a New CD Method
3.1 Comparison of IS/CD methods

From the above discussion, anIS or aCD method
falls into a place between two extreme designs:

At(zt) a loose bound ↔At(zt) a tight bound
Easy to minimizeAt(zt) Hard to minimizeAt(zt)

There is a tradeoff between the tightness to bound
the function difference and the hardness to solve
the sub-problem. To check howIS andCD meth-
ods fit into this explanation, we obtain relation-
ships of their approximate functions:

ACD
t (zt) ≤ ASCGIS

t (zt) ≤ AGIS
t (zt),

ACD
t (zt) ≤ AIIS

t (zt) ≤ AGIS
t (zt) ∀ zt.

(14)

The derivation is omitted. From (14),CD con-
siders more accurate sub-problems thanSCGIS
and GIS. However, to solve each sub-problem,
from Table 1,CD’s each Newton step takes more
time. The same situation occurs in comparing
IIS andGIS. Therefore, while a tightAt(zt) can
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give faster convergence by handling fewer sub-
problems, the total time may not be less due to
the higher cost of each sub-problem.

3.2 A Fast CD Method

We develop aCD method which is cheaper in
solving each sub-problem but still enjoys fast fi-
nal convergence. This method is modified from
Chang et al. (2008), aCD approach for linear
SVM. We approximately minimizeACD

t (z) by ap-
plying only one Newton iteration. The Newton di-
rection atz = 0 is now

d = −ACD
t

′
(0)/ACD

t
′′
(0). (15)

As taking the full Newton direction may not de-
crease the function value, we need a line search
procedure to findλ ≥ 0 such thatz = λd satisfies
the following sufficient decrease condition:
ACD

t (z)−ACD
t (0) = ACD

t (z) ≤ γzACD
t

′
(0), (16)

where γ is a constant in(0, 1/2). A simple
way to find λ is by sequentially checkingλ =
1, β, β2, . . . , whereβ ∈ (0, 1). The line search
procedure is guaranteed to stop (proof omitted).
We can further prove that near the optimum two
results hold: First, the Newton direction (15) sat-
isfies the sufficient decrease condition (16) with
λ=1. Then the cost for each sub-problem isO(l̄),
similar to that for exactly solving sub-problems of
GIS or SCGIS. This result is important as other-
wise each trial ofz = λd expensively costsO(l̄)
for calculatingACD

t (z). Second, taking one New-
ton direction of the tighterACD

t (zt) reduces the
functionL(w) more rapidly than exactly minimiz-
ing a looseAt(zt) of GIS, IIS or SCGIS. These
two results show that the newCD method im-
proves upon the traditionalCD by approximately
solving sub-problems, while still maintains fast
convergence.

4 Experiments

We apply Maxent models to part of
speech (POS) tagging forBROWN corpus
(http://www.nltk.org ) and chunk-
ing tasks for CoNLL2000 (http://www.
cnts.ua.ac.be/conll2000/chunking ).
We randomly split the BROWN corpus
to 4/5 training and 1/5 testing. Our im-
plementation is built upon OpenNLP
(http://maxent.sourceforge.net ).
We implementCD (the new one in Section 3.2),
GIS, SCGIS, andLBFGS for comparisons. We
include LBFGS as Malouf (2002) reported that
it is better than other approaches includingGIS
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Figure 2: First row: time versus the relative func-
tion value difference (17). Second row: time ver-
sus testing accuracy/F1. Time is in seconds.
and IIS. We useσ2 = 10, and setβ = 0.5 and
γ = 0.001 in (16).

We begin at checking time versus the relative
difference of the function value to the optimum:

L(w)− L(w∗)/L(w∗). (17)
Results are in the first row of Figure 2. We check
in the second row of Figure 2 about testing ac-
curacy/F1 versus training time. Among the three
IS/CD methods compared, the newCD approach
is the fastest.SCGIS comes the second, while
GIS is the last. This result is consistent with
the tightness of their approximation functions; see
(14). LBFGS has fast final convergence, but it
does not perform well in the beginning.

5 Conclusions

In summary, we create a general framework for
explainingIS methods. Based on this framework,
we develop a newCD method for Maxent. It is
more efficient than existingIS methods.
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Abstract

Recently, there is a growing interest in
working with tree-structured data in differ-
ent applications and domains such as com-
putational biology and natural language
processing. Moreover, many applications
in computational linguistics require the
computation of similarities over pair of
syntactic or semantic trees. In this context,
Tree Edit Distance (TED) has been widely
used for many years. However, one of the
main constraints of this method is to tune
the cost of edit operations, which makes
it difficult or sometimes very challenging
in dealing with complex problems. In this
paper, we propose an original method to
estimate and optimize the operation costs
in TED, applying the Particle Swarm Op-
timization algorithm. Our experiments on
Recognizing Textual Entailment show the
success of this method in automatic esti-
mation, rather than manual assignment of
edit costs.

1 Introduction

Among many tree-based algorithms, Tree Edit
Distance (TED) has offered many solutions for
various NLP applications such as information re-
trieval, information extraction, similarity estima-
tion and textual entailment. Tree edit distance is
defined as the minimum costly set of basic oper-
ations transforming one tree to another. In com-
mon, TED approaches use an initial fixed cost for
each operation.

Generally, the initial assigned cost to each edit
operation depends on the nature of nodes, appli-
cations and dataset. For example the probabil-
ity of deleting a function word from a string is
not the same as deleting a symbol in RNA struc-
ture. According to this fact, tree comparison may

be affected by application and dataset. A solu-
tion to this problem is assigning the cost to each
edit operation empirically or based on the expert
knowledge and recommendation. These methods
emerge a critical problem when the domain, field
or application is new and the level of expertise and
empirical knowledge is very limited.

Other approaches towards this problem tried to
learn a generative or discriminative probabilistic
model (Bernard et al., 2008) from the data. One
of the drawbacks of those approaches is that the
cost values of edit operations are hidden behind
the probabilistic model. Additionally, the cost can
not be weighted or varied according to the tree
context and node location.

In order to overcome these drawbacks, we are
proposing a stochastic method based on Particle
Swarm Optimization (PSO) to estimate the cost of
each edit operation based on the user defined ap-
plication and dataset. A further advantage of the
method, besides automatic learning of the opera-
tion costs, is to investigate the cost values in order
to better understand how TED approaches the ap-
plication and data in different domains.

As for the experiments, we learn a model for
recognizing textual entailment, based on TED,
where the input is a pair of strings represented as
syntactic dependency trees. Our results illustrate
that optimizing the cost of each operation can dra-
matically affect the accuracy and achieve a better
model for recognizing textual entailment.

2 Tree Edit Distance

Tree edit distance measure is a similarity metric
for rooted ordered trees. Assuming that we have
two rooted and ordered trees, it means that one
node in each tree is assigned as a root and the
children of each node are ordered. The edit op-
erations on the nodes a and b between trees are
defined as: Insertion (λ → a), Deletion (a → λ)
and Substitution (a → b). Each edit operation has
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an associated cost (denoted as γ(a → b)). An
edit script on two trees is a sequence of edit op-
erations changing a tree to another. Consequently,
the cost of an edit script is the sum of the costs of
its edit operations. Based on the main definition
of this approach, TED is the cost of minimum cost
edit script between two trees (Zhang and Shasha,
1989).

In the classic TED, a cost value is assigned to
each operation initially, and the distance is com-
puted based on the initial cost values. Considering
that the distance can vary in different domains and
datasets, converging to an optimal set of values for
operations is almost empirically impossible. In
the following sections, we propose a method for
estimating the optimum set of values for opera-
tion costs in TED algorithm. Our method is built
on adapting the PSO optimization approach as a
search process to automate the procedure of cost
estimation.

3 Particle Swarm Optimization

PSO is a stochastic optimization technique which
was introduced recently based on the social be-
haviour of bird flocking and fish schooling (Eber-
hart et al., 2001). PSO is one of the population-
based search methods which takes advantage of
the concept of social sharing of information. In
this algorithm each particle can learn from the ex-
perience of other particles in the same population
(called swarm). In other words, each particle in
the iterative search process would adjust its fly-
ing velocity as well as position not only based on
its own acquaintance but also other particles’ fly-
ing experience in the swarm. This algorithm has
found efficient in solving a number of engineering
problems. PSO is mainly built on the following
equations.

Xi = Xi + Vi (1)

Vi = ωVi + c1r1(Xbi −Xi)
+ c2r2(Xgi −Xi) (2)

To be concise, for each particle at each itera-
tion, the position Xi (Equation 1) and velocity Vi
(Equation 2) is updated. Xbi is the best position
of the particle during its past routes and Xgi is
the best global position over all routes travelled
by the particles of the swarm. r1 and r2 are ran-
dom variables drawn from a uniform distribution

in the range [0,1], while c1 and c2 are two accel-
eration constants regulating the relative velocities
with respect to the best local and global positions.
The weight ω is used as a tradeoff between the
global and local best positions. It is usually se-
lected slightly less than 1 for better global explo-
ration (Melgani and Bazi, 2008). Position opti-
mally is computed based on the fitness function
defined in association with the related problem.
Both position and velocity are updated during the
iterations until convergence is reached or iterations
attain the maximum number defined by the user.

4 Automatic Cost Optimization for TED

In this section we proposed a system for estimat-
ing and optimizing the cost of each edit operation
for TED. As mentioned earlier, the aim of this sys-
tem is to find the optimal set of operation costs to:
1) improve the performance of TED in different
applications, and 2) provide some information on
how different operations in TED approach an ap-
plication or dataset. In order to obtain this, the
system is developed using an optimization frame-
work based on PSO.

4.1 PSO Setup

One of the most important steps in applying PSO
is to define a fitness function, which could lead
the swarm to the optimized particles based on the
application and data. The choice of this function
is very crucial since, based on this, PSO evalu-
ates the quality of each candidate particle for driv-
ing the solution space to optimization. Moreover,
this function should be, possibly, application and
data independent, as well as flexible enough to be
adapted to the TED based problems. With the in-
tention of accomplishing these goals, we define
two main fitness functions as follows:

1) Bhattacharyya Distance: This statistical
measure determines the similarity of two discrete
probability distributions (Bhattacharyya, 1943).
In classification, this method is used to mea-
sure the distance between two different classes.
Put it differently, maximizing the Bhattacharyya
distance would increase the separability of two
classes.

2) Accuracy: By maximizing the accuracy ob-
tained from 10 fold cross-validation on the devel-
opment set, as the fitness function, we estimate the
optimized cost of the edit operations.
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4.2 Integrating TED with PSO

The procedure to estimate and optimize the cost
of edit operations in TED applying the PSO algo-
rithm, is as follows.

a) Initialization

1) Generate a random swarm of size n (cost of
edit operations).

2) For each position of the particle from the
swarm, obtain the fitness function value.

3) Set the best position of each particle with its
initial position (Xbi).

b) Search

4) Detect the best global position (Xgi) in the
swarm based on maximum value of the fit-
ness function over all explored routes.

5) Update the velocity of each particle (Vi).
6) Update the position of each particle (Xi).
7) For each candidate particle calculate the fit-

ness function.
8) Update the best position of each particle if

the current position has a larger value.

c) Convergence

9) Run till the maximum number of iteration
(in our case set to 10) is reached or start the
search process.

5 Experimental Design

Our experiments were conducted on the basis of
Recognizing Textual Entailment (RTE) datasets1.
Textual Entailment can be explained as an associ-
ation between a coherent text(T) and a language
expression, called hypothesis(H). The entailment
function for the pair T-H returns the true value
when the meaning of H can be inferred from the
meaning of T and false otherwise. In another
word, Textual Entailment can be defined as hu-
man reading comprehension task. One of the ap-
proaches to textual entailment problem is based on
the distance between T and H.

In this approach, the entailment score for a pair
is calculated on the minimal set of edit operations
that transform T into H. An entailment relation is
assigned to a T-H pair in the case that overall cost
of the transformations is below a certain thresh-
old. The threshold, which corresponds to tree edit

1http://www.pascal-network.org/Challenges/RTE1-4

distace, is empirically estimated over the dataset.
This method was implemented by (Kouylekov and
Magnini, 2005), based on TED algorithm (Zhang
and Shasha, 1989). Each RTE dataset includes
its own development and test set, however, RTE-4
was released only as a test set and the data from
RTE-1 to RTE-3 were exploited as development
set for evaluating RTE-4 data.

In order to deal with TED approach to textual
entailment, we used EDITS2 package (Edit Dis-
tance Textual Entailment Suite) (Magnini et al.,
2009). In addition, We partially exploit JSwarm-
PSO3 package with some adaptations as an im-
plementation of PSO algorithm. Each pair in the
datasets converted to two syntactic dependency
trees using Stanford statistical parser4, developed
in the Stanford university NLP group by (Klein
and Manning, 2003).

We conducted six different experiments in two
sets on each RTE dataset. The costs were esti-
mated on the training set, then we evaluate the es-
timated costs on the test set. In the first set of ex-
periments, we set a simple cost scheme based on
three operations. Implementing this cost scheme,
we expect to optimize the cost of each edit opera-
tion without considering that the operation costs
may vary based on different characteristics of a
node, such as size, location or content. The results
were obtained using: 1) The random cost assign-
ment, 2) Assigning the cost based on the exper-
tise knowledge and intuition (So called Intuitive),
and 3) Automatic estimated and optimized cost for
each operation. In the second case, we applied the
same cost values which was used in EDITS by its
developers (Magnini et al., 2009).

In the second set of experiments, we tried to
take advantage of an advanced cost scheme with
more fine-grained operations to assign a weight to
the edit operations based on the characteristics of
the nodes (Magnini et al., 2009). For example if a
node is in the list of stop-words, the deletion cost
should be different from the cost of deleting a con-
tent word. By this intuition, we tried to optimize 9
specialized costs for edit operations (A swarm of
size 9). At each experiment, both fitness functions
were applied and the best results were chosen for
presentation.

2http://edits.fbk.eu/
3http://jswarm-pso.sourceforge.net/
4http://nlp.stanford.edu/software/lex-parser.shtml
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Data set
Model RTE4 RTE3 RTE2 RTE1

Simple
Random 49.6 53.62 50.37 50.5
Intuitive 51.3 59.6 56.5 49.8
Optimized 56.5 61.62 58 58.12

Adv.
Random 53.60 52.0 54.62 53.5
Intuitive 57.6 59.37 57.75 55.5
Optimized 59.5 62.4 59.87 58.62

Baseline 57.19
RTE-4 Challenge 57.0

Table 1: Comparison of accuracy on all RTE
datasets based on optimized and unoptimized cost
schemes.

6 Results

Our results are summarized in Table 1. We show
the accuracy gained by a distance-based base-
line for textual entailment (Mehdad and Magnini,
2009) in compare with the results achieved by the
random, intuitive and optimized cost schemes us-
ing EDITS system. For the better comparison,
we also present the results of the EDITS system
(Cabrio et al., 2008) in RTE-4 challenge using
combination of different distances as features for
classification (Cabrio et al., 2008).

Table 1 shows that, in all datasets, accuracy im-
proved up to 9% by optimizing the cost of each
edit operation. Results prove that, the optimized
cost scheme enhances the quality of the system
performance even more than the cost scheme used
by the experts (Intuitive cost scheme). Further-
more, using the fine-grained and weighted cost
scheme for edit operations we could achieve the
highest results in accuracy. Moreover, by explor-
ing the estimated optimal cost of each operation,
we could find even some linguistics phenomena
which exists in the dataset. For instance, in most
of the cases, the cost of deletion was estimated
zero, which shows that deleting the words from
the text does not effect the distance in the entail-
ment pairs. In addition, the optimized model can
reflect more consistency and stability (from 58 to
62 in accuracy) than other models, while in unop-
timized models the result varies more, on different
datasets (from 50 in RTE-1 to 59 in RTE-3).

7 Conclusion

In this paper, we proposed a novel approach for es-
timating the cost of edit operations in TED. This
model has the advantage of being efficient and
more transparent than probabilistic approaches as
well as having less complexity. The easy imple-

mentation of this approach, besides its flexibility,
makes it suitable to be applied in real world appli-
cations. The experimental results on textual entail-
ment, as one of the challenging problems in NLP,
confirm our claim.
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Abstract

Most approaches to topic modeling as-
sume an independence between docu-
ments that is frequently violated. We
present an topic model that makes use
of one or more user-specified graphs de-
scribing relationships between documents.
These graph are encoded in the form of a
Markov random field over topics and serve
to encourage related documents to have
similar topic structures. Experiments on
show upwards of a 10% improvement in
modeling performance.

1 Introduction
One often wishes to apply topic models to large
document collections. In these large collections,
we usually have meta-information about how one
document relates to another. Perhaps two docu-
ments share an author; perhaps one document cites
another; perhaps two documents are published in
the same journal or conference. We often believe
that documents related in such a way should have
similar topical structures. We encode this in a
probabilistic fashion by imposing an (undirected)
Markov random field (MRF) on top of a standard
topic model (see Section 3). The edge potentials
in the MRF encode the fact that “connected” doc-
uments should share similar topic structures, mea-
sured by some parameterized distance function.
Inference in the resulting model is complicated
by the addition of edge potentials in the MRF.
We demonstrate that a hybrid Gibbs/Metropolis-
Hastings sampler is able to efficiently explore the
posterior distribution (see Section 4).

In experiments (Section 5), we explore several
variations on our basic model. The first is to ex-
plore the importance of being able to tune the
strength of the potentials in the MRF as part of the
inference procedure. This turns out to be of utmost
importance. The second is to study the importance

of the form of the distance metric used to specify
the edge potentials. Again, this has a significant
impact on performance. Finally, we consider the
use of multiple graphs for a single model and find
that the power of combined graphs also leads to
significantly better models.

2 Background
Probabilistic topic models propose that text can
be considered as a mixture of words drawn from
one or more “topics” (Deerwester et al., 1990;
Blei et al., 2003). The model we build on is la-
tent Dirichlet allocation (Blei et al., 2003) (hence-
forth, LDA). LDA stipulates the following gener-
ative model for a document collection:

1. For each document d = 1 . . . D:

(a) Choose a topic mixture θd ∼ Dir(α)
(b) For each word in d, n = 1 . . . Nd:

i. Choose a topic zdn ∼Mult(θd)
ii. Choose a word wdn ∼Mult(βzdn

)

Here, α is a hyperparameter vector of length K,
where K is the desired number of topics. Each
document has a topic distribution θd over these
K topics and each word is associated with pre-
cisely one topic (indicated by zdn). Each topic
k = 1 . . .K is a unigram distribution over words
(aka, a multinomial) parameterized by a vector
βk. The associated graphical model for LDA is
shown in Figure 1. Here, we have added a few
additional hyperparameters: we place a Gam(a, b)
prior independently on each component of α and
a Dir(η, . . . , η) prior on each of the βs.

The joint distribution over all random variables
specified by LDA is:

p(α,θ,z,β,w) =
Y
k

Gam(αk | a, b)Dir(βk | η) (1)Y
d

Dir(θd | α)
Y
n

Mult(zdn | θd)Mult(wdn | βzdn
)

Many inference methods have been developed
for this model; the approach upon which we
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Figure 1: Graphical model for LDA.

build is the collapsed Gibbs sampler (Griffiths and
Steyvers, 2006). Here, the random variables β and
θ are analytically integrated out. The main sam-
pling variables are the zdn indicators (as well as
the hyperparameters: η and a, b). The conditional
distribution for zdn conditioned on all other vari-
ables in the model gives the following Gibbs sam-
pling distribution p(zdn = k):

#−dn
z=k + αkP

k′(#
−dn
z=k′ + αk′)

#−dn
z=k,w=wdn

+ ηP
k′(#

−dn
z=k′,w=wdn

+ η)
(2)

Here, #−dnχ denotes the number of times event
χ occurs in the entire corpus, excluding word n
in document d. Intuitively, the first term is a
(smoothed) relative frequency of topic k occur-
ring; the second term is a (smoothed) relative fre-
quency of topic k giving rise to word wdn.

A Markov random field specifies a joint dis-
tribution over a collection of random variables
x1, . . . , xN . An undirected graph structure stip-
ulates how the joint distribution factorizes over
these variables. Given a graph G = (V,E), where
V = {x1, . . . , xN}, let C denote a subset of all
the cliques of G. Then, the MRF specifies the joint
distribution as: p(x) = 1

Z

∏
c∈C ψc(xc). Here,

Z =
∑

x

∏
c∈C ψc(xc) is the partition function,

xc is the subset of x contained in clique c and ψc
is any non-negative function that measures how
“good” a particular configuration of variables xc
is. The ψs are called potential functions.

3 Markov Random Topic Fields
Suppose that we have access to a collection of
documents, but do not believe that these docu-
ments are all independent. In this case, the gener-
ative story of LDA no longer makes sense: related
documents are more likely to have “similar” topic
structures. For instance, in the scientific commu-
nity, if paper A cites paper B, we would (a priori)
expect the topic distributions for papers A and B
to be related. Similarly, if two papers share an au-
thor, we might expect them to be topically related.

Doc 1 Doc 2

Doc 3

Doc 4Doc 5

Doc 6

wzθ
N

wzθ
N

wzθ
N

wzθ
N

wzθ
N

wzθ
N

Figure 2: Example Markov Random Topic Field (variables
α and β are excluded for clarify).

Of if they are both published at EMNLP. Or if they
are published in the same year, or come out of the
same institution, or many other possibilities.

Regardless of the source of this notion of simi-
larity, we suppose that we can represent the rela-
tionship between documents in the form of a graph
G = (V,E). The vertices in this graph are the doc-
uments and the edges indicate relatedness. Note
that the resulting model will not be fully genera-
tive, but is still probabilistically well defined.

3.1 Single Graph
There are multiple possibilities for augmenting
LDA with such graph structure. We could “link”
the topic distributions θ over related documents;
we could “like” the topic indicators z over related
documents. We consider the former because it
leads to a more natural model. The idea is to “un-
roll” the D-plate in the graphical model for LDA
(Figure 1) and connect (via undirected links) the
θ variables associated with connected documents.
Figure 2 shows an example MRTF over six docu-
ments, with thick edges connecting the θ variables
of “related” documents. Note that each θ still has
α as a parent and each w has β as a parent: these
are left off for figure clarity.

The model is a straightforward “integration” of
LDA and an MRF specified by the document re-
lationships G. We begin with the joint distribution
specified by LDA (see Eq (1)) and add in edge po-
tentials for each edge in the document graph G that
“encourage” the topic distributions of neighboring
documents to be similar. The potentials all have
the form:

ψd,d′(θd,θd′) = exp
[−`d,d′ρ(θd,θd′)] (3)

Here, `d,d′ is a “measure of strength” of the im-
portance of the connection between d and d′ (and
will be inferred as part of the model). ρ is a dis-
tance metric measuring the dissimilarity between
θd and θd′ . For now, this is Euclidean distance
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(i.e., ρ(θd,θd′) = ||θd − θd′ ||); later, we show
that alternative distance metrics are preferable.

Adding the graph structure necessitates the ad-
dition of hyperparameters `e for every edge e ∈ E.
We place an exponential prior on each 1/`e with
parameter λ: p(`e | λ) = λ exp(−λ/`e). Finally,
we place a vague Gam(λa, λb) prior on λ.

3.2 Multiple Graphs
In many applications, there may be multiple
graphs that apply to the same data set, G1, . . . ,GJ .
In this case, we construct a single MRF based on
the union of these graph structures. Each edge now
has L-many parameters (one for each graph j) `je.
Each graph also has its own exponential prior pa-
rameter λj . Together, this yields:

ψd,d′(θd,θd′) = exp
[
−
∑
j

`jd,d′ρ(θd,θd′)
]

(4)

Here, the sum ranges only over those graphs
that have (d, d′) in their edge set.

4 Inference
Inference in MRTFs is somewhat complicated
from inference in LDA, due to the introduction
of the additional potential functions. In partic-
ular, while it is possible to analytically integrate
out θ in LDA (due to multinomial/Dirichlet con-
jugacy), this is no longer possible in MRTFs. This
means that we must explicitly represent (and sam-
ple over) the topic distributions θ in the MRTF.

This means that we must sample over the fol-
lowing set of variables: α, θ, z, ` and λ. Sam-
pling for α remains unchanged from the LDA
case. Sampling for variables except θ is easy:

zdn = k : θdk
#−dnz=k,w=wdn

+ η∑
k′(#

−dn
z=k′,w=wdn

+ η)
(5)

1/`d,d′ ∼ Exp
(
λ+ ρ(θd,θd′)

)
(6)

λ ∼ Gam
(
λa + |E| , λb +

∑
e

`e

)
(7)

The latter two follow from simple conjugacy.
When we use multiple graphs, we assign a sepa-
rate λ for each graph.

For sampling θ, we resort to a Metropolis-
Hastings step. Our proposal distribution is the
Dirichlet posterior over θ, given all the current as-
signments. The acceptance probability then just
depends on the graph distances. In particular,
once θd is drawn from the posterior Dirichlet, the
acceptance probability becomes

∏
d′∈N (d) ψd,d′ ,

where N (d) denotes the neighbors of d. For each
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Figure 3: Held-out perplexity for different graphs.

document, we run 10 Metropolis steps; the accep-
tance rates are roughly 25%.

5 Experiments

Our experiments are on a collection for 7441 doc-
ument abstracts crawled from CiteSeer. The crawl
was seeded with a collection of ten documents
from each of: ACL, EMNLP, SIGIR, ICML,
NIPS, UAI. This yields 650 thousand words of text
after remove stop words. We use the following
graphs (number in parens is the number of edges):

auth: shared author (47k)
book: shared booktitle/journal (227k)
cite: one cites the other (18k)
http: source file from same domain (147k)
time: published within one year (4122k)
year: published in the same year (2101k)

Other graph structures are of course possible, but
these were the most straightforward to cull.

The first thing we look at is convergence of
the samplers for the different graphs. See Fig-
ure 3. Here, we can see that the author graph and
the citation graph provide improved perplexity to
the straightforward LDA model (called “*none*”),
and that convergence occurs in a few hundred iter-
ations. Due to their size, the final two graphs led
to significantly slower inference than the first four,
so results with those graphs are incomplete.

Tuning Graph Parameters. The next item we
investigate is whether it is important to tune the
graph connectivity weights (the ` and λ variables).
It turns out this is incredibly important; see Fig-
ure 4. This is the same set of results as Figure 3,
but without ` and λ tuning. We see that the graph-
based methods do not improve over the baseline.
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Figure 4: Held-out perplexity for difference graph struc-
tures without graph parameter tuning.
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Figure 5: Held-out perplexity for different distance metrics.

Distance Metric. Next, we investigate the use of
different distance metrics. We experiments with
Bhattacharyya, Hellinger, Euclidean and logistic-
Euclidean. See Figure 5 (this is just for the auth
graph). Here, we see that Bhattacharyya and
Hellinger (well motivated distances for probability
distributions) outperform the Euclidean metrics.

Using Multiple Graphs Finally, we compare
results using combinations of graphs. Here, we
run every sampler for 500 iterations and compute
standard deviations based on ten runs (year and
time are excluded). The results are in Table 1.
Here, we can see that adding graphs (almost) al-
ways helps and never hurts. By adding all the
graphs together, we are able to achieve an abso-
lute reduction in perplexity of 9 points (roughly
10%). As discussed, this hinges on the tuning of
the graph parameters to allow different graphs to
have different amounts of influence.

6 Discussion
We have presented a graph-augmented model for
topic models and shown that a simple combined
Gibbs/MH sampler is efficient in these models.

*none* 92.1

http 92.2

book 90.2

cite 88.4

auth 87.9

book+http 89.9

cite+http 88.6

auth+http 88.0

book+cite 86.9

auth+book 85.1

auth+cite 84.3

book+cite+http 87.9

auth+cite+http 85.5

auth+book+http 85.3

auth+book+cite 83.7

all 83.1

Table 1: Comparison of held-out perplexities for vary-
ing graph structures with two standard deviation error bars;
grouped by number of graphs. Grey bars are indistinguish-
able from best model in previous group; blue bars are at least
two stddevs better; red bars are at least four stddevs better.

Using data from the scientific domain, we have
shown that we can achieve significant reductions
in perplexity on held-out data using these mod-
els. Our model resembles recent work on hyper-
text topic models (Gruber et al., 2008; Sun et al.,
2008) and blog influence (Nallapati and Cohen,
2008), but is specifically tailored toward undi-
rected models. Ours is an alternative to the re-
cently proposed Markov Topic Models approach
(Wang et al., 2009). While the goal of these two
models is similar, the approaches differ fairly dra-
matically: we use the graph structure to inform
the per-document topic distributions; they use the
graph structure to inform the unigram models as-
sociated with each topic. It would be worthwhile
to directly compare these two approaches.
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Abstract

Most of the existing multi-document
summarization methods decompose the
documents into sentences and work
directly in the sentence space using a
term-sentence matrix. However, the
knowledge on the document side, i.e. the
topics embedded in the documents, can
help the context understanding and guide
the sentence selection in the summariza-
tion procedure. In this paper, we propose a
new Bayesian sentence-based topic model
for summarization by making use of both
the term-document and term-sentence
associations. An efficient variational
Bayesian algorithm is derived for model
parameter estimation. Experimental
results on benchmark data sets show the
effectiveness of the proposed model for
the multi-document summarization task.

1 Introduction

With the continuing growth of online text
resources, document summarization has found
wide-ranging applications in information retrieval
and web search. Many multi-document summa-
rization methods have been developed to extract
the most important sentences from the documents.
These methods usually represent the documents
as term-sentence matrices (where each row rep-
resents a sentence and each column represents a
term) or graphs (where each node is a sentence
and each edge represents the pairwise relationship
among corresponding sentences), and ranks the
sentences according to their scores calculated by a
set of predefined features, such as term frequency-
inverse sentence frequency (TF-ISF) (Radev et al.,
2004; Lin and Hovy, 2002), sentence or term
position (Yih et al., 2007), and number of key-

words (Yih et al., 2007). Typical existing summa-
rization methods include centroid-based methods
(e.g., MEAD (Radev et al., 2004)), graph-ranking
based methods (e.g., LexPageRank (Erkan and
Radev, 2004)), non-negative matrix factorization
(NMF) based methods (e.g., (Lee and Seung,
2001)), Conditional random field (CRF) based
summarization (Shen et al., 2007), and LSA based
methods (Gong and Liu, 2001).

There are two limitations with most of the exist-
ing multi-document summarization methods: (1)
They work directly in the sentence space and many
methods treat the sentences as independent of each
other. Although few work tries to analyze the
context or sequence information of the sentences,
the document side knowledge, i.e. the topics em-
bedded in the documents are ignored. (2) An-
other limitation is that the sentence scores calcu-
lated from existing methods usually do not have
very clear and rigorous probabilistic interpreta-
tions. Many if not all of the sentence scores
are computed using various heuristics as few re-
search efforts have been reported on using genera-
tive models for document summarization.

In this paper, to address the above issues,
we propose a new Bayesian sentence-based topic
model for multi-document summarization by mak-
ing use of both the term-document and term-
sentence associations. Our proposal explicitly
models the probability distributions of selecting
sentences given topics and provides a principled
way for the summarization task. An efficient vari-
ational Bayesian algorithm is derived for estimat-
ing model parameters.

2 Bayesian Sentence-based Topic Models
(BSTM)

2.1 Model Formulation
The entire document set is denoted byD. For each
document d ∈ D, we consider its unigram lan-
guage model,
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p(W
n
1 |θd) =

n∏
i=1

p(Wi|θd),

where θd denotes the model parameter for docu-
ment d,Wn

1 denotes the sequence of words {Wi ∈
W}ni=1, i.e. the content of the document. W is the
vocabulary. As topic models, we further assume
the unigram model as a mixture of several topic
unigram models,

p(Wi|θd) =
∑

Ti∈T
p(Wi|Ti)p(Ti|θd),

where T is the set of topics. Here, we assume
that given a topic, generating words is independent
from the document, i.e.

p(Wi|Ti, θd) = p(Wi|Ti).

Instead of freely choosing topic unigram mod-
els, we further assume that topic unigram models
are mixtures of some existing base unigram mod-
els, i.e.

p(Wi|Ti) =
∑
s∈S

p(Wi|Si = s)p(Si = s|Ti),

where S is the set of base unigram models. Here,
we use sentence language models as the base mod-
els. One benefit of this assumption is that each
topic is represented by meaningful sentences, in-
stead of directly by keywords. Thus we have

p(Wi|θd) =
∑
t∈T

∑
s∈S

p(Wi|Si = s)p(Si = s|Ti = t)p(Ti = t|θd).

Here we use parameter Ust for the probability
of choosing base model s given topic t, p(Si =
s|Ti = t) = Ust, where

∑
s Ust = 1. We use

parameters {θd} for the probability of choosing
topic t given document d, where

∑
t Θdt = 1.

We assume that the parameters of base models,
{Bws}, are given, i.e. p(Wi = w|Si = s) = Bws,
where

∑
w Bws = 1. Usually, we obtain Bws by

empirical distribution words of sentence s.

2.2 Parameter Estimation
For summarization task, we concern how to de-
scribe each topic with the given sentences. This
can be answered by the parameter of choosing
base model s given topic t, Ust. Comparing to
parameter Ust, we concern less about the topic
distribution of each document, i.e. Θdt. Thus
we choose Bayesian framework to estimate Ust by
marginalizing Θdt. To do so, we assume a Dirich-
let prior for Θd· ∼ Dir(α), where vector α is a
hyperparameter. Thus the likelihood is

f(U;Y) =
∏
d

∫ ∏
i

p(Yid|θd)π(θd|α)dθd

= B(α)
−D

∫ ∏
id

[BUΘ
>

]
Yid
id ×

∏
dk

Θ
αk−1
dk d Θ.

(1)

As Eq. (1) is intractable, LDA (Blei et al., 2001)
applies variational Bayesian, which is to maximize
a variational bound of the integrated likelihood.
Here we write the variational bound.

Definition 1 The variational bound is

f̃(U, V;Y) =
∏
d

B(α + γd,·)

B(α)

∏
vkwd

(
BwvUvk

φvk;wd

)Ywdφvk;wd

(2)

where the domain of V isV = {V ∈ RD×K
+ :

∑
k Vdk =

1}, φvk;wd = BwvUvkVdk/[BUV>]wd, γdk =
∑

wv Ywdφvk;wd.

We have the following proposition.

Proposition 1 f(U;Y) ≥ supV∈V f̃(U,V;Y).

Actually the optimum of this variational bound is
the same as that obtained variational Bayesian ap-
proach. Due to the space limit, the proof of the
proposition is omitted.

3 The Iterative Algorithm

The LDA algorithm (Blei et al., 2001) em-
ployed the variational Bayesian paradigm, which
estimates the optimal variation bound for each U.
The algorithm requires an internal Expectation-
Maximization (EM) procedure to find the optimal
variational bound. The nested EM slows down
the optimization procedure. To avoid the internal
EM loop, we can directly optimize the variational
bound to obtain the update rules.

3.1 Algorithm Derivation
First, we define the concept of Dirichlet adjust-
ment, which is used in the algorithm for vari-
ational update rules involving Dirichlet distribu-
tion. Then, we define some notations for the up-
date rules.
Definition 2 We call vector y of size K is the
Dirichlet adjustment of vector x of size K with re-
spect to Dirichlet distribution DK(α) if

yk = exp(Ψ(αk + xk)−Ψ(
∑

l

(αl + xl))),

where Ψ(·) is digamma function. We denote it by
y = PD(x;α).

We denote element-wise product of matrix X and
matrix Y by X ◦ Y, element-wise division by
X
Y , obtaining Y via normalizing of each column

of X as Y 1← X, and obtaining Y via Dirich-
let adjustment PD(·;α) and normalization of each
row of X as PD(·;α),2←− , i.e., z = PD((Xd,·)>; α) and
Yd,k = zk/

∑
k zk. The following is the update rules

for LDA:
U

1← B
>
[

Y

BŨṼ
>

]
Ṽ ◦ Ũ (3)

V
PD(·;α),2←

[
Y

BUṼ
>

]>
(BU) ◦ Ṽ (4)
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Algorithm 1 Iterative Algorithm

Input: Y : term-document matrix
B : term-sentence matrix
K : the number of latent topics

Output: U : sentence-topic matrix
V : auxiliary document-topic matrix

1: Randomly initialize U and V, and normalize them
2: repeat
3: Update U using Eq. (3);
4: Update V using Eq. (4);
5: Compute f̃ using Eq. (2);
6: until f̃ converges.

3.2 Algorithm Procedure
The detail procedure is listed as Algorithm 1.
¿From the sentence-topic matrix U, we include
the sentence with the highest probability in each
topic into the summary.

4 Relations with Other Models

In this section, we discuss the connections and
differences of our BSTM model with two related
models.

Recently, a new language model, factorization
with sentence bases (FGB) (Wang et al., 2008) is
proposed for document clustering and summariza-
tion by making use of both term-document matrix
Y and term-sentence matrix B. The FGB model
computes two matrices U and V by optimizing

U, V = arg min
U,V

`(U, V),

where
`(U, V) = KL

(
Y‖BUV

>)− ln Pr(U, V).

Here, Kullback-Leibler divergence is used to mea-
sure the difference between the distributions of Y
and the estimated BUV>. Our BSTM is similar
to the FGB summarization since they are all based
on sentence-based topic model. The difference is
that the document-topic allocation V is marginal-
ized out in BSTM. The marginalization increases
the stability of the estimation of the sentence-topic
parameters. Actually, from the algorithm we can
see that the difference lies in the Dirichlet adjust-
ment. Experimental results show that our BSTM
achieves better summarization results than FGB
model.

Our BSTM model is also related to 3-
factor non-negative matrix factorization (NMF)
model (Ding et al., 2006) where the problem is to
solve U and V by minimizing

`F (U, V) = ‖Y −BUV
>‖2F . (5)

Both BSTM and NMF models are used for solv-
ing U and V and have similar multiplicative up-
date rules. Note that if the matrix B is the identity

matrix, Eq. (5) leads to the derivation of the NMF
algorithm with Frobenius norm in (Lee and Seung,
2001). However, our BSTM model is a generative
probabilistic model and makes use of Dirichlet ad-
justment. The results obtained in our model have
clear and rigorous probabilistic interpretations that
the NMF model lacks. In addition, by marginaliz-
ing out V, our BSTM model leads to better sum-
marization results.

5 Experimental Results

5.1 Data Set
To evaluate the summarization results empirically,
we use the DUC2002 and DUC2004 data sets,
both of which are open benchmark data sets from
Document Understanding Conference (DUC) for
generic automatic summarization evaluation. Ta-
ble 1 gives a brief description of the data sets.

DUC2002 DUC2004

number of
document collections 59 50
number of documents ∼10 10

in each collection
data source TREC TDT

summary length 200 words 665bytes

Table 1: Description of the data sets for multi-document

summarization

Systems ROUGE-1 ROUGE-2 ROUGE-L ROUGE-SU

DUC Best 0.49869 0.25229 0.46803 0.28406
Random 0.38475 0.11692 0.37218 0.18057
Centroid 0.45379 0.19181 0.43237 0.23629

LexPageRank 0.47963 0.22949 0.44332 0.26198
LSA 0.43078 0.15022 0.40507 0.20226
NMF 0.44587 0.16280 0.41513 0.21687
KM 0.43156 0.15135 0.40376 0.20144
FGB 0.48507 0.24103 0.45080 0.26860

BSTM 0.48812 0.24571 0.45516 0.27018

Table 2: Overall performance comparison on DUC2002

data using ROUGE evaluation methods.

Systems ROUGE-1 ROUGE-2 ROUGE-L ROUGE-SU

DUC Best 0.38224 0.09216 0.38687 0.13233
Random 0.31865 0.06377 0.34521 0.11779
Centroid 0.36728 0.07379 0.36182 0.12511

LexPageRank 0.37842 0.08572 0.37531 0.13097
LSA 0.34145 0.06538 0.34973 0.11946
NMF 0.36747 0.07261 0.36749 0.12918
KM 0.34872 0.06937 0.35882 0.12115
FGB 0.38724 0.08115 0.38423 0.12957

BSTM 0.39065 0.09010 0.38799 0.13218

Table 3: Overall performance comparison on DUC2004 data using

ROUGE evaluation methods.

5.2 Implemented Systems
We implement the following most widely used
document summarization methods as the base-
line systems to compare with our proposed BSTM
method. (1) Random: The method selects sen-
tences randomly for each document collection.
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(2) Centroid: The method applies MEAD algo-
rithm (Radev et al., 2004) to extract sentences ac-
cording to the following three parameters: cen-
troid value, positional value, and first-sentence
overlap. (3) LexPageRank: The method first con-
structs a sentence connectivity graph based on
cosine similarity and then selects important sen-
tences based on the concept of eigenvector cen-
trality (Erkan and Radev, 2004). (4) LSA: The
method performs latent semantic analysis on terms
by sentences matrix to select sentences having
the greatest combined weights across all impor-
tant topics (Gong and Liu, 2001). (5) NMF: The
method performs non-negative matrix factoriza-
tion (NMF) on terms by sentences matrix and then
ranks the sentences by their weighted scores (Lee
and Seung, 2001). (6) KM: The method performs
K-means algorithm on terms by sentences matrix
to cluster the sentences and then chooses the cen-
troids for each sentence cluster. (7) FGB: The
FGB method is proposed in (Wang et al., 2008).

5.3 Evaluation Measures
We use ROUGE toolkit (version 1.5.5) to measure
the summarization performance, which is widely
applied by DUC for performance evaluation. It
measures the quality of a summary by counting the
unit overlaps between the candidate summary and
a set of reference summaries. The full explanation
of the evaluation toolkit can be found in (Lin and
E.Hovy, 2003). In general, the higher the ROUGE
scores, the better summarization performance.

5.4 Result Analysis
Table 2 and Table 3 show the comparison results
between BSTM and other implemented systems.
From the results, we have the follow observa-
tions: (1) Random has the worst performance.
The results of LSA, KM, and NMF are similar
and they are slightly better than those of Random.
Note that LSA and NMF provide continuous so-
lutions to the same K-means clustering problem
while LSA relaxes the non-negativity of the clus-
ter indicator of K-means and NMF relaxes the
orthogonality of the cluster indicator (Ding and
He, 2004; Ding et al., 2005). Hence all these
three summarization methods perform clustering-
based summarization: they first generate sentence
clusters and then select representative sentences
from each sentence cluster. (2) The Centroid sys-
tem outperforms clustering-based summarization
methods in most cases. This is mainly because
the Centroid based algorithm takes into account

positional value and first-sentence overlap which
are not used in clustering-based summarization.
(3) LexPageRank outperforms Centroid. This is
due to the fact that LexPageRank ranks the sen-
tence using eigenvector centrality which implic-
itly accounts for information subsumption among
all sentences (Erkan and Radev, 2004). (4) FGB
performs better than LexPageRank. Note that
FGB model makes use of both term-document and
term-sentence matrices. Our BSTM model outper-
forms FGB since the document-topic allocation is
marginalized out in BSTM and the marginaliza-
tion increases the stability of the estimation of the
sentence-topic parameters. (5) Our BSTM method
outperforms all other implemented systems and its
performance is close to the results of the best team
in the DUC competition. Note that the good per-
formance of the best team in DUC benefits from
their preprocessing on the data using deep natural
language analysis which is not applied in our im-
plemented systems.

The experimental results provide strong evi-
dence that our BSTM is a viable method for docu-
ment summarization.
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Abstract

The GIVE Challenge is a recent shared
task in which NLG systems are evaluated
over the Internet. In this paper, we validate
this novel NLG evaluation methodology by
comparing the Internet-based results with
results we collected in a lab experiment.
We find that the results delivered by both
methods are consistent, but the Internet-
based approach offers the statistical power
necessary for more fine-grained evaluations
and is cheaper to carry out.

1 Introduction

Recently, there has been an increased interest in
evaluating and comparing natural language gener-
ation (NLG) systems on shared tasks (Belz, 2009;
Dale and White, 2007; Gatt et al., 2008). However,
this is a notoriously hard problem (Scott and Moore,
2007): Task-based evaluations with human experi-
mental subjects are time-consuming and expensive,
and corpus-based evaluations of NLG systems are
problematic because a mismatch between human-
generated output and system-generated output does
not necessarily mean that the system’s output is
inferior (Belz and Gatt, 2008). This lack of evalua-
tion methods which are both effective and efficient
is a serious obstacle to progress in NLG research.

The GIVE Challenge (Byron et al., 2009) is a
recent shared task which takes a third approach to
NLG evaluation: By connecting NLG systems to
experimental subjects over the Internet, it achieves
a true task-based evaluation at a much lower cost.
Indeed, the first GIVE Challenge acquired data
from over 1100 experimental subjects online. How-
ever, it still remains to be shown that the results
that can be obtained in this way are in fact com-
parable to more established task-based evaluation
efforts, which are based on a carefully selected sub-
ject pool and carried out in a controlled laboratory

environment. By accepting connections from arbi-
trary subjects over the Internet, the evaluator gives
up control over the subjects’ behavior, level of lan-
guage proficiency, cooperativeness, etc.; there is
also an issue of whether demographic factors such
as gender might skew the results.

In this paper, we provide the missing link by
repeating the GIVE evaluation in a laboratory en-
vironment and comparing the results. It turns out
that where the two experiments both find a signif-
icant difference between two NLG systems with
respect to a given evaluation measure, they always
agree. However, the Internet-based experiment
finds considerably more such differences, perhaps
because of the higher number of experimental sub-
jects (n = 374 vs. n = 91), and offers other oppor-
tunities for more fine-grained analysis as well. We
take this as an empirical validation of the Internet-
based evaluation of GIVE, and propose that it can
be applied to NLG more generally. Our findings
are in line with studies from psychology that indi-
cate that the results of web-based experiments are
typically consistent with the results of traditional
experiments (Gosling et al., 2004). Nevertheless,
we do find and discuss some effects of the uncon-
trolled subject pool that should be addressed in
future Internet-based NLG challenges.

2 The GIVE Challenge

In the GIVE scenario (Byron et al., 2009), users
try to solve a treasure hunt in a virtual 3D world
that they have not seen before. The computer has
complete information about the virtual world. The
challenge for the NLG system is to generate, in real
time, natural-language instructions that will guide
the users to the successful completion of their task.

From the perspective of the users, GIVE con-
sists in playing a 3D game which they start from
a website. The game displays a virtual world and
allows the user to move around in the world and
manipulate objects; it also displays the generated
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instructions. The first room in each game is a tuto-
rial room in which users learn how to interact with
the system; they then enter one of three evaluation
worlds, where instructions for solving the treasure
hunt are generated by an NLG system. Players
can either finish a game successfully, lose it by
triggering an alarm, or cancel the game at any time.

When a user starts the game, they are randomly
connected to one of the three worlds and one of the
NLG systems. The GIVE-1 Challenge evaluated
five NLG systems, which we abbreviate as A, M,
T, U, and W below. A running GIVE NLG system
has access to the current state of the world and to
an automatically computed plan that tells it what
actions the user should perform to solve the task. It
is notified whenever the user performs some action,
and can generate an instruction and send it to the
client for display at any time.

3 The experiments

The web experiment. For the GIVE-1 challenge,
1143 valid games were collected over the Internet
over the course of three months. These were dis-
tributed over three evaluation worlds (World 1: 374,
World 2: 369, World 3: 400). A game was consid-
ered valid if the game client didn’t crash, the game
wasn’t marked as a test run by the developers, and
the player completed the tutorial.

Of these games, 80% were played by males and
10% by females (the remaining 10% of the partic-
ipants did not specify their gender). The players
were widely distributed over countries: 37% con-
nected from IP addresses in the US, 33% from
Germany, and 17% from China; the rest connected
from 45 further countries. About 34% of the par-
ticipants self-reported as native English speakers,
and 62% specified a language proficiency level of
at least “expert” (3 on a 5-point scale).

The lab experiment. We repeated the GIVE-1
evaluation in a traditional laboratory setting with
91 participants recruited from a college campus.
In the lab, each participant played the GIVE game
once with each of the five NLG systems. To avoid
learning effects, we only used the first game run
from each subject in the comparison with the web
experiment; as a consequence, subjects were dis-
tributed evenly over the NLG systems. To accom-
modate for the much lower number of participants,
the laboratory experiment only used a single game
world – World 1, which was known from the online
version to be the easiest world.

Among this group of subjects, 93% self-rated
their English proficiency as “expert” or better; 81%
were native speakers. In contrast to the online ex-
periment, 31% of participants were male and 65%
were female (4% did not specify their gender).

Results: Objective measures. The GIVE soft-
ware automatically recorded data for five objec-
tive measures: the percentage of successfully com-
pleted games and, for the successfully completed
games, the number of instructions generated by
the NLG system, of actions performed by the user
(such as pushing buttons), of steps taken by the
user (i.e., actions plus movements), and the task
completion time (in seconds).

Fig. 1 shows the results for the objective mea-
sures collected in both experiments. To make the
results comparable, the table for the Internet ex-
periment only includes data for World 1. The task
success rate is only evaluated on games that were
completed successfully or lost, not cancelled, as
laboratory subjects were asked not to cancel. This
brings the number of Internet subjects to 322 for
the success rate, and to 227 (only successful games)
for the other measures.

Task success is the percentage of successfully
completed games; the other measures are reported
as means. The chart assigns systems to groups A
through C or D for each evaluation measure. Sys-
tems in group A are better than systems in group
B, and so on; if two systems have no letter in com-
mon, the difference between them is significant
with p < 0.05. Significance was tested using a χ2-
test for task success and ANOVAs for instructions,
steps, actions, and seconds. These were followed
by post hoc tests (pairwise χ2 and Tukey) to com-
pare the NLG systems pairwise.

Results: Subjective measures. Users were
asked to fill in a questionnaire collecting subjec-
tive ratings of various aspects of the instructions.
For example, users were asked to rate the overall
quality of the direction giving system (on a 7-point
scale), the choice of words and the referring ex-
pressions (on 5-point scales), and they were asked
whether they thought the instructions came at the
right time. Overall, there were twelve subjective
measures (see (Byron et al., 2009)), of which we
only present four typical ones for space reasons.

For each question, the user could choose not to
answer. On the Internet, subjects made consider-
able use of this option: for instance, 32% of users
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Objective Measures Subjective Measures

task
success

instructions steps actions seconds overall choice
of words

referring
expressions timing

A 91% A 83.4 B 99.8 A 9.4 A 123.9 A 4.7 A 4.7 A 4.7 A 81% A
M 76% B 68.1 A 145.1 B 10.0 AB 195.4 BC 3.8 AB 3.8 B 4.0 B 70% ABC
T 85% AB 97.8 C 142.1 B 9.7 AB 174.4 B 4.4 B 4.4 AB 4.3 AB 73% AB
U 93% AB 99.8 C 142.6 B 10.3 B 194.0 BC 4.0 B 4.0 B 4.0 B 51% C
W 24% C 159.7 D 256.0 C 9.6 AB 234.1 C 3.8 AB 3.8 B 4.2 AB 50% BC
A 100% A 78.2 AB 93.4 A 9.9 A 143.9 A 5.7 A 4.7 A 4.8 A 92% A B
M 95% A 66.3 A 141.8 B 10.5 A 211.8 B 5.4 A 3.8 B 4.3 A 95% A B
T 93% A 107.2 CD 134.6 B 9.6 A 205.6 B 4.9 A 4.5 A B 4.4 A 64% A B
U 100% A 88.8 BC 128.8 B 9.8 A 195.1 AB 5.7 A 4.7 A 4.3 A 100% A
W 17% B 134.5 D 213.5 C 10.0 A 252.5 B 5.0 A 4.5 A B 4.0 A 100% B

Figure 1: Objective and selected subjective measures on the web (top) and in the lab (bottom).

didn’t fill in the “overall evaluation” field of the
questionnaire. In the laboratory experiment, the
subjects were asked to fill in the complete question-
naire and the response rate is close to 100%.

The results for the four selected subjective mea-
sures are summarized in Fig. 1 in the same way as
the objective measures. Also as above, the table
is based only on successfully completed games in
World 1. We will justify this latter choice below.

4 Discussion

The primary question that interests us in a compar-
ative evaluation is which NLG systems performed
significantly better or worse on any given evalua-
tion measure. In the experiments above, we find
that of the 170 possible significant differences (=
17 measures × 10 pairs of NLG systems), the labo-
ratory experiment only found six that the Internet-
based experiment didn’t find. Conversely, there
are 26 significant differences that only the Internet-
based experiment found. But even more impor-
tantly, all pairwise rankings are consistent across
the two evaluations: Where both systems found a
significant difference between two systems, they al-
ways ranked them in the same order. We conclude
that the Internet experiment provides significance
judgments that are comparable to, and in fact more
precise than, the laboratory experiment.

Nevertheless, there are important differences be-
tween the laboratory and Internet-based results. For
instance, the success rates in the laboratory tend
to be higher, but so are the completion times. We
believe that these differences can be attributed to
the demographic characteristics of the participants.
To substantiate this claim, we looked in some detail
at differences in gender, language proficiency, and
questionnaire response rates.

First, the gender distribution differed greatly be-

Web
games reported mean

success 227 = 61% 93% 4.9
lost 92 = 24% 48% 3.4
cancelled 55 = 15% 16% 3.3

Lab
# games reported mean

success 73 = 80% 100% 5.4
lost 18 = 20% 94% 3.3
cancelled 0 – –

Figure 2: Skewed results for “overall evaluation”.

tween the Internet experiment (10% female) and
the laboratory experiment (65% female). This is
relevant because gender had a significant effect
on task completion time (women took longer) and
on six subjective measures including “overall eval-
uation” in the laboratory. We speculate that the
difference in task completion time may be related
to well-known gender differences in processing
navigation instructions (Moffat et al., 1998).

Second, the two experiments collected data from
subjects of different language proficiencies. While
93% of the participants in the laboratory experi-
ment self-rated their English proficiency as “expert”
or better, only 62% of the Internet participants did.
This partially explains the lower task success rates
on the Internet, as Internet subjects with English
proficiencies of 3–5 performed significantly better
on “task success” than the group with proficiencies
1–2. If we only look at the results of high-English-
proficiency subjects on the Internet, the success
rates for all NLG systems except W rise to at least
86%, and are thus close to the laboratory results.

Finally, the Internet data are skewed by the ten-
dency of unsuccessful participants to not fill in the
questionnaire. Fig. 2 summarizes some data about
the “overall evaluation” question. Users who didn’t
complete the task successfully tended to judge the
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systems much lower than successful users, but at
the same time tended not to answer the question
at all. This skew causes the mean subjective judg-
ments across all Internet subjects to be artificially
high. To avoid differences between the laboratory
and the Internet experiment due to this skew, Fig. 1
includes only judgments from successful games.

In summary, we find that while the two experi-
ments made consistent significance judgments, and
the Internet-based evaluation methodology thus
produces meaningful results, the absolute values
they find for the individual evaluation measures
differ due to the demographic characteristics of the
participants in the two studies. This could be taken
as a possible deficit of the Internet-based evalua-
tion. However, we believe that the opposite is true.
In many ways, an online user is in a much more
natural communicative situation than a laboratory
subject who is being discouraged from cancelling
a frustrating task. In addition, every experiment –
whether in the laboratory or on the Internet – suf-
fers from some skew in the subject population due
to sampling bias; for instance, one could argue that
an evaluation that is based almost exclusively on na-
tive speakers in universities leads to overly benign
judgments about the quality of NLG systems.

One advantage of the Internet-based approach
to data collection over the laboratory-based one is
that, due to the sheer number of subjects, we can de-
tect such skews and deal with them appropriately.
For instance, we might decide that we are only
interested in the results from proficient English
speakers and ignore the rest of the data; but we
retain the option to run the analysis over all partici-
pants, and to analyze how much each system relies
on the user’s language proficiency. The amount
of data also means that we can obtain much more
fine-grained comparisons between NLG systems.
For instance, the second and third evaluation world
specifically exercised an NLG system’s abilities to
generate referring expressions and navigation in-
structions, respectively, and there were significant
differences in the performance of some systems
across different worlds. Such data, which is highly
valuable for pinpointing specific weaknesses of a
system, would have been prohibitively costly and
time-consuming to collect with laboratory subjects.

5 Conclusion

In this paper, we have argued that carrying out task-
based evaluations of NLG systems over the Internet

is a valid alternative to more traditional laboratory-
based evaluations. Specifically, we have shown
that an Internet-based evaluation of systems in the
GIVE Challenge finds consistent significant differ-
ences as a lab-based evaluation. While the Internet-
based evaluation suffers from certain skews caused
by the lack of control over the subject pool, it does
find more differences than the lab-based evaluation
because much more data is available. The increased
amount of data also makes it possible to compare
the quality of NLG systems across different evalua-
tion worlds and users’ language proficiency levels.

We believe that this type of evaluation effort
can be applied to other NLG and dialogue tasks
beyond GIVE. Nevertheless, our results also show
that an Internet-based evaluation risks certain kinds
of skew in the data. It is an interesting question for
the future how this skew can be reduced.
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Abstract

We present a discourse-level Tree Adjoin-
ing Grammar which tightly integrates syn-
tax and discourse levels, including a repre-
sentation for discourse entities. We show
that this technique makes it possible to
extend an optimisation algorithm used in
natural language generation (polarity fil-
tering) to the discourse level. We imple-
mented the grammar in a surface realizer
and show that this technique can be used
to reduce the search space by filtering out
referentially incoherent solutions.

1 Introduction

A fundamental problem that microplanners and
surface realizers face in natural language gener-
ation is how to restrict the search space of possi-
ble solutions. A traditional solution to this compu-
tational complexity problem is to divide the gen-
eration process into tractable sub-problems, each
represented as a module in a pipeline, where every
decision made by a module restricts the number of
options available to others further down the line.
Though such pipeline architectures are computa-
tionally efficient, they severely restrict the flexibil-
ity of the system and the quality of the generated
output. Most systems with pipeline architectures
generate relatively simple, domain-specific out-
put. Systems that produce more complex linguis-
tic constructions typically achieve this by adding
more modules to the pipeline (e.g. a revision mod-
ule (Robin, 1994) or aggregation (Shaw, 2002)).
Since complex linguistic constructions often re-
quire interaction between modules, adding them to
the repertoire of pipelined NLG systems becomes
an engineering and programming task.

Integrated NLG systems have a simpler archi-
tecture because they do not need to model in-
teractions between modules. However, they still

face the problem of computational complexity
that was originally solved by the pipeline model.
Strategies that have been introduced to reduce
the search space in integrated systems include
greedy/incremental search algorithms (Stone et
al., 2003), constructing a dependency graph for a
flat semantic input and converting it into a deriva-
tion tree (Koller and Striegnitz, 2002), using plan-
ning algorithms (Appelt, 1985; Koller and Stone,
2007), polarity filtering (Kow, 2007) and using
underspecified g-derivation trees (G-TAG, Danlos
(2000)). Despite all these efforts, most systems
still don’t attempt to go above the sentence level
or generate very complex sentences. In this pa-
per we present a new technique for designing an
integrated grammar for natural language genera-
tion. Using this technique it is possible to use lin-
guistic constraints on referential coherence to au-
tomatically reduce the search space — which in
turn makes it possible to generate longer and more
coherent texts.

First we extend the grammar of a surface real-
izer to produce complex, multi-sentential output.
Then we add a representation for discourse refer-
ents to the grammar, inspired by Centering The-
ory’s notion of a backward looking center and pre-
ferred center. Having done this, we show that by
integrating discourse-level representations into a
syntactic grammar we can extend an optimization
technique — polarity filtering (Kow, 2007; Gar-
dent and Kow, 2006) — from syntactic realization
to the discourse level.

2 The Problem of Referential Coherence

Referential coherence is the phenomenon which is
responsible for the contrast in (1), in the sense that
the example in (1b) is perceived to be more coher-
ent than (1a).

(1) a Elixir is approved by the FDA. Viral
skin disorders are relieved by
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Aliprosan. Elixir is a white cream.
Aliprosan is an ingredient of Elixir.

b Elixir is a white cream. Elixir is
approved by the FDA. Elixir contains
Aliprosan. Aliprosan relieves viral skin
disorders.

Centering Theory (Grosz et al., 1995) is a fre-
quently used framework for modeling referential
coherence in discourse. It is based on the no-
tion that for each utterance in a discourse there
is a set of entities which are the centers of atten-
tion and which serve to link that utterance to other
utterances in the same discourse segment. Enti-
ties mentioned by an utterance (the set of forward
looking centers) form a partially ordered list called
the Cf list where roughly, subjects are ranked high-
est, followed by objects, indirect objects and other
arguments or adjuncts. The backward looking
center of Un is said to be the most highly ranked
element on the Cf list of Un-1 mentioned in the
previous utterance.

Centering Theory has been adapted to NLG by
Kibble (1999; 2001), and implemented in Kib-
ble and Power (2004). Rather than using the no-
tion of centering transitions as defined by Grosz et
al. (1995), in these papers centering theory is re-
defined as constraints on salience and cohesion.
These constraints state that there is a preference
for consecutive utterances to keep the same center
and that there is a preference for the center of Un
to be realized as the highest ranked entity on the
Cf list of Un. Kibble and Power (2004) show how
these constraints can be used to drive text plan-
ning, sentence planning and pronominalization in
an integrated fashion. Our approach is similar to
Kibble and Power (2004) in that we don’t use the
concept of centering transitions. However, our
method is more efficient in that Kibble and Power
(2004) use centering transitions to rank the set of
generated solutions (some of which are incoher-
ent), whereas we encode centering constraints in
elementary trees to reduce the search space of pos-
sible solutions before we start computing them.

3 GenI and Polarity Filtering

The grammar described in the next section was
implemented in the GenI surface realizer (Kow,
2007), which uses a lexicalized feature-based Tree
Adjoining Grammar to generate all possible para-
phrases for a given flat semantic input. GenI im-
plements an optimization technique called polar-
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Figure 1: Elementary syntax/discourse trees

ity filtering to constrain the effects of lexical am-
biguity. The basic idea of polarity filtering is to
associate elementary trees with a set of polarities.
When these polarities don’t ‘cancel each other
out’, it means that it is not possible to combine
the set of trees selected for a given input. This is
a quick way to check whether the number of ar-
gument slots is the same as the number of poten-
tial arguments. For example, if the lexical selec-
tion consists of two trees for a given input, one of
which provides an NP (-NP) and one of which ex-
pects two NPs (-2NP) then the sum of polarities
will be -NP and therefore the generator will not
attempt to combine the trees.

Values for polarities are defined as follows: ev-
ery initial tree is assigned a -cat polarity for each
substitution node of category cat and a +cat po-
larity if its root node is of category cat. Auxiliary
trees are assigned a -cat polarity for each substi-
tution node only.

Polarity filtering is a very powerful optimiza-
tion technique, because it allows the generator to
reduce the search space early on in the process,
before it attempts to combine any trees.

4 An Integrated Syntax-Discourse
Grammar

In order to generate mutisentential text, we first
define a discourse-level Tree Adjoining Gram-
mar. The trees in the grammar tightly integrate
syntax and discourse representations in the sense
that sentence-level elementary trees include one
or more discourse-level nodes. The elementary
trees in Fig. 1 illustrate what we mean by this:
every lexical item that would normally project a
sentence in a syntactic grammar (i.e., an S-rooted
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Figure 2: Discourse-level polarities for (1a) sum up to +2a -v
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Elixir is a white cream. Elixir is approved by the FDA. Elixir contains Aliprosan. Aliprosan relieves
viral skin disorders.

Figure 3: Discourse-level polarities for (1b) sum up to +a

tree) here projects a discourse clause (i.e., a Dc
rooted tree). Every predicate that projects a dis-
course clause is assigned two kinds of elementary
trees: a discourse initial tree (Fig. 1a) and a dis-
course continuing tree (Fig. 1b), which takes the
preceding discourse clause as an argument.

We model referential coherence by associating
a discourse entity with every root- and substitution
node of category Dc. A discourse entity on a root
node is “exported” by the elementary tree to be
the center of attention in the next sentence. This
roughly corresponds to Centering Theory’s notion
of a forward looking center. A discourse entity on
a substitution node is the entity expected by the
sentence to have been the center of attention in
the previous utterance, roughly corresponding to
the notion of backward looking center in Center-
ing Theory.

For example, the tree on the left in Fig. 1. ex-
ports the discourse entity representing its subject
(‘e’) as its “forward looking center”. The tree on
the right in Fig. 1. is looking for a discourse en-
tity called ‘e’ as its “backward looking center” and

exports the same discourse entity as its “forward
looking center”. The combination of these two
trees therefore yields a coherent discourse, which
is expected to be continued with an utterance cen-
tered on ‘e’.

5 Polarity Filtering on Discourse Entities

By treating discourse entities on Dc nodes as an
additional polarity key we can apply the polarity
filtering technique on the discourse level. This
means we can filter out lexical selections that
wouldn’t lead to a coherent discourse the same
way as those lexical selections are filtered out
which won’t lead to a syntactically well formed
sentence. To give an example, given the semantic
representation in Figure 4 potential realizations by
a generator which is not aware of discourse coher-
ence would include both of the examples in (1).

As an experiment, we generated the above ex-
ample using the same input but two different
grammars. In the first case we used a grammar
which consists of discourse-level trees but no an-
notations for discourse entities. The realizer pro-

307



h0:white cream(e)
h1:elixir(e)
h2:fda(f)
h3:approve(f e)
h4:contain(e a)
h5:aliprosan(a)
h6:relieve(a v)
h7:viral skin disorders(v)

Figure 4: Input for the sentences in (1)

duced 192 solutions, including many incoherent
ones such as (1a). In the second case, we used
a grammar with the same trees, but annotated with
discourse referents. In this case the realizer pro-
duced only 16 solutions, all of which maintained
referential coherence. In the first case, the gram-
mar provided 128 ways to associate trees with the
input (tree sets), and the 192 solutions included
all possible sentence orders. Since for most trees
in the grammar there are more than one ways to
annotate them with discourse referents, in the sec-
ond case the grammar contained more trees (dif-
fering only in their discourse referent asignments).
In this case there were 1536 tree sets selected for
the same input. Of these, 1320 were discarded by
polarity filtering on discourse entities. Of the re-
maining 216 tree sets 200 were ruled out by fea-
ture unification when the trees were combined.

Figures 2 and 3 illustrate two sets of trees that
were selected by the realizer, corresponding to the
examples in (1). Discourse-level polarity filtering
in this example (for the input in (4)) discards all
tree sets whose polarities don’t sum up to one of
the discourse entities, i.e., +e, +a, +f or +v. The
polarity of the tree set in Fig.2 is +2a -v so the
tree set is discarded. For the tree set in Fig.3 the
polarities sum up to +e and the realizer attempts
to combine the trees, which in this case leads to a
referentially coherent solution (1b).

The search space of the realizer can be further
restricted by only allowing tree sets whose polari-
ties sum up to a specific discourse entity. In this
case the realizer will produce paragraphs where
the center of attention in the last sentence is the
discourse entity used for polarity filtering.

6 Conclusions

We have described a discourse-level extension of
Tree Adjoining Grammar which tightly integrates

syntax with discourse and includes a representa-
tion of discourse entities. We have shown that in-
cluding discourse entities in the grammar of a sur-
face realizer improves the coherence of the gener-
ated text and that these variables can also be used
in a very efficient optimization technique, polarity
filtering, to filter out referentially incoherent solu-
tions.
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Abstract

In this paper, we present initial experi-
ments in the recognition of deceptive lan-
guage. We introduce three data sets of true
and lying texts collected for this purpose,
and we show that automatic classification
is a viable technique to distinguish be-
tween truth and falsehood as expressed in
language. We also introduce a method for
class-based feature analysis, which sheds
some light on the features that are charac-
teristic for deceptive text.

You should not trust the devil, even if he tells the truth.
– Thomas of Aquin (medieval philosopher)

1 Introduction and Motivation

The discrimination between truth and falsehood
has received significant attention from fields as
diverse as philosophy, psychology and sociology.
Recent advances in computational linguistics mo-
tivate us to approach the recognition of deceptive
language from a data-driven perspective, and at-
tempt to identify the salient features of lying texts
using natural language processing techniques.

In this paper, we explore the applicability of
computational approaches to the recognition of
deceptive language. In particular, we investigate
whether automatic classification techniques repre-
sent a viable approach to distinguish between truth
and lies as expressed in written text. Although
acoustic and other non-linguistic features were
also found to be useful for this task (Hirschberg
et al., 2005), we deliberately focus on written lan-
guage, since it represents the type of data most fre-
quently encountered on the Web (e.g., chats, fo-
rums) or in other collections of documents.

Specifically, we try to answer the following two
questions. First, are truthful and lying texts sep-
arable, and does this property hold for different
datasets? To answer this question, we use three
different data sets that we construct for this pur-
pose – consisting of true and false short statements

on three different topics – and attempt to automat-
ically separate them using standard natural lan-
guage processing techniques.

Second, if truth and lies are separable, what are
the distinctive features of deceptive texts? In an-
swer to this second question, we attempt to iden-
tify some of the most salient features of lying texts,
and analyse their occurrence in the three data sets.

The paper is organized as follows. We first
briefly review the related work, followed by a de-
scription of the three data sets that we constructed.
Next, we present our experiments and results using
automatic classification, and introduce a method
for the analysis of salient features in deceptive
texts. Lastly, we conclude with a discussion and
directions for future work.

2 Related Work

Very little work, if any, has been carried out on the
automatic detection of deceptive language in writ-
ten text. Most of the previous work has focused
on the psychological or social aspects of lying, and
there are only a few previous studies that have con-
sidered the linguistic aspects of falsehood.

In psychology, it is worthwhile mentioning the
study reported in (DePaulo et al., 2003), where
more than 100 cues to deception are mentioned.
However, only a few of them are linguistic in na-
ture, as e.g., word and phrase repetitions, while
most of the cues involve speaker’s behavior, in-
cluding facial expressions, eye shifts, etc. (New-
man et al., 2003) also report on a psycholinguistic
study, where they conduct a qualitative analysis of
true and false stories by using word counting tools.

Computational work includes the study of
(Zhou et al., 2004), which studied linguistic cues
for deception detection in the context of text-based
asynchronous computer mediated communication,
and (Hirschberg et al., 2005) who focused on de-
ception in speech using primarily acoustic and
prosodic features.

Our work is also related to the automatic clas-
sification of text genre, including work on author
profiling (Koppel et al., 2002), humor recognition
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TRUTH L IE

ABORTION

I believe abortion is not an option. Once a life has been
conceived, it is precious. No one has the right to decide
to end it. Life begins at conception,because without con-
ception, there is no life.

A woman has free will and free choice over what goes
on in her body. If the child has not been born, it is under
her control. Often the circumstances an unwanted child
is born into are worse than death. The mother has the
responsibility to choose the best course for her child.

DEATH PENALTY

I stand against death penalty. It is pompous of anyone
to think that they have the right to take life. No court of
law can eliminate all possibilities of doubt. Also, some
circumstances may have pushed a person to commit a
crime that would otherwise merit severe punishment.

Death penalty is very important as a deterrent against
crime. We live in a society, not as individuals. This
imposes some restrictions on our actions. If a person
doesn’t adhere to these restrictions, he or she forfeits her
life. Why should taxpayers’ money be spent on feeding
murderers?

BEST FRIEND

I have been best friends with Jessica for about seven
years now. She has always been there to help me out.
She was even in the delivery room with me when I had
my daughter. She was also one of the Bridesmaids in
my wedding. She lives six hours away, but if we need
each other we’ll make the drive without even thinking.

I have been friends with Pam for almost four years now.
She’s the sweetest person I know. Whenever we need
help she’s always there to lend a hand. She always has
a kind word to say and has a warm heart. She is my
inspiration.

Table 1: Sample true and deceptive statements

(Mihalcea and Strapparava, 2006), and others.

3 Data Sets

To study the distinction between true and decep-
tive statements, we required a corpus with explicit
labeling of the truth value associated with each
statement. Since we were not aware of any such
data set, we had to create one ourselves. We fo-
cused on three different topics: opinions on abor-
tion, opinions on death penalty, and feelings about
the best friend. For each of these three topics
an annotation task was defined using the Amazon
Mechanical Turk service.

For the first two topics (abortion and death
penalty), we provided instructions that asked the
contributors to imagine they were taking part in
a debate, and had 10-15 minutes available to ex-
press their opinion about the topic. First, they were
asked to prepare a brief speech expressing their
true opinion on the topic. Next, they were asked
to prepare a second brief speech expressing the op-
posite of their opinion, thus lying about their true
beliefs about the topic. In both cases, the guide-
lines asked for at least 4-5 sentences and as many
details as possible.

For the third topic (best friend), the contributors
were first asked to think about their best friend and
describe the reasons for their friendship (including
facts and anecdotes considered relevant for their
relationship). Thus, in this case, they were asked
to tell the truth about how they felt about their best
friend. Next, they were asked to think about a per-
son they could not stand, and describe it as if s/he
were their best friend. In this second case, they

had to lie about their feelings toward this person.
As before, in both cases the instructions asked for
at least 4-5 detailed sentences.

We collected 100 true and 100 false statements
for each topic, with an average of 85 words per
statement. Previous work has shown that data
collected through the Mechanical Turk service is
reliable and comparable in quality with trusted
sources (Snow et al., 2008). We also made a man-
ual verification of the quality of the contributions,
and checked by hand the quality of all the contri-
butions. With two exceptions – two entries where
the true and false statements were identical, which
were removed from the data – all the other entries
were found to be of good quality, and closely fol-
lowing our instructions.

Table 1 shows an example of true and deceptive
language for each of the three topics.

4 Experimental Setup and Results

For the experiments, we used two classifiers:
Näıve Bayes and SVM, selected based on their
performance and diversity of learning methodolo-
gies. Only minimal preprocessing was applied
to the three data sets, which included tokeniza-
tion and stemming. No feature selection was per-
formed, and stopwords were not removed.

Table 2 shows the ten-fold cross-validation re-
sults using the two classifiers. Since all three data
sets have an equal distribution between true and
false statements, the baseline for all the topics is
50%. The average classification performance of
70% – significantly higher than the 50% baseline
– indicates that good separation can be obtained
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between true and deceptive language by using au-
tomatic classifiers.

Topic NB SVM
ABORTION 70.0% 67.5%
DEATH PENALTY 67.4% 65.9%
BEST FRIEND 75.0% 77.0%
AVERAGE 70.8% 70.1%

Table 2: Ten-fold cross-validation classification
results, using a Naı̈ve Bayes (NB) or Support Vec-
tor Machines (SVM) classifier

To gain further insight into the variation of ac-
curacy with the amount of data available, we also
plotted the learning curves for each of the data
sets, as shown in Figure 1. The overall growing
trend indicates that more data is likely to improve
the accuracy, thus suggesting the collection of ad-
ditional data as a possible step for future work.
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Figure 1: Classification learning curves.

We also tested the portability of the classifiers
across topics, using two topics as training data and
the third topic as test. The results are shown in Ta-
ble 3. Although below the in-topic performance,
the average accuracy is still significantly higher
than the 50% baseline, indicating that the learning
process relies on clues specific to truth/deception,
and it is not bound to a particular topic.

5 Identifying Dominant Word Classes in
Deceptive Text

In order to gain a better understanding of the char-
acteristics of deceptive text, we devised a method
to calculate a score associated with a given class
of words, as a measure of saliency for the given
word class inside the collection of deceptive (or
truthful) texts.

Given a class of wordsC = {W1, W2, ..., WN},
we define the class coverage in the deceptive cor-
pusD as the percentage of words fromD belong-
ing to the classC:

CoverageD(C) =

∑

Wi∈C

FrequencyD(Wi)

SizeD

where FrequencyD(Wi) represents the total
number of occurrences of wordWi inside the cor-
pus D, and SizeD represents the total size (in
words) of the corpusD.

Similarly, we define the classC coverage for the
truthful corpusT :

CoverageT (C) =

∑

Wi∈C

FrequencyT (Wi)

SizeT

The dominance scoreof the classC in the de-
ceptive corpusD is then defined as the ratio be-
tween the coverage of the class in the corpusD

with respect to the coverage of the same class in
the corpusT :

DominanceD(C) =
CoverageD(C)

CoverageT (C)
(1)

A dominance score close to 1 indicates a similar
distribution of the words in the classC in both the
deceptive and the truthful corpus. Instead, a score
significantly higher than 1 indicates a class that is
dominant in the deceptive corpus, and thus likely
to be a characteristic of the texts in this corpus.
Finally, a score significantly lower than 1 indicates
a class that is dominant in the truthful corpus, and
unlikely to appear in the deceptive corpus.

We use the classes of words as defined in
the Linguistic Inquiry and Word Count (LIWC),
which was developed as a resource for psycholin-
guistic analysis (Pennebaker and Francis, 1999).
The 2001 version of LIWC includes about 2,200
words and word stems grouped into about 70
broad categories relevant to psychological pro-
cesses (e.g.,EMOTION, COGNITION). The LIWC
lexicon has been validated by showing significant
correlation between human ratings of a large num-
ber of written texts and the rating obtained through
LIWC-based analyses of the same texts.

All the word classes from LIWC are ranked ac-
cording to the dominance score calculated with
formula 1, using a mix of all three data sets to
create theD and T corpora. Those classes that
have a high score are the classes that are dom-
inant in deceptive text. The classes that have a
small score are the classes that are dominant in
truthful text and lack from deceptive text. Table 4
shows the top ranked classes along with their dom-
inance score and a few sample words that belong
to the given class and also appeared in the decep-
tive (truthful) texts.

Interestingly, in both truthful and deceptive lan-
guage, three of the top five dominant classes are
related to humans. In deceptive texts however, the
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Training Test NB SVM
DEATH PENALTY + BEST FRIEND ABORTION 62.0% 61.0%
ABORTION + BEST FRIEND DEATH PENALTY 58.7% 58.7%
ABORTION + DEATH PENALTY BEST FRIEND 58.7% 53.6%
AVERAGE 59.8% 57.8%

Table 3: Cross-topic classification results

Class Score Sample words
Deceptive Text

METAPH 1.71 god, die, sacred, mercy, sin, dead, hell, soul, lord, sins
YOU 1.53 you, thou
OTHER 1.47 she, her, they, his, them, him, herself, himself, themselves
HUMANS 1.31 person, child, human, baby, man, girl, humans, individual, male, person, adult
CERTAIN 1.24 always, all, very, truly, completely, totally

Truthful Text
OPTIM 0.57 best, ready, hope, accepts, accept, determined, accepted, won, super
I 0.59 I, myself, mine
FRIENDS 0.63 friend, companion, body
SELF 0.64 our, myself, mine, ours
INSIGHT 0.65 believe, think, know, see, understand, found, thought, feels, admit

Table 4: Dominant word classes in deceptive text, along with sample words.

human-related word classes (YOU, OTHER, HU-
MANS) represent detachment from the self, as if
trying not to have the own self involved in the
lies. Instead, the classes of words that are closely
connected to the self (I,FRIENDS, SELF) are lack-
ing from deceptive text, being dominant instead in
truthful statements, where the speaker is comfort-
able with identifying herself with the statements
she makes.

Also interesting is the fact that words related
to certainty (CERTAIN) are more dominant in de-
ceptive texts, which is probably explained by the
need of the speaker to explicitly use truth-related
words as a means to emphasize the (fake) “truth”
and thus hide the lies. Instead, belief-oriented vo-
cabulary (INSIGHT), such asbelieve, feel, think,
is more frequently encountered in truthful state-
ments, where the presence of the real truth does
not require truth-related words for emphasis.

6 Conclusions

In this paper, we explored automatic techniques
for the recognition of deceptive language in writ-
ten texts. Through experiments carried out on
three data sets, we showed that truthful and ly-
ing texts are separable, and this property holds
for different data sets. An analysis of classes of
salient features indicated some interesting patterns
of word usage in deceptive texts, including detach-
ment from the self and vocabulary that emphasizes
certainty. In future work, we plan to explore the
role played by affect and the possible integration
of automatic emotion analysis into the recognition
of deceptive language.
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Abstract

We explore how features based on syntac-
tic dependency relations can be utilized to
improve performance on opinion mining.
Using a transformation of dependency re-
lation triples, we convert them into “com-
posite back-off features” that generalize
better than the regular lexicalized depen-
dency relation features. Experiments com-
paring our approach with several other ap-
proaches that generalize dependency fea-
tures or ngrams demonstrate the utility of
composite back-off features.

1 Introduction

Online product reviews are a crucial source of
opinions about a product, coming from the peo-
ple who have experienced it first-hand. However,
the task of a potential buyer is complicated by the
sheer number of reviews posted online for a prod-
uct of his/her interest. Opinion mining, or sen-
timent analysis (Pang and Lee, 2008) in product
reviews, in part, aims at automatically processing
a large number of such product reviews to identify
opinionated statements, and to classify them into
having either a positive or negative polarity.

One of the most popular techniques used for
opinion mining is that of supervised machine
learning, for which, many different lexical, syntac-
tic and knowledge-based feature representations
have been explored in the literature (Dave et al.,
2003; Gamon, 2004; Matsumoto et al., 2005; Ng
et al., 2006). However, the use of syntactic fea-
tures for opinion mining has achieved varied re-
sults. In our work, we show that by altering
syntactic dependency relation triples in a partic-
ular way (namely, “backing off” only the head
word in a dependency relation to its part-of-speech
tag), they generalize better and yield a significant
improvement on the task of identifying opinions

from product reviews. In effect, this work demon-
strates a better way to utilize syntactic dependency
relations for opinion mining.

In the remainder of the paper, we first discuss
related work. We then motivate our approach and
describe the composite back-off features, followed
by experimental results, discussion and future di-
rections for our work.

2 Related Work

The use of syntactic or deep linguistic features for
opinion mining has yielded mixed results in the lit-
erature so far. On the positive side, Gamon (2004)
found that the use of deep linguistic features ex-
tracted from phrase structure trees (which include
syntactic dependency relations) yield significant
improvements on the task of predicting satisfac-
tion ratings in customer feedback data. Mat-
sumoto et al. (2005) show that when using fre-
quently occurring sub-trees obtained from depen-
dency relation parse trees as features for machine
learning, significant improvement in performance
is obtained on the task of classifying movie re-
views as having positive or negative polarity. Fi-
nally, Wilson et al. (2004) use several different
features extracted from dependency parse trees to
improve performance on the task of predicting the
strength of opinion phrases.

On the flip side, Dave et al. (2003) found
that for the task of polarity prediction, adding
adjective-noun dependency relationships as fea-
tures does not provide any benefit over a sim-
ple bag-of-words based feature space. Ng et al.
(2006) proposed that rather than focusing on just
adjective-noun relationships, the subject-verb and
verb-object relationships should also be consid-
ered for polarity classification. However, they ob-
served that the addition of these dependency re-
lationships does not improve performance over a
feature space that includes unigrams, bigrams and
trigrams.
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One difference that seems to separate the suc-
cesses from the failures is that of using the en-
tire set of dependency relations obtained from a
dependency parser and allowing the learning al-
gorithm to generalize, rather than picking a small
subset of dependency relations manually. How-
ever, in such a situation, one critical issue might be
the sparseness of the very specific linguistic fea-
tures, which may cause the classifier learned from
such features to not generalize. Features based on
dependency relations provide a nice way to enable
generalization to the right extent through utiliza-
tion of their structural aspect. In the next section,
we motivate this idea in the context of our task,
from a linguistic as well as machine learning per-
spective.

3 Identifying Opinionated Sentences

We focus on the problem of automatically identi-
fying whether a sentence in a product review con-
tains an opinion about the product or one of its
features. We use the definition of this task as for-
mulated by Hu and Liu (2004) on Amazon.com
and CNet.com product reviews for five different
products. Their definition of an opinion sentence
is reproduced here verbatim: “If a sentence con-
tains one or more product features and one or
more opinion words, then the sentence is called an
opinion sentence.” Any other sentence in a review
that does not fit the above definition of an opinion
sentence is considered as a non-opinion sentence.
In general, these can be expected to be verifiable
statements or facts such as product specifications
and so on.

Before motivating the use of dependency rela-
tions as features for our task, a brief overview
about dependency relations follows.

3.1 Dependency Relations

The dependency parse for a given sentence is es-
sentially a set of triplets or triples, each of which is
composed of a grammatical relation and the pair of
words from the sentence among which the gram-
matical relation holds ({reli, wj , wk}, where reli
is the dependency relation among words wj and
wk). The set of dependency relations is specific
to a given parser – we use the Stanford parser1 for
computing dependency relations. The word wj is
usually referred to as the head word in the depen-

1http://nlp.stanford.edu/software/
lex-parser.shtml

dency triple, and the word wk is usually referred
to as the modifier word.

One straightforward way to use depen-
dency relations as features for machine
learning is to generate features of the form
RELATION HEAD MODIFIER and use them in a
standard bag-of-words type binary or frequency-
based representation. The indices of the head and
modifier words are dropped for the obvious reason
that one does not expect them to generalize across
sentences. We refer to such features as lexicalized
dependency relation features.

3.2 Motivation for our Approach

Consider the following examples (these are made-
up examples for the purpose of keeping the dis-
cussion succinct, but still capture the essence of
our approach):
(i) This is a great camera!
(ii) Despite its few negligible flaws, this really
great mp3 player won my vote.

Both of these sentences have an adjectival mod-
ifier (amod) relationship, the first one having
amod camera great) and the second one hav-
ing amod player great). Although both of
these features are good indicators of opinion sen-
tences and are closely related, any machine learn-
ing algorithm that treats these features indepen-
dently will not be able to generalize their rela-
tionship to the opinion class. Also, any new test
sentence that contains a noun different from either
“camera” or “player” (for instance in the review
of a different electronic product), but is participat-
ing in a similar relationship, will not receive any
importance in favor of the opinion class – the ma-
chine learning algorithm may not have even seen
it in the training data.

Now consider the case where we “back off”
the head word in each of the above features to its
part-of-speech tag. This leads to a single feature:
amod NN great. This has two advantages: first,
the learning algorithm can now learn a weight for a
more general feature that has stronger evidence of
association with the opinion class, and second, any
new test sentence that contains an unseen noun in a
similar relationship with the adjective “great” will
receive some weight in favor of the opinion class.
This “back off” operation is a generalization of
the regular lexicalized dependency relations men-
tioned above. In the next section we describe all
such generalizations that we experimented with.
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4 Methodology

Composite Back-off Features: The idea behind
our composite back-off features is to create more
generalizable, but not overly general back-off fea-
tures by backing off to the part-of-speech (POS)
tag of either the head word or the modifier word
(but not both at once, as in Gamon (2004) and Wil-
son et al. (2004)) – hence the description “compos-
ite,” as there is a lexical part to the feature, coming
from one word, and a POS tag coming from the
other word, along with the dependency relation it-
self.

The two types of composite back-off features
that we create from lexicalized dependency triples
are as follows:

(i) h-bo: Here we use features of the form
{reli, POSj , wk}where the head word is replaced
by its POS tag, but the modifier word is retained.

(ii) m-bo: Here we use features of the form
{reli, wj , POSk}, where the modifier word is re-
placed by its POS tag, but the head word is re-
tained.

Our hypothesis is that the h-bo features will
perform better than purely lexicalized dependency
relations for reasons mentioned in Section 3.2
above. Although m-bo features also generalize
the lexicalized dependency features, in a relation
such as an adjectival modifier (discussed in Sec-
tion 3.2 above), the head noun is a better candi-
date to back-off for enabling generalization across
different products, rather than the modifier adjec-
tive. For this reason, we do not expect their per-
formance to be comparable to h-bo features.

We compare our composite back-off features
with other similar ways of generalizing depen-
dency relations and lexical ngrams that have been
tried in previous work. We describe these below.

Full Back-off Features: Both Gamon (2004)
and Wilson et al. (2004) utilize features based on
the following version of dependency relationships:
{reli, POSj , POSk}, where they “back off” both
the head word and the modifier word to their re-
spective POS tags (POSj and POSk). We refer
to this as hm-bo.

NGram Back-off Features: Similar to Mc-
Donald et al. (2007), we utilize backed-off ver-
sions of lexical bigrams and trigrams, where all
possible combinations of the words in the ngram
are replaced by their POS tags, creating features
such as wj POSk, POSj wk, POSj POSk for
each lexical bigram and similarly for trigrams. We

refer to these as bi-bo and tri-bo features respec-
tively.

In addition to these back-off approaches, we
also use regular lexical bigrams (bi), lexical tri-
grams (tri), POS bigrams (POS-bi), POS trigrams
(POS-tri) and lexicalized dependency relations
(lexdep) as features. While testing all of our fea-
ture sets, we evaluate each of them individually by
adding them to the basic set of unigram (uni) fea-
tures.

5 Experiments and Results

Details of our experiments and results follow.

5.1 Dataset

We use the extended version of the Amazon.com /
CNet.com product reviews dataset released by Hu
and Liu (2004), available from their web page2.
We use a randomly chosen subset consisting of
2,200 review sentences (200 sentences each for
11 different products)3. The distribution is 1,053
(47.86%) opinion sentences and 1,147 (52.14%)
non-opinion sentences.

5.2 Machine Learning Parameters

We have used the Support Vector Machine (SVM)
learner (Shawe-Taylor and Cristianini, 2000) from
the MinorThird Toolkit (Cohen, 2004), along with
the χ-squared feature selection procedure, where
we reject features if their χ-squared score is not
significant at the 0.05 level. For SVM, we use
the default linear kernel with all other parameters
also set to defaults. We perform 11-fold cross-
validation, where each test fold contains all the
sentences for one of the 11 products, and the sen-
tences for the remaining ten products are in the
corresponding training fold. Our results are re-
ported in terms of average accuracy and Cohen’s
kappa values across the 11 folds.

5.3 Results

Table 1 shows the full set of results from our ex-
periments. Our results are comparable to those re-
ported by Hu and Liu (2004) on the same task;
as well as those by Arora et al. (2009) on a sim-
ilar task of identifying qualified vs. bald claims
in product reviews. On the accuracy metric, the
composite features with the head word backed off

2http://www.cs.uic.edu/˜liub/FBS/
sentiment-analysis.html

3http://www.cs.cmu.edu/˜maheshj/
datasets/acl09short.html
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Features Accuracy Kappa
uni .652 (±.048) .295 (±.049)
uni+bi .657 (±.066) .304 (±.089)
uni+bi-bo .650 (±.056) .299 (±.079)
uni+tri .655 (±.062) .306 (±.077)
uni+tri-bo .647 (±.051) .287 (±.075)
uni+POS-bi .676 (±.057) .349 (±.083)
uni+POS-tri .661 (±.050) .317 (±.064)
uni+lexdep .639 (±.055) .268 (±.079)
uni+hm-bo .670 (±.046) .336 (±.065)
uni+h-bo .679 (±.063) .351 (±.097)
uni+m-bo .657 (±.056) .308 (±.063)

Table 1: Shown are the average accuracy and Co-
hen’s kappa across 11 folds. Bold indicates statis-
tically significant improvements (p < 0.05, two-
tailed pairwise T-test) over the (uni) baseline.

are the only ones that achieve a statistically signif-
icant improvement over the uni baseline. On the
kappa metric, using POS bigrams also achieves
a statistically significant improvement, as do the
composite h-bo features. None of the other back-
off strategies achieve a statistically significant im-
provement over uni, although numerically hm-bo
comes quite close to h-bo. Evaluation of these
two types of features by themselves (without un-
igrams) shows that h-bo are significantly better
than hm-bo at p < 0.10 level. Regular lexical-
ized dependency relation features perform worse
than unigrams alone. These results thus demon-
strate that composite back-off features based on
dependency relations, where only the head word is
backed off to its POS tag present a useful alterna-
tive to encoding dependency relations as features
for opinion mining.

6 Conclusions and Future Directions

We have shown that for opinion mining in prod-
uct review data, a feature representation based on
a simple transformation (“backing off” the head
word in a dependency relation to its POS tag) of
syntactic dependency relations captures more gen-
eralizable and useful patterns in data than purely
lexicalized dependency relations, yielding a statis-
tically significant improvement.

The next steps that we are currently working
on include applying this approach to polarity clas-
sification. Also, the aspect of generalizing fea-
tures across different products is closely related
to fully supervised domain adaptation (Daumé III,
2007), and we plan to combine our approach with

the idea from Daumé III (2007) to gain insights
into whether the composite back-off features ex-
hibit different behavior in domain-general versus
domain-specific feature sub-spaces.
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Abstract 

With the aim to deal with sentiment-transfer 
problem, we proposed a novel approach, 
which integrates the sentiment orientations of 
documents into the graph-ranking algorithm. 
We apply the graph-ranking algorithm using 
the accurate labels of old-domain documents 
as well as the “pseudo” labels of new-domain 
documents. Experimental results show that 
proposed algorithm could improve the per-
formance of baseline methods dramatically for 
sentiment transfer. 

1 Introduction 

With the rapid growth of reviewing pages, sen-
timent classification is drawing more and more 
attention (Bai et al., 2005; Pang and Lee, 2008). 
Generally speaking, sentiment classification can 
be considered as a special kind of traditional text 
classification (Tan et al., 2005; Tan, 2006). In 
most cases, supervised learning methods can per-
form well (Pang et al., 2002). But when training 
data and test data are drawn from different do-
mains, supervised learning methods always pro-
duce disappointing results. This is so-called 
cross-domain sentiment classification problem 
(or sentiment-transfer problem). 

Sentiment transfer is a new study field. In re-
cent years, only a few works are conducted on 
this field. They are generally divided into two 
categories. The first one needs a small amount of 
labeled training data for the new domain (Aue 
and Gamon, 2005). The second one needs no 
labeled data for the new domain (Blitzer et al., 
2007; Tan et al., 2007; Andreevskaia and Bergler, 
2008; Tan et al., 2008; Tan et al., 2009). In this 
paper, we concentrate on the second category 
which proves to be used more widely. 

Graph-ranking algorithm has been success-
fully used in many fields (Wan et al., 2006; Esuli 
and Sebastiani, 2007), whose idea is to give a 
node high score if it is strongly linked with other 
high-score nodes. In this work, we extend the 

graph-ranking algorithm for sentiment transfer 
by integrating the sentiment orientations of the 
documents, which could be considered as a sen-
timent-transfer version of the graph-ranking al-
gorithm. In this algorithm, we assign a score for 
every unlabelled document to denote its extent to 
“negative” or “positive”, then we iteratively cal-
culate the score by making use of the accurate 
labels of old-domain data as well as the “pseudo” 
labels of new-domain data, and the final score 
for sentiment classification is achieved when the 
algorithm converges, so we can label the new-
domain data based on these scores. 

2 The Proposed Approach 

2.1 Overview 

In this paper, we have two document sets: the 
test data DU = {d1,…,dn} where di is the term 
vector of the ith text document and each di∈DU(i 
= 1,…,n) is unlabeled; the training data DL = 
{dn+1,…dn+m} where dj represents the term vector 
of the jth text document and each dj∈DL(j = 
n+1,…,n+m) should have a label from a category 
set C = {negative, positive}. We assume the 
training dataset DL is from the related but differ-
ent domain with the test dataset DU. Our objec-
tive is to maximize the accuracy of assigning a 
label in C to di∈DU (i = 1,…,n) utilizing the 
training data DL in another domain. 

The proposed algorithm is based on the fol-
lowing presumptions: 
   (1) Let WL denote the word space of old do-
main, WU denote the word space of new domain. 
WL∩WU≠Φ. 
   (2) The labels of documents appear both in the 
training data and the test data should be the same.  

Based on graph-ranking algorithm, it is 
thought that if a document is strongly linked with 
positive (negative) documents, it is probably 
positive (negative). And this is the basic idea of 
learning from a document’s neighbors. 

Our algorithm integrates the sentiment orienta-
tions of the documents into the graph-ranking 
algorithm. In our algorithm, we build a graph 
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whose nodes denote documents and edges denote 
the content similarities between documents. We 
initialize every document a score (“1” denotes 
positive, and “-1” denotes negative) to represent 
its degree of sentiment orientation, and we call it 
sentiment score. The proposed algorithm calcu-
lates the sentiment score of every unlabelled 
document by learning from its neighbors in both 
old domain and new domain, and then iteratively 
calculates the scores with a unified formula. Fi-
nally, the algorithm converges and each docu-
ment gets its sentiment score. When its sentiment 
score falls in the range [0, 1] (or [-1, 0]], the 
document should be classified as “positive (or 
negative)”. The closer its sentiment score is near 
1 (or -1), the higher the “positive (or negative)” 
degree is.  

2.2 Score Documents  

Score Documents Using Old-domain Informa-
tion 
We build a graph whose nodes denote documents 
in both DL and DU and edges denote the content 
similarities between documents. If the content 
similarity between two documents is 0, there is 
no edge between the two nodes. Otherwise, there 
is an edge between the two nodes whose weight 
is the content similarity. The content similarity 
between two documents is computed with the 
cosine measure. We use an adjacency matrix U 
to denote the similarity matrix between DU and 
DL. U=[Uij]nxm is defined as follows: 
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dd
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ji
ij ++==

×

•
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The weight associated with term t is computed 
with tftidft where tft is the frequency of term t in 
the document and idft is the inverse document 
frequency of term t, i.e. 1+log(N/nt), where N is 
the total number of documents and nt is the num-
ber of documents containing term t in a data set.   

In consideration of convergence, we normal-
ize U to Û by making the sum of each row equal 
to 1: 
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In order to find the neighbors (in another word, 
the nearest documents) of a document, we sort 
every row of Û  to U% in descending order. That is: 
U% ij≥ U% ik (i = 1,…n; j,k = 1,…m; k≥j). 

Then for di∈DU (i = 1,…,n), U% ij (j = 1,…,K ) 
corresponds to K neighbors in DL. So we can get 

its K neighbors. We use a matrix [ ]ij n KN N ×=  

to denote the neighbors of DU in old domain, 
with Nij corresponding to the jth nearest neighbor 
of di. 

At last, we can calculate sentiment score si (i 
= 1,…,n) using the scores of the di’s neighbors as 
follows: 
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where •i means the ith row of a matrix and 
)(k

is denotes the is at the kth iteration. 

Score Documents Using New-domain Infor-
mation 
Similarly, a graph is built, in which each node 
corresponds to a document in DU and the weight 
of the edge between any different documents is 
computed by the cosine measure. We use an ad-
jacency matrix V=[Vij]nxn to describe the similar-
ity matrix. And V is similarly normalized to V̂ to 
make the sum of each row equal to 1. Then we 
sort every row of V̂  to V% in descending order, 
thus we can get K neighbors of di∈DU (i = 
1,…,n) from V% ij (j = 1,…K), and we use a matrix 

[ ]ij n KM M ×=  to denote the neighbors of DU in 
the new domain. Finally, we can calculate si us-
ing the sentiment scores of the di’s neighbors as 
follows: 

∑
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2.3 Sentiment Transfer Algorithm 

Initialization 
Firstly, we classify the test data DU to get their 
initial labels using a traditional classifier. For 
simplicity, we use prototype classification algo-
rithm (Tan et al., 2005) in this work. 

Then, we give “-1” to si
(0) if di’s label is 

“negative”, and “1” if “positive”. So we obtain 
the initial sentiment score vector S(0) for both 
domain data. 

At last, si
(0) (i = 1,…,n) is normalized as fol-

lows to make the sum of positive scores of DU 
equal to 1, and the sum of negative scores of DU 
equal to -1: 
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where U
negD and U

posD denote the negative and 
positive document set of DU respectively. The 
same as (5), sj

 (0) (j =n+1,…,n+m) is normalized. 

Algorithm Introduction 
In our algorithm, we label DU by making use of 
information of both old domain and new domain. 
We fuse equations (3) and (4), and get the itera-
tive equation as follows: 
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where 1α β+ = , and α andβ show the relative 
importance of old domain and new domain to the 
final sentiment scores. In consideration of the 
convergence, S(k) (S at the kth iteration) is normal-
ized after each iteration. 

Here is the complete algorithm: 
1. Classify DU with a traditional classifier. 

Initialize the sentiment score si of di∈DU

∪DL (i = 1,…n+m) and normalize it. 
2. Iteratively calculate the S(k) of DU and 

normalize it until it achieves the conver-
gence: 
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3. According to si∈ S (i = 1,…,n), assign 

each di∈DU (i = 1,…n) a label. If si is be-
tween -1 and 0, assign di the label “nega-
tive”; if si is between 0 and 1, assign di the 
label “positive”. 

3 EXPERIMENTS 

3.1 Data Preparation 

We prepare three Chinese domain-specific data 
sets from on-line reviews, which are: Electronics 
Reviews (Elec, from http://detail.zol.com.cn/), 
Stock Reviews (Stock, from http://blog.sohu.com 
/stock/) and Hotel Reviews (Hotel, from  
http://www.ctrip.com/). And then we manually 
label the reviews as “negative” or “positive”. 

The detailed composition of the data sets are 
shown in Table 1, which shows the name of the 
data set (DataSet), the number of negative re-
views (Neg), the number of positive reviews 
(Pos), the average length of reviews (Length), 

the number of different words (Vocabulary) in 
this data set. 

DataSet Neg Pos Length Vocabulary
Elec 554 1,054 121 6,200 
Stock 683 364 460 13,012 
Hotel 2,000 2,000 181 11,336 

Table 1. Data sets composition 

We make some preprocessing on the datasets. 
First, we use ICTCLAS (http://ictclas.org/), a 
Chinese text POS tool, to segment these Chinese 
reviews. Second, the documents are represented 
by vector space model.  

3.2 Evaluation Setup 

In our experiment, we use prototype classifica-
tion algorithm (Tan et al., 2005) and Support 
Vector Machine experimenting on the three data 
sets as our baselines separately. The Support 
Vector Machine is a state-of-the-art supervised 
learning algorithm. In our experiment, we use 
LibSVM (www.csie.ntu.edu.tw/~cjlin/libsvm/) with a 
linear kernel and set all options by default.  

We also compare our algorithm to Structural 
Correspondence Learning (SCL) (Blitzer et al., 
2007). SCL is a state-of-the-art sentiment-
transfer algorithm which automatically induces 
correspondences among features from different 
domains. It identifies correspondences among 
features from different domains by modeling 
their correlations with pivot features, which are 
features that behave in the same way for dis-
criminative learning in both domains. In our ex-
periment, we use 100 pivot features.  

3.3 Overall Performance 

In this section, we conduct two groups of ex-
periments where we separately initialize the sen-
timent scores in our algorithm by prototype clas-
sifier and Support Vector Machine.  

There are two parameters in our algorithm, K 
and α ( β can be calculated by 1-α ). We set the 
parameters K and α with 150 and 0.7 respec-
tively, which indicates we use 150 neighbors and 
the contribution from old domain is a little more 
important than that from new domain. It is 
thought that the algorithm achieves the conver-
gence when the changing between the sentiment 
score si computed at two successive iterations for 
any di ∈ DU (i = 1,…n) falls below a given 
threshold, and we set the threshold 0.00001 in 
this work.  

Table 2 shows the accuracy of Prototype, 
LibSVM, SCL and our algorithm when training 
data and test data belong to different domains. 
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Our algorithm is separately initialized by Proto-
type and LibSVM. 

Baseline Proposed Algorithm 
 

Prototype LibSVM 
SCL Prototype+ 

OurApproach
LibSVM+

OurApproach
Elec->Stock 0.6652 0.6478 0.7507 0.7326 0.7304 
Elec->Hotel 0.7304 0.7522 0.7750 0.7543 0.7543 

Stock->Hotel 0.6848 0.6957 0.7683 0.7435 0.7457 
Stock->Elec 0.7043 0.6696 0.8340 0.8457 0.8435 
Hotel->Stock 0.6196 0.5978 0.6571 0.7848 0.7848 
Hotel->Elec 0.6674 0.6413 0.7270 0.8609 0.8609 

Average 0.6786 0.6674 0.7520 0.7870 0.7866 
Table 2. Accuracy comparison of different methods 

As we can observe from Table 2, our algo-
rithm can dramatically increase the accuracy of 
sentiment-transfer. Seen from the 2nd column and 
the 5th column, every accuracy of the proposed 
algorithm is increased comparing to Prototype. 
The average increase of accuracy over all the 6 
problems is 10.8%. Similarly, the accuracy of 
our algorithm is higher than LibSVM in every 
problem and the average increase of accuracy is 
11.9%. The great improvement comparing with 
the baselines indicates that the proposed algo-
rithm performs very effectively and robustly. 

Seen from Table 2, our result about SCL is in 
accord with that in (Blitzer et al., 2007) on the 
whole. The average accuracy of SCL is higher 
than both baselines, which convinces that SCL is 
effective for sentiment-transfer. However, our 
approach outperforms SCL: the average accuracy 
of our algorithm is about 3.5 % higher than SCL. 
This is caused by two reasons. First, SCL is es-
sentially based on co-occurrence of words (the 
window size is the whole document), so it is eas-
ily affected by low frequency words and the size 
of data set. Second, the pivot features of SCL are 
totally dependent on experts in the field, so the 
quality of pivot features will seriously affect the 
performance of SCL. This improvement con-
vinces us of the effectiveness of our algorithm.  

4 Conclusion and Future Work 

In this paper, we propose a novel sentiment-
transfer algorithm. It integrates the sentiment 
orientations of the documents into the graph-
ranking based method for sentiment-transfer 
problem. The algorithm assigns a score for every 
document being predicted, and it iteratively cal-
culates the score making use of the accurate la-
bels of old-domain data, as well as the “pseudo” 
labels of new-domain data, finally it labels the 
new-domain data as “negative” or “positive” bas-
ing on this score. The experiment results show 
that the proposed approach can dramatically im-

prove the accuracy when transferred to a new 
domain.  

In this study, we find the neighbors of a given 
document using cosine similarity. This is too 
general, and perhaps not so proper for sentiment 
classification. In the next step, we will try other 
methods to calculate the similarity. Also, our 
approach can be applied to multi-task learning. 

5 Acknowledgments 

This work was mainly supported by two funds, i.e., 
0704021000 and 60803085, and one another project, 
i.e., 2004CB318109. 

References 
B. Pang and L. Lee. 2008. Opinion mining and senti-

ment analysis. Foundations and Trends in Infor-
mation Retrieval, 2008 

S. Tan, X. Cheng, M. Ghanem, B. Wang and H. Xu. 
2005. A Novel Refinement Approach for Text 
Categorization. In Proceedings of CIKM 2005. 

S. Tan. 2006. An Effective Refinement Strategy for 
KNN Text Classifier. Expert Systems With Appli-
cations. Elsevier. 30(2): 290-298. 

B. Pang, L. Lee, and S. Vaithyanathan. 2002. Thumbs 
up? Sentiment classification using machine learn-
ing techniques. In Proceedings of EMNLP, 2002. 

X. Bai, R. Padman and E. Airoldi. 2005. On learning 
parsimonious models for extracting consumer 
opinions. In Proceedings of HICSS 2005. 

A. Aue and M. Gamon. 2005. Customizing sentiment 
classifiers to new domains: a case study. In 
Proceedings of RANLP 2005. 

J. Blitzer, M. Dredze, and F. Pereira. 2007. Biogra-
phies, Bollywood, Boom-boxes and Blenders: 
Domain adaptation for sentiment classification. In 
Proceedings of ACL 2007. 

S. Tan, G. Wu, H. Tang and X. Cheng. 2007. A novel 
scheme for domain-transfer problem in the context 
of sentiment analysis. In Proceedings of CIKM 
2007. 

S. Tan, Y. Wang, G. Wu and X. Cheng. 2008. Using 
unlabeled data to handle domain-transfer problem 
of semantic detection. In Proceedings of SAC 2008. 

S. Tan, X. Cheng, Y. Wang, H. Xu. 2009. Adapting 
Naive Bayes to Domain Adaptation for Sentiment 
Analysis. In Proceedings of ECIR 2009. 

A. Esuli, F. Sebastiani. 2007. Random-walk models 
of term semantics: An application to opinion-
related properties. In Proceedings of LTC 2007. 

X. Wan, J. Yang and J. Xiao. 2006. Using Cross-
Document Random Walks for Topic-Focused 
Multi-Document Summarization. In Proceedings 
of WI 2006. 

A. Andreevskaia and S. Bergler. 2008. When Special-
ists and Generalists Work Together: Overcoming 
Domain Dependence in Sentiment Tagging. In 
Proceedings of ACL 2008. 

320



Proceedings of the ACL-IJCNLP 2009 Conference Short Papers, pages 321–324,
Suntec, Singapore, 4 August 2009. c©2009 ACL and AFNLP

The Contribution of Stylistic Information to
Content-based Mobile Spam Filtering

Dae-Neung Sohn and Jung-Tae Lee and Hae-Chang Rim
Department of Computer and Radio Communications Engineering

Korea University
Seoul, 136-713, South Korea

{danny,jtlee,rim}@nlp.korea.ac.kr

Abstract

Content-based approaches to detecting
mobile spam to date have focused mainly
on analyzing the topical aspect of a SMS
message (what it is about) but not on the
stylistic aspect (how it is written). In this
paper, as a preliminary step, we investigate
the utility of commonly used stylistic fea-
tures based on shallow linguistic analysis
for learning mobile spam filters. Experi-
mental results show that the use of stylis-
tic information is potentially effective for
enhancing the performance of the mobile
spam filters.

1 Introduction

Mobile spam, also known as SMS spam, is a sub-
set of spam that involves unsolicited advertising
text messages sent to mobile phones through the
Short Message Service (SMS) and has increas-
ingly become a major issue from the early 2000s
with the popularity of mobile phones. Govern-
ments and many service providers have taken var-
ious countermeasures in order to reduce the num-
ber of mobile spam (e.g. by imposing substantial
fines on spammers, blocking specific phone num-
bers, creating an alias address, etc.). Nevertheless,
the rate of mobile spam continues to rise.

Recently, a more technical approach to mobile
spam filtering based on the content of a SMS mes-
sage has started gaining attention in the spam re-
search community. Gómez Hidalgo et al. (2006)
previously explored the use of statistical learning-
based classifiers trained with lexical features, such
as character and word n-grams, for mobile spam
filtering. However, content-based spam filtering
directed at SMS messages are very challenging,
due to the fact that such messages consist of only
a few words. More recent studies focused on ex-
panding the feature set for learning-based mobile

spam classifiers with additional features, such as
orthogonal sparse word bi-grams (Cormack et al.,
2007a; Cormack et al., 2007b).

Collectively, the features exploited in earlier
content-based approach to mobile spam filtering
are topical terms or phrases that statistically in-
dicate the spamness of a SMS message, such as
“loan” or “70% off sale”. However, there is
no guarantee that legitimate (non-spam) messages
would not contain such expressions. Any of us
may send a SMS message such as “need ur ad-
vise on private loans, plz call me” or “mary,
abc.com is having 70% off sale today”. For cur-
rent content-based mobile spam filters, there is a
chance that they would classify such legitimate
messages as spam. This motivated us to not only
rely on the message content itself but incorporate
new features that reflect its “style,” the manner in
which the content is expressed, in mobile spam fil-
tering.

The main goal of this paper is to investigate the
potential of stylistic features in improving the per-
formance of learning-based mobile spam filters. In
particular, we adopt stylistic features previously
suggested in authorship attribution studies based
on stylometry, the statistical analysis of linguistic
style.1 Our assumption behind adopting the fea-
tures from authorship attribution are as follows:

• There are two types of SMS message senders,
namely spammers and non-spammers.

• Spammers have distinctive linguistic styles
and writing behaviors (as opposed to non-
spammers) and use them consistently.

• The SMS message as an end product carries
the author’s “fingerprints”.

1Authorship attribution involves identifying the author of
a text given some stylistic characteristics of authors’ writing.
See Holmes (1998) for overview.
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Although there are many types of stylistic fea-
tures suggested in the literature, we make use of
the ones that are readily computable and countable
from SMS message texts without any complex lin-
guistic analysis as a preliminary step, including
word and sentence lengths (Mendenhall, 1887),
frequencies of function words (Mosteller and Wal-
lace, 1964), and part-of-speech tags and tag n-
grams (Argamon-Engelson et al., 1998; Koppel et
al., 2003; Santini, 2004).

Our experimental result on a large-scale, real
world SMS dataset demonstrates that the newly
added stylistic features effectively contributes to
statistically significant improvement on the perfor-
mance of learning-based mobile spam filters.

2 Stylistic Feature Set

All stylistic features listed below have been auto-
matically extracted using shallow linguistic analy-
sis. Note that most of them have been motivated
from previous stylometry studies.

2.1 Length features: LEN

Mendenhall (1887) first created the idea of count-
ing word lengths to judge the authorship of texts,
followed by Yule (1939) and Morton (1965) with
the use of sentence lengths. In this paper, we mea-
sure the overall byte length of SMS messages and
the average byte length of words in the message as
features.

2.2 Function word frequencies: FW

Motivated from a number of stylometry studies
based on function words including Mosteller and
Wallace (1964), Tweedie et al. (1996) and Arg-
amon and Levitan (2005), we measure the fre-
quencies of function words in SMS messages as
features. The intuition behind function words is
that due to their high frequency in languages and
highly grammaticalized roles, such words are un-
likely to be subject to conscious control by the au-
thor and that the frequencies of different function
words would vary greatly across different authors
(Argamon and Levitan, 2005).

2.3 Part-of-speech n-grams: POS

Following the work of Argamon-Engelson et al.
(1998), Koppel et al. (2003), Santini (2004) and
Gamon (2004), we extract part-of-speech n-grams
(up to trigrams) from the SMS messages and use
their frequencies as features. The idea behind their

utility is that spammers would favor certain syn-
tactic constructions in their messages.

2.4 Special characters: SC

We have observed that many SMS messages con-
tain special characters and that their usage varies
between spam and non-spam messages. For in-
stance, non-spammers often use special characters
to create emoticons to express their mood, such as
“:-)” (smiling) or “T T” (crying), whereas spam-
mers tend to use special character or patterns re-
lated to monetary matters, such as “$$$” or “%”.
Therefore, we also measured the ratio of special
characters, the number of emoticons, and the num-
ber of special character patterns in SMS messages
as features.2

3 Learning a Mobile Spam Filter

In this paper, we use maximum entropy model,
which have shown robust performance in various
text classification tasks in the literature, for learn-
ing the mobile spam filter. Simply put, given a
number of training samples (in our case, SMS
messages), each with a label Y (where Y = 1 if
spam and 0 otherwise) and a feature vector x, the
filter learns a vector of feature weight parameters
w. Given a test sample X with its feature vector x,
the filer outputs the conditional probability of pre-
dicting the data as spam, P (Y = 1|X = x). We
use the L-BFGS algorithm (Malouf, 2002) and the
Information Gain (IG) measure for parameter esti-
mation and feature selection, respectively.

4 Experiments

4.1 SMS test collections

We use a collection of mobile SMS messages in
Korean, with 18,000 (60%) legitimate messages
and 12,000 (40%) spam messages. This collec-
tion is based on one used in our previous work
(Sohn et al., 2008) augmented with 10,000 new
messages. Note that the size is approximately 30
times larger than the most previous work by Cor-
mack et al. (2007a) on mobile spam filtering.

4.2 Feature setting

We compare three types of feature sets, as follows:

2For emoticon and special pattern counts, we used man-
ually constructed lexicons consisting of 439 emoticons and
229 special patterns.
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• Baseline: This set consists of lexical features
in SMS messages, including words, charac-
ter n-grams, and orthogonal sparse word bi-
grams (OSB)3. This feature set represents
the content-based approaches previously pro-
posed by Gómez Hidalgo et al. (2006), Cor-
mack et al. (2007a) and Cormack et al.
(2007b).

• Proposed: This feature set consists of all the
stylistic features mentioned in Section 2.

• Combined: This set is a combination of both
the baseline and proposed feature sets.

For all three sets, we make use of 100 features with
the highest IG values.

4.3 Evaluation measures

Since spam filtering task is very sensitive to false-
positives (i.e. legitimate classified as spam) and
false-negatives (i.e. spam classified as legitimate),
special care must be taken when choosing an ap-
propriate evaluation criterion.

Following the TREC Spam Track, we evalu-
ate the filters using ROC curves that plot false-
positive rate against false-negative rate. As a sum-
mary measure, we report one minus area under
the ROC curve (1−AUC) as a percentage with
confidence intervals, which is the TREC’s official
evaluation measure.4 Note that lower 1−AUC(%)
value means better performance. We used the
TREC Spam Filter Evaluation Toolkit5 in order to
perform the ROC analysis.

4.4 Results

All experiments were performed using 10-fold
cross validation. Statistical significance of differ-
ences between results were computed with a two-
tailed paired t-test. The symbol † indicates statis-
tical significance over an appropriate baseline at
p < 0.01 level.

Table 1 reports the 1−AUC(%) summary for
each feature settings listed in Section 4.2. Notice
that Proposed achieves significantly better perfor-
mance than Baseline. (Recall that the smaller, the

3OSB refers to words separated by 3 or fewer words,
along with an indicator of the difference in word positions;
for example, the expression “the quick brown fox” would
induce following OSB features: “the (0) quick”, “the (1)
brown”, “the (2) fox”, “quick (0) brown”, “quick (1) fox”,
and “brown (0) fox” (Cormack et al., 2007a).

4For detail on ROC analysis, see Cormack et al. (2007a).
5Available at http://plg.uwaterloo.ca/.trlynam/spamjig/

Feature set 1−AUC (%)
Baseline 10.7227 [9.4476 - 12.1176]
Proposed 4.8644† [4.2726 - 5.5886]
Combined 3.7538† [3.1186 - 4.4802]

Table 1: Performance of different feature settings.
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Figure 1: ROC curves of different feature settings.

better.) An even greater performance gain is ob-
tained by combining both Proposed and Baseline.
This clearly indicates that stylistic aspects of SMS
messages are potentially effective for mobile spam
filtering.

Figure 1 shows the ROC curves of each fea-
ture settings. Notice the tradeoff when Proposed
is used solely with comparison to Baseline; false-
positive rate is worsened in return for gaining bet-
ter false-negative rate. Fortunately, when both fea-
ture sets are combined, false-positive rate is re-
mained unchanged while the lowest false-negative
rate is achieved. This suggests that the addition of
stylistic features contributes to the enhancement of
false-negative rate while not hurting false-positive
rate (i.e. the cases where spam is classified as le-
gitimate are significantly lessened).

In order to evaluate the contribution of different
types of stylistic features, we conducted a series
of experiments by removing features of a specific
type at a time from Combined. Table 2 shows the
detailed result. Notice that LEN and SC features
are the most helpful, since the performance drops
significantly after removing either of them. Inter-
estingly, FW and POS features show similar con-
tributions; we suggest that these two feature types
have similar effects in this filtering task.

We also conducted another series of experi-
ments, by adding one feature type at a time to
Baseline. Table 3 reports the results. Notice that
LEN features are consistently the most helpful.
The most interesting result is that POS features
continuously contributes the least. We carefully
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Feature set 1−AUC (%)
Combined 3.7538 [3.1186 - 4.4802]
− LEN 4.7351† [4.0457 - 5.6405]
− FW 3.9823† [3.3048 - 4.5930]
− POS 4.0712† [3.4057 - 4.8630]
− SC 4.7644† [4.1012 - 5.4350]

Table 2: Performance by removing one stylistic
feature set from the Combined set.

Feature set 1−AUC (%)
Baseline 10.7227 [9.4476 - 12.1176]
+ LEN 5.5275† [4.0457 - 6.6281]
+ FW 6.0828† [5.1783 - 6.9249]
+ POS 9.6103† [8.7190 - 11.0579]
+ SC 7.5288† [6.6049 - 8.4466]

Table 3: Performance by adding one stylistic fea-
ture set to the Baseline set.

hypothesize that the result is due to high depen-
dencies between POS and lexical features.

5 Discussion

In this paper, we have introduced new features that
indicate the written style of texts for content-based
mobile spam filtering. We have also shown that the
stylistic features are potentially useful in improv-
ing the performance of mobile spam filters.

This is definitely a work in progress, and much
more experimentation is required. Deep linguis-
tic analysis-based stylistic features, such as con-
text free grammar production frequencies (Ga-
mon, 2004) and syntactic rewrite rules in an au-
tomatic parse (Baayen et al., 1996), that have al-
ready been successfully used in the stylometry lit-
erature may be considered. Perhaps most impor-
tantly, the method must be tested on various mo-
bile spam data sets written in languages other than
Korean. These would be our future work.
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Abstract

This paper introduces the concepts of ask-
ing point and expected answer type as vari-
ations of the question focus. They are of
particular importance for QA over semi-
structured data, as represented by Topic
Maps, OWL or custom XML formats.
We describe an approach to the identifica-
tion of the question focus from questions
asked to a Question Answering system
over Topic Maps by extracting the asking
point and falling back to the expected an-
swer type when necessary. We use known
machine learning techniques for expected
answer type extraction and we implement
a novel approach to the asking point ex-
traction. We also provide a mathematical
model to predict the performance of the
system.

1 Introduction

Topic Maps is an ISO standard1 for knowledge
representation and information integration. It pro-
vides the ability to store complex meta-data to-
gether with the data itself.

This work addresses domain portable Question
Answering (QA) over Topic Maps. That is, a QA
system capable of retrieving answers to a question
asked against one particular topic map or topic
maps collection at a time. We concentrate on an
empirical approach to extract the question focus.
The extracted focus is then anchored to a topic
map construct. This way, we map the type of the
answer as provided in the question to the type of
the answer as available in the source data.

Our system runs over semi-structured data that
encodes ontological information. The classifica-
tion scheme we propose is based on one dynamic

1ISO/IEC 13250:2003,
http://www.isotopicmaps.org/sam/

and one static layer, contrasting with previous
work that uses static taxonomies (Li and Roth,
2002).

We use the term asking point or AP when the
type of the answer is explicit, e.g. the word
operas in the question What operas did Puccini
write?

We use the term expected answer type or EAT
when the type of the answer is implicit but can be
deduced from the question using formal methods.
The question Who composed Tosca? implies that
the answer is a person. That is, person is the ex-
pected answer type.

We consider that AP takes precedence over the
EAT. That is, if the AP (the explicit focus) has
been successfully identified in the question, it is
considered to be the type of the question, and the
EAT (the implicit focus) is left aside.

The claim that the exploitation of AP yields bet-
ter results in QA over Topic Maps has been tested
with 100 questions over the Italian Opera topic
map 2. AP, EAT and the answers of the ques-
tions were manually annotated. The answers to the
questions were annotated as topic map constructs
(i.e. as topics or as occurrences).

An evaluation for QA over Topic Maps has been
devised that has shown that choosing APs as foci
leads to a much better recall and precision. A de-
tailed description of this test is beyond the scope
of this paper.

2 System Architecture

We approach both AP and EAT extraction with
the same machine learning technology based on
the principle of maximum entropy (Ratnaparkhi,
1998)3.

2http://ontopia.net/omnigator/models/
topicmap_complete.jsp?tm=opera.ltm

3OpenNLP http://opennlp.sf.net was used for
tokenization, POS tagging and parsing. Maxent http://
maxent.sf.netwas used as the maximum entropy engine
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What are Italian operas ?
Gold O O AP AP O

Table 1: Gold standard AP annotation

Class Word count %
AskingPoint 1842 9.3%
Other 17997 90.7%

Table 2: Distribution of AP classes (word level)

We annotated a corpus of 2100 questions. 1500
of those questions come from the Li & Roth cor-
pus (Li and Roth, 2002), 500 questions were taken
from the TREC-10 questions and 100 questions
were asked over the Italian Opera topic map.

2.1 AP extraction

We propose a model for extracting AP that is based
on word tagging. As opposed to EAT, AP is con-
structed on word level not on the question level.
Table 1 provides an annotated example of AP.

Our annotation guidelines limit the AP to the
noun phrase that is expected to be the type of the
answer. As such, it is different from the notion
of focus as a noun likely to be present in the an-
swer (Ferret et al., 2001) or as what the question
is all about (Moldovan et al., 1999). For instance,
a question such as Where is the Taj Mahal? does
not yield any AP. Although the main topic is the
Taj Mahal, the answer is not expected to be in a
parent-child relationship with the subject. Instead,
the sought after type is the EAT class LOCATION.
This distinction is important for QA over semi-
structured data where the data itself is likely to be
hierarchically organized.

Asking points were annotated in 1095 (52%)
questions out of 2100. The distribution of AP
classes in the annotated data is shown in the Ta-
ble 2.

A study of the inter-annotator agreement be-
tween two human annotators has been performed
on a set of 100 questions. The Cohen’s kappa
coefficient (Cohen, 1960) was at 0.781, which
is lower than the same measure for the inter-
annotator agreement on EAT. This is an expected
result, as the AP annotation is naturally perceived
as a more complex task. Nevertheless, this allows
to qualify the inter-annotator agreement as good.

For each word, a number of features were used

for EAT and AP extraction.

Class Count %
TIME 136 6.5%
NUMERIC 215 10.2%
DEFINITION 281 13.4%
LOCATION 329 15.7%
HUMAN 420 20.0%
OTHER 719 34.2%

Table 3: Distribution of EAT classes (question
level)

by the classifier, including strings and POS-tags
on a 4-word window. The WH-word and its com-
plement were also used as features, as well as the
parsed subject of the question and the first nominal
phrase.

A simple rule-based AP extraction has also been
implemented, for comparison. It operates by re-
trieving the WH-complement from the syntactic
parse of the question and stripping the initial arti-
cles and numerals, to match the annotation guide-
lines for AP.

2.2 EAT extraction

EAT was supported by a taxonomy of 6 coarse
classes: HUMAN, NUMERIC, TIME, LOCA-
TION, DEFINITION and OTHER. This selection
is fairly close to the MUC typology of Named
Entities4 which has been the basis of numerous
feature-driven classifiers because of salient formal
indices that help identify the correct class.

We purposely limited the number of EAT
classes to 6 as AP extraction already provides
a fine-grained, dynamic classification from the
question to drive the subsequent search in the topic
map.

The distribution of EAT classes in the annotated
data is shown in the Table 3.

A study of the inter-annotator agreement be-
tween two human annotators has been performed
on a set of 200 questions. The resulting Cohen’s
kappa coefficient (Cohen, 1960) of 0.8858 allows
to qualify the inter-annotator agreement as very
good.

We followed Li & Roth (Li and Roth, 2002)
to implement the features for the EAT classifier.
They included strings and POS-tags, as well as
syntactic parse information (WH-words and their
complements, auxiliaries, subjects). Four lists for

4http://www.cs.nyu.edu/cs/faculty/
grishman/NEtask20.book_1.html
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Accuracy Value Std dev Std err
EAT 0.824 0.020 0.006
Lenient AP 0.963 0.020 0.004
Exact AP 0.888 0.052 0.009
Focus (AP+EAT) 0.827 0.020 0.006

Table 4: Accuracy of the classifiers (question
level)

words related to locations, people, quantities and
time were derived from WordNet and encoded as
semantic features.

3 Evaluation Results

The performance of the classifiers was evaluated
on our corpus of 2100 questions annotated for AP
and EAT. The corpus was split into 80% of training
and 20% test data, and data re-sampled 10 times in
order to account for variance.

Table 4 lists the figures for the accuracy of the
classifiers, that is, the ratio between the correct in-
stances and the overall number of instances. As
the AP classifier operates on words while the EAT
classifier operates on questions, we had to estimate
the accuracy of the AP classifier per question, to
allow for comparison. Two simple metrics are pos-
sible. A lenient metric assumes that the AP extrac-
tor performed correctly in the question if there is
an overlap between the system output and the an-
notation on the question level. An exact metric as-
sumes that the AP extractor performed correctly if
there is an exact match between the system output
and the annotation.

In the example What are Italian Operas? (Ta-
ble 1), assuming the system only tagged operas as
AP, lenient accuracy will be 1, exact accuracy will
be 0, precision for the AskingPoint class will be 1
and its recall will be 0.5.

Table 5 shows EAT results by class. Tables 6
and 7 show AP results by class for the machine
learning and the rule-based classifier.

As shown in Figure 1, when AP classification is
available it is used. During the evaluation, AP was
found in 49.4% of questions.

A mathematical model has been devised to pre-
dict the accuracy of the focus extractor on an an-
notated corpus.

It is expected that the focus accuracy, that is, the
accuracy of the focus extraction system, is depen-
dent on the performance of the AP and the EAT
classifiers. GivenN the total number of questions,

Class Precision Recall F-Score
DEFINITION 0.887 0.800 0.841
LOCATION 0.834 0.812 0.821
HUMAN 0.902 0.753 0.820
TIME 0.880 0.802 0.838
NUMERIC 0.943 0.782 0.854
OTHER 0.746 0.893 0.812

Table 5: EAT performance by class (question
level)

Class Precision Recall F-Score
AskingPoint 0.854 0.734 0.789
Other 0.973 0.987 0.980

Table 6: AP performance by class (word level)

Class Precision Recall F-Score
AskingPoint 0.608 0.479 0.536
Other 0.948 0.968 0.958

Table 7: Rule-based AP performance by class
(word level)

we define the branching factor, that is, the percent-
age of questions for which AP is provided by the
system, as follows:

Y =
(TPAP + FPAP )

N

Figure 1 shows that the sum AP true posi-
tives and EAT correct classifications represents the
overall number of questions that were classified
correctly. This accuracy can be further developed
to present the dependencies as follows:

AFOCUS = PAPY +AEAT (1− Y )

That is, the overall accuracy is dependent on the
precision of the AskingPoint class of the AP clas-
sifier, the accuracy of EAT and the branching fac-
tor. The branching factor itself can be predicted
using the performance of the AP classifier and the
ratio between the number of questions annotated
with AP and the total number of questions.

Y =
(TPAP +FNAP

N )RAP

PAP
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Figure 1: Focus extraction flow diagram

4 Related work

(Atzeni et al., 2004; Paggio et al., 2004) describe
MOSES, a multilingual QA system delivering an-
swers from Topic Maps. MOSES extracts a focus
constraint (defined after (Rooth, 1992)) as part of
the question analysis, which is evaluated to an ac-
curacy of 76% for the 85 Danish questions and
70% for the 83 Italian questions. The focus is
an ontological type dependent from the topic map,
and its extraction is based on hand-crafted rules.
In our case, focus extraction – though defined with
topic map retrieval in mind – stays clear of on-
tological dependencies so that the same question
analysis module can be applied to any topic map.

In open domain QA, machine learning ap-
proaches have proved successful since Li & Roth
(Li and Roth, 2006). Despite using similar fea-
tures, the F-Score (0.824) for our EAT classes is
slightly lower than reported by Li & Roth (Li and
Roth, 2006) for coarse classes. We may speculate
that the difference is primarily due to our limited
training set size (1,680 questions versus 21,500
questions for Li & Roth). On the other hand, we
are not aware of any work attempting to extract AP
on word level using machine learning in order to
provide dynamic classes to a question classifica-
tion module.

5 Future work and conclusion

We presented a question classification system
based on our definition of focus geared towards
QA over semi-structured data where there is a
parent-child relationship between answers and
their types. The specificity of the focus degrades
gracefully in the approach described above. That
is, we attempt the extraction of the AP when possi-
ble and fall back on the EAT extraction otherwise.

We identify the focus dynamically, instead of
relying on a static taxonomy of question types,
and we do so using machine learning techniques
throughout the application stack.

A mathematical model has been devised to pre-
dict the performance of the focus extractor.

We are currently working on the exploitation of
the results provided by the focus extractor in the
subsequent modules of the QA over Topic Maps,
namely anchoring, navigation in the topic map,
graph algorithms and reasoning.
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Abstract

In this paper, we analyze the impact of
different automatic annotation methods on
the performance of supervised approaches
to the complex question answering prob-
lem (defined in the DUC-2007 main task).
Huge amount of annotated or labeled
data is a prerequisite for supervised train-
ing. The task of labeling can be ac-
complished either by humans or by com-
puter programs. When humans are em-
ployed, the whole process becomes time
consuming and expensive. So, in order
to produce a large set of labeled data we
prefer the automatic annotation strategy.
We apply five different automatic anno-
tation techniques to produce labeled data
using ROUGE similarity measure, Ba-
sic Element (BE) overlap, syntactic sim-
ilarity measure, semantic similarity mea-
sure, and Extended String Subsequence
Kernel (ESSK). The representative super-
vised methods we use are Support Vec-
tor Machines (SVM), Conditional Ran-
dom Fields (CRF), Hidden Markov Mod-
els (HMM), and Maximum Entropy (Max-
Ent). Evaluation results are presented to
show the impact.

1 Introduction

In this paper, we consider the complex question
answering problem defined in the DUC-2007 main
task1. We focus on an extractive approach of sum-
marization to answer complex questions where a
subset of the sentences in the original documents
are chosen. For supervised learning methods,
huge amount of annotated or labeled data sets are
obviously required as a precondition. The deci-
sion as to whether a sentence is important enough

1http://www-nlpir.nist.gov/projects/duc/duc2007/

to be annotated can be taken either by humans or
by computer programs. When humans are em-
ployed in the process, producing such a large la-
beled corpora becomes time consuming and ex-
pensive. There comes the necessity of using au-
tomatic methods to align sentences with the in-
tention to build extracts from abstracts. In this
paper, we use ROUGE similarity measure, Basic
Element (BE) overlap, syntactic similarity mea-
sure, semantic similarity measure, and Extended
String Subsequence Kernel (ESSK) to automati-
cally label the corpora of sentences (DUC-2006
data) into extract summary or non-summary cat-
egories in correspondence with the document ab-
stracts. We feed these 5 types of labeled data into
the learners of each of the supervised approaches:
SVM, CRF, HMM, and MaxEnt. Then we exten-
sively investigate the performance of the classi-
fiers to label unseen sentences (from 25 topics of
DUC-2007 data set) as summary or non-summary
sentence. The experimental results clearly show
the impact of different automatic annotation meth-
ods on the performance of the candidate super-
vised techniques.

2 Automatic Annotation Schemes

Using ROUGE Similarity Measures ROUGE
(Recall-Oriented Understudy for Gisting Evalua-
tion) is an automatic tool to determine the qual-
ity of a summary using a collection of measures
ROUGE-N (N=1,2,3,4), ROUGE-L, ROUGE-W
and ROUGE-S which count the number of over-
lapping units such as n-gram, word-sequences,
and word-pairs between the extract and the ab-
stract summaries (Lin, 2004). We assume each
individual document sentence as the extract sum-
mary and calculate its ROUGE similarity scores
with the corresponding abstract summaries. Thus
an average ROUGE score is assigned to each sen-
tence in the document. We choose the top N sen-
tences based on ROUGE scores to have the label
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+1 (summary sentences) and the rest to have the
label −1 (non-summary sentences).

Basic Element (BE) Overlap Measure We ex-
tract BEs, the “head-modifier-relation” triples for
the sentences in the document collection using BE
package 1.0 distributed by ISI 2. The ranked list
of BEs sorted according to their Likelihood Ra-
tio (LR) scores contains important BEs at the top
which may or may not be relevant to the abstract
summary sentences. We filter those BEs by check-
ing possible matches with an abstract sentence
word or a related word. For each abstract sen-
tence, we assign a score to every document sen-
tence as the sum of its filtered BE scores divided
by the number of BEs in the sentence. Thus, ev-
ery abstract sentence contributes to the BE score
of each document sentence and we select the top
N sentences based on average BE scores to have
the label +1 and the rest to have the label −1.

Syntactic Similarity Measure In order to cal-
culate the syntactic similarity between the abstract
sentence and the document sentence, we first parse
the corresponding sentences into syntactic trees
using Charniak parser 3 (Charniak, 1999) and then
we calculate the similarity between the two trees
using the tree kernel (Collins and Duffy, 2001).
We convert each parenthesis representation gener-
ated by Charniak parser to its corresponding tree
and give the trees as input to the tree kernel func-
tions for measuring the syntactic similarity. The
tree kernel of two syntactic trees T1 and T2 is ac-
tually the inner product of the two m-dimensional
vectors, v(T1) and v(T2):

TK(T1, T2) = v(T1).v(T2)

The TK (tree kernel) function gives the simi-
larity score between the abstract sentence and the
document sentence based on the syntactic struc-
ture. Each abstract sentence contributes a score to
the document sentences and the top N sentences
are selected to be annotated as +1 and the rest as
−1 based on the average of similarity scores.

Semantic Similarity Measure Shallow seman-
tic representations, bearing a more compact infor-
mation, can prevent the sparseness of deep struc-
tural approaches and the weakness of BOW mod-
els (Moschitti et al., 2007). To experiment with
semantic structures, we parse the corresponding

2BE website:http://www.isi.edu/ cyl/BE
3available at ftp://ftp.cs.brown.edu/pub/nlparser/

sentences semantically using a Semantic Role La-
beling (SRL) system like ASSERT4. ASSERT is
an automatic statistical semantic role tagger, that
can annotate naturally occuring text with semantic
arguments. We represent the annotated sentences
using tree structures called semantic trees (ST).
Thus, by calculating the similarity between STs,
each document sentence gets a semantic similarity
score corresponding to each abstract sentence and
then the topN sentences are selected to be labeled
as +1 and the rest as −1 on the basis of average
similarity scores.

Extended String Subsequence Kernel (ESSK)
Formally, ESSK is defined as follows (Hirao et al.,
2004):

Kessk(T,U) =

d∑
m=1

∑
ti∈T

∑
uj∈U

Km(ti, uj)

Km(ti, uj) =

{
val(ti, uj) if m = 1

K
′
m−1(ti, uj) · val(ti, uj)

Here, K
′
m(ti, uj) is defined below. ti and uj

are the nodes of T and U , respectively. Each node
includes a word and its disambiguated sense. The
function val(t, u) returns the number of attributes
common to the given nodes t and u.

K
′
m(ti, uj) =

{
0 if j = 1

λK
′
m(ti, uj−1) +K

′′
m(ti, uj−1)

Here λ is the decay parameter for the number
of skipped words. We choose λ = 0.5 for this
research. K

′′
m(ti, uj) is defined as:

K
′′
m(ti, uj) =

{
0 if i = 1

λK
′′
m(ti−1, uj) +Km(ti−1, uj)

Finally, the similarity measure is defined after
normalization as below:

simessk(T,U) =
Kessk(T,U)√

Kessk(T, T )Kessk(U,U)

Indeed, this is the similarity score we assign to
each document sentence for each abstract sentence
and in the end, top N sentences are selected to
be annotated as +1 and the rest as −1 based on
average similarity scores.

3 Experiments

Task Description The problem definition at
DUC-2007 was: “Given a complex question (topic
description) and a collection of relevant docu-
ments, the task is to synthesize a fluent, well-
organized 250-word summary of the documents

4available at http://cemantix.org/assert
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that answers the question(s) in the topic”. We con-
sider this task and use the five automatic annota-
tion methods to label each sentence of the 50 doc-
ument sets of DUC-2006 to produce five differ-
ent versions of training data for feeding the SVM,
HMM, CRF and MaxEnt learners. We choose the
top 30% sentences (based on the scores assigned
by an annotation scheme) of a document set to
have the label +1 and the rest to have −1. Unla-
beled sentences of 25 document sets of DUC-2007
data are used for the testing purpose.

Feature Space We represent each of the
document-sentences as a vector of feature-values.
We extract several query-related features and
some other important features from each sen-
tence. We use the features: n-gram overlap,
Longest Common Subsequence (LCS), Weighted
LCS (WLCS), skip-bigram, exact word overlap,
synonym overlap, hypernym/hyponym overlap,
gloss overlap, Basic Element (BE) overlap, syn-
tactic tree similarity measure, position of sen-
tences, length of sentences, Named Entity (NE),
cue word match, and title match (Edmundson,
1969).

Supervised Systems For SVM we use second
order polynomial kernel for the ROUGE and
ESSK labeled training. For the BE, syntactic, and
semantic labeled training third order polynomial
kernel is used. The use of kernel is based on the
accuracy we achieved during training. We apply
3-fold cross validation with randomized local-grid
search for estimating the value of the trade-off pa-
rameter C. We try the value of C in 2i following
heuristics, where i ∈ {−5,−4, · · · , 4, 5} and set
C as the best performed value 0.125 for second
order polynomial kernel and default value is used
for third order kernel. We use SVM light 5 pack-
age for training and testing in this research. In case
of HMM, we apply the Maximum Likelihood Esti-
mation (MLE) technique by frequency counts with
add-one smoothing to estimate the three HMM
parameters: initial state probabilities, transition
probabilities and emission probabilities. We use
Dr. Dekang Lin’s HMM package6 to generate
the most probable label sequence given the model
parameters and the observation sequence (unla-
beled DUC-2007 test data). We use MALLET-0.4
NLP toolkit7 to implement the CRF. We formu-

5http://svmlight.joachims.org/
6http://www.cs.ualberta.ca/ l̃indek/hmm.htm
7http://mallet.cs.umass.edu/

late our problem in terms of MALLET’s Simple-
Tagger class which is a command line interface to
the MALLET CRF class. We modify the Simple-
Tagger class in order to include the provision for
producing corresponding posterior probabilities of
the predicted labels which are used later for rank-
ing sentences. We build the MaxEnt system using
Dr. Dekang Lin’s MaxEnt package8. To define the
exponential prior of the λ values in MaxEnt mod-
els, an extra parameter α is used in the package
during training. We keep the value of α as default.

Sentence Selection The proportion of important
sentences in the training data will differ from the
one in the test data. A simple strategy is to rank
the sentences in a document, then select the top N
sentences. In SVM systems, we use the normal-
ized distance from the hyperplane to each sample
to rank the sentences. Then, we choose N sen-
tences until the summary length (250 words for
DUC-2007) is reached. For HMM systems, we
use Maximal Marginal Relevance (MMR) based
method to rank the sentences (Carbonell et al.,
1997). In CRF systems, we generate posterior
probabilities corresponding to each predicted label
in the label sequence to measure the confidence of
each sentence for summary inclusion. Similarly
for MaxEnt, the corresponding probability values
of the predicted labels are used to rank the sen-
tences.

Evaluation Results The multiple “reference
summaries” given by DUC-2007 are used in the
evaluation of our summary content. We evalu-
ate the system generated summaries using the au-
tomatic evaluation toolkit ROUGE (Lin, 2004).
We report the three widely adopted important
ROUGE metrics in the results: ROUGE-1 (uni-
gram), ROUGE-2 (bigram) and ROUGE-SU (skip
bi-gram). Figure 1 shows the ROUGE F-measures
for SVM, HMM, CRF and MaxEnt systems. The
X-axis containing ROUGE, BE, Synt (Syntactic),
Sem (Semantic), and ESSK stands for the annota-
tion scheme used. The Y-axis shows the ROUGE-
1 scores at the top, ROUGE-2 scores at the bottom
and ROUGE-SU scores in the middle. The super-
vised systems are distinguished by the line style
used in the figure.

From the figure, we can see that the ESSK la-
beled SVM system is having the poorest ROUGE -
1 score whereas the Sem labeled system performs

8http://www.cs.ualberta.ca/l̃indek/downloads.htm
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Figure 1: ROUGE F-scores for different supervised systems

best. The other annotation methods’ impact is al-
most similar here in terms of ROUGE-1. Ana-
lyzing ROUGE-2 scores, we find that the BE per-
forms the best for SVM, on the other hand, Sem
achieves top ROUGE-SU score. As for the two
measures Sem annotation is performing the best,
we can typically conclude that Sem annotation is
the most suitable method for the SVM system.
ESSK works as the best for HMM and Sem la-
beling performs the worst for all ROUGE scores.
Synt and BE labeled HMMs perform almost simi-
lar whereas ROUGE labeled system is pretty close
to that of ESSK. Again, we see that the CRF per-
forms best with the ESSK annotated data in terms
of ROUGE -1 and ROUGE-SU scores and Sem
has the highest ROUGE-2 score. But BE and Synt
labeling work bad for CRF whereas the ROUGE
labeling performs decently. So, we can typically
conclude that ESSK annotation is the best method
for the CRF system. Analyzing further, we find
that ESSK works best for MaxEnt and BE label-
ing is the worst for all ROUGE scores. We can
also see that ROUGE, Synt and Sem labeled Max-
Ent systems perform almost similar. So, from this
discussion we can come to a conclusion that SVM
system performs best if the training data uses se-
mantic annotation scheme and ESSK works best
for HMM, CRF and MaxEnt systems.

4 Conclusion and Future Work

In the work reported in this paper, we have per-
formed an extensive experimental evaluation to
show the impact of five automatic annotation
methods on the performance of different super-
vised machine learning techniques in confronting
the complex question answering problem. Experi-
mental results show that Sem annotation is the best

for SVM whereas ESSK works well for HMM,
CRF and MaxEnt systems. In the near future,
we plan to work on finding more sophisticated ap-
proaches to effective automatic labeling so that we
can experiment with different supervised methods.
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Abstract 

 

When a multi-lingual question-answering (QA) 
system provides an answer that has been 
incorrectly translated, it is very likely to be 
regarded as irrelevant. In this paper, we 
propose a novel method for correcting a 
deletion error that affects overall 
understanding of the sentence. Our post-editing 
technique uses information available at query 
time: examples drawn from related documents 
determined to be relevant to the query. Our 
results show that 4%-7% of MT sentences are 
missing the main verb and on average, 79% of 
the modified sentences are judged to be more 
comprehensible. The QA performance also 
benefits  from the improved MT: 7% of 
irrelevant response sentences become relevant. 

1. Introduction 

We are developing a multi-lingual question-
answering (QA) system that must provide 
relevant English answers for a given query, 
drawing pieces of the answer from translated 
foreign source. Relevance and translation quality 
are usually inseparable: an incorrectly translated 
sentence in the answer is very likely to be 
regarded as irrelevant even when the 
corresponding source language sentence is 
actually relevant. We use a phrase-based 
statistical machine translation system for the MT 
component and thus, for us, MT serves as a 
black box that produces the translated 
documents in our corpus; we cannot change the 
MT system itself. As MT is used in more and 
more multi-lingual applications, this situation 
will become quite common.  

We propose a novel method which uses 
redundant information available at question-
answering time to correct errors. We present a 

post-editing mechanism to both detect and 
correct errors in translated documents 
determined to be relevant for the response. In 
this paper, we focus on cases where the main 
verb of a Chinese sentence has not been 
translated. The main verb usually plays a crucial 
role in conveying the meaning of a sentence. In 
cases where only the main verb is missing, an 
MT score relying on edit distance (e.g., TER or 
Bleu) may be high, but the sentence may 
nonetheless be incomprehensible.  

Handling this problem at query time rather 
than during SMT gives us valuable information 
which was not available during SMT, namely, a 
set of related sentences and their translations 
which may contain the missing verb. By using 
translation examples of verb phrases and 
alignment information in the related documents, 
we are able to find an appropriate English verb 
and embed it in the right position as the main 
verb in order to improve MT quality. 

 A missing main verb can result in an incom-
prehensible sentence as seen here where the 
Chinese verb “被捕” was not translated at all. 

 

MT:          On December 13 Saddam . 
REF :        On December 13 Saddam was arrested. 
Chinese:   12月13日萨达姆被捕。 
 

In other cases, a deleted main verb can result 
in miscommunication; below the Chinese verb 
“减退” should have been translated as 
“reduced”. An English native speaker could 
easily misunderstand the meaning to be “People 
love classical music every year.” which happens 
to be the opposite of the original intended 
meaning. 

 
 

MT:          People of classical music loving every year.  
REF :        People’s love for classical music reduced every year. 
Chinese:   民众对古典音乐的热爱逐年减退。 

2. Related Work 

Post-editing has been used in full MT systems 
for tasks such as article selection (a, an, the) for 
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English noun phrases (Knight and Chander 
1994). Simard et al in 2007 even developed a 
statistical phrase based MT system in a post-
editing task, which takes the output of a rule-
based MT system and produces post-edited 
target-language text.  Zwarts et al. (2008) target 
selecting the best of a set of outputs from 
different MT systems through their 
classification-based approach. Others have also 
proposed using the question-answering context 
to detect errors in MT, showing how to correct 
names (Parton et. al 2008, Ji et. al 2008). 

3. System Overview 

The architecture of our QA system is shown in 
Figure 1. Our MT post-editing system (the bold 
block in Figure 1) runs after document retrieval 
has retrieved all potentially relevant documents 
and before the response generator selects 
sentences for the answer. It modifies any MT 
documents retrieved by the embedded 
information retrieval system that are missing a 
main verb. All MT results are provided by a 
phrase-based SMT system.  
   Post-editing includes three steps: detect a 
clause with a missing main verb, determine 
which Chinese verb should have been translated, 
and find an example sentence in the related 
documents with an appropriate sentence which 
can be used to modify the sentence in question.  
To detect clauses, we first tag the corpus using a 
Conditional Random Fields (CRF) POS tagger 
and then use manually designed regular 
expressions to identify main clauses of the 
sentence, subordinate clauses (i.e., clauses which 
are arguments to a verb) and conjunct clauses in 
a sentence with conjunction. We do not handle 
adjunct clauses. Hereafter, we simply refer to all 
of these as “clause”. If a clause does not have 
any POS tag that can serve as a main verb (VB, 
VBD, VBP, VBZ), it is marked as missing a 
main verb.  
   MT alignment information is used to further 
ensure that these marked clauses are really 
missing main verbs.  We segment and tag the 
Chinese source sentence using the Stanford 
Chinese segmenter and the CRF Chinese POS 
tagger developed by Purdue University. If we 
find a verb phrase in the Chinese source 
sentence that was not aligned with any English 
words in the SMT alignment tables, then we 
label it as a verb translation gap (VTG) and 
confirm that the marking was correct. 

   In the following sections, we describe how we 
determine which Chinese verb should have been 
translated and how that occurs. 

Query in English

Document Retrieval

Detecting Possible Clauses 
with no Main Verb

Finding the Main Verb Position

Obtain Translation of the Main
Verb and embed it to the 
translated sentence

Corpus of translated 
English documents with
Chinese-English word 
alignment

Dynamic Verb 
Phrase Table

Static Verb 
Phrase Table 

Retrieved English docs

Modified English docs

Response Generator

Response in English

Query in English

Document Retrieval

Detecting Possible Clauses 
with no Main Verb

Finding the Main Verb Position

Obtain Translation of the Main
Verb and embed it to the 
translated sentence

Corpus of translated 
English documents with
Chinese-English word 
alignment

Dynamic Verb 
Phrase Table

Static Verb 
Phrase Table 

Retrieved English docs

Modified English docs

Response Generator

Response in English  
Figure 1. The System Pipeline 

4. Finding the Main Verb Position  

Chinese ordering differs from English mainly 
in clause ordering (Wang et al., 2007) and 
within the noun phrase. But within a clause 
centered by a verb, Chinese mostly uses a SVO 
or SV structure, like English (Yamada and 
Knight 2001), and we can assume the local 
alignment centered by a verb between Chinese 
and English is a linear mapping relation. Under 
this assumption, the translation of “被捕” in the 
above example should be placed in the position 
between “Saddam” and “.”. Thus, once we find a 
VTG, its translation can be inserted into the 
corresponding position of the target sentence 
using the alignment.  

This assumes, however, that there is only one 
VTG found within a clause. In practice, more 
than one VTG may be found in a clause. If we 
choose one of them, we risk making the wrong 
choice. Instead, we insert the translations of both 
VTGs simultaneously. This strategy could result 
in more than one main verb in a clause, but it is 
more helpful than having no verb at all. 

5. Obtaining a VTG Translation 

We translate VTGs by using verb redundancy 
in related documents: if the VTG was translated 
in other places in related documents, the existing 
translations can be reused. Related documents 
are likely to use a good translation for a specific 
VTG as it is used in a similar context. A verb’s 
aspect and tense can be directly determined by 
referencing the corresponding MT examples and 
their contexts. If, unfortunately, a given VTG 
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did not have any other translation record, then 
the VTG will not be processed. 

To do this, our system first builds verb phrase 
tables from relevant documents and then uses 
the tables to translate the VTG. We use two verb 
phrase tables: one is built from a collection of 
MT documents before any query and is called 
the “Static Verb Phrase Table”, and the other 
one is dynamically built from the retrieved 
relevant MT documents for each query and is 
called the “Dynamic Verb Phrase Table”.  

The construction procedure is the same for 
both. Given a set of related MT documents and 
their MT alignments, we collect all Chinese verb 
phrases and their translations along with their 
frequencies and contexts. 

One key issue is to decide appropriate 
contextual features of a verb. A number of 
researchers (Cabezas and Resnik 2005, Carpuat 
and Wu 2007) provide abundant evidence that 
rich context features are useful in MT tasks. 
Carpuat and Wu (2007) tried to integrate a 
Phrase Sense Disambiguation (PSD) model into 
their Chinese-English SMT system and they 
found that the POS tag preceding a given phrase, 
the POS tag following the phrase and bag-of-
words are the three most useful features. 
Following their approach, we use the word 
preceding and the word following a verb as the 
context features. 

The Static and Dynamic Verb Phrase Tables 
provide us with MT examples to translate a 
VTG. The system first references the Dynamic 
Verb Phrase Table as it is more likely to yield a 
good translation. If the record is not found, the 
Static one is referenced. If it is not found in 
either, the given VTG will not be processed. No 
matter which table is referenced, the following 
Naive Bayes equation is applied to obtain the 
translation of a given VTG. 
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pw, fw and tk respectively represent the 
preceding source word, the following source 
word and a translation candidate of a VTG. 

6.  Experiments 

Our test data is drawn from Chinese-English MT 
results generated by Aachen’s 2007 RWTH sys-
tem (Mauser et al., 2007), a phrase-based SMT 
system with 38.5% BLEU score on IWSLT 
2007 evaluation data.  

Newswires and blog articles are retrieved for 
five queries which served as our experimental 
test bed. The queries are open-ended and on av-
erage, answers were 30 sentences in length. 

 

Q1: Who/What is involved in Saddam Hussein's trial 
Q2: Produce a biography of Jacques Rene Chirac 
Q3: Describe arrests of person from Salafist Group for 

Preaching and Combat 
Q4: Provide information on Chen Sui Bian 
Q5: What connections are there between World Cup games and 

stock markets? 
 

We used MT documents retrieved by IR for 
each query to build the Dynamic Verb Phrase 
Table. We tested the system on 18,886 MT 
sentences from the retrieved MT documents for 
all of the five queries. Among these MT 
sentences, 1,142 sentences were detected and 
modified (6 % of all retrieved MT sentences). 

6.1 Evaluation Methodology 

For evaluation, we used human judgments of the 
modified and original MT. We did not have 
reference translations for the data used by our 
question-answering system and thus, could not 
use metrics such as TER or Bleu. Moreover, at 
best, TER or Bleu score would increase by a 
small amount and that is only if we select the 
same main verb in the same position as the 
reference. Critically, we also know that a 
missing main verb can cause major problems 
with comprehension. Thus, readers could better 
determine if the modified sentence better 
captured the meaning of the source sentence. We 
also evaluated relevance of a sentence to a query 
before and after modification. 

We recruited 13 Chinese native speakers who 
are also proficient in English to judge MT 
quality. Native English speakers cannot tell 
which translation is better since they do not 
understand the meaning of the original Chinese. 
To judge relevance to the query, we used native 
English speakers. 

Each modified sentence was evaluated by 
three people. They were shown the Chinese 
sentence and two translations, the original MT 
and the modified one. Evaluators did not know 
which MT sentence was modified. They were 
asked to decide which sentence is a better 
translation, after reading the Chinese sentence. 
An evaluator also had the option of answering 
“no difference”.  

6.2 Results and Discussion 

We used majority voting (two out of three) to 
decide the final evaluation of a sentence judged 
by three people. On average, 900 (79%) of the 
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1142 modified sentences, which comprise 5% of 
all 18,886 retrieved MT sentences, are better 
than the original sentences based on majority 
voting. And for 629 (70%) of these 900 better 
modified sentences all three evaluators agreed 
that the modified sentence is better. 

 Furthermore, we found that for every 
individual query, the evaluators preferred more 
of the modified sentences than the original MT. 
And among these improved sentences, 81% 
sentences reference the Dynamic Verb Phrase 
Table, while only 19% sentences had to draw 
from the Static Verb Phrase Table, thus 
demonstrating that the question answering 
context is quite helpful in improving MT. 

We also evaluated the impact of post-editing 
on the 234 sentences returned by our response 
generator. In our QA task, response sentences 
were judged as “Relevant(R)”, “Partially 
Relevant(PR)”, “Irrelevant(I)” and “Too little 
information to judge(T)” sentences. With our 
post-editing technique, 7% of 141 I/T responses 
become R/PR responses and none of the R/PR 
responses become I/T responses. This means 
that R/PR response percentage has an increase of 
4%, thus demonstrating that our correction of 
MT truly improves QA performance. An 
example of a change from T to PR is: 

 
 

Question: What connections are there between World Cup games 
and stock markets? 
Original QA answer: But if winning the ball, not necessarily in 
the stock market. 
Modified QA answer: But if winning the ball, not necessarily in 
the stock market increased.  

6.3 Analysis of Different MT Systems 

In order to examine how often missing verbs 
occur in different recent MT systems, in addition 
to using Aachen’s up-to-date system – “RWTH-
PBT”of 2008, we also ran the detection process 
for another state-of-the-art MT system – “SRI-
HPBT” (Hierarchical Phrase-Based System) of 
2008 provided by SRI, which uses a grammar on 
the target side as well as reordering, and focuses 
on improving grammaticality of the target 
language. Based on a government 2008 MT 
evaluation, the systems achieve 30.3% and 
30.9% BLEU scores respectively. We used the 
same test set, which includes 94 written articles 
(953 sentences). 

Overall, 7% of sentences translated by 
RWTH-PBT are detected with missing verbs 
while 4% of sentences translated by SRI-HPBT 
are detected with missing verb. This shows that 
while MT systems improve every year, missing 
verbs remain a problem.  

7 Conclusions 

In this paper, we have presented a technique for 
detecting and correcting deletion errors in trans-
lated Chinese answers as part of a multi-lingual 
QA system. Our approach uses a regular gram-
mar and alignment information to detect missing 
verbs and draws from examples in documents 
determined to be relevant to the query to insert a 
new verb translation. Our evaluation demon-
strates that MT quality and QA performance are 
both improved. In the future, we plan to extend 
our approach to tackle other MT error types by 
using information available at query time. 
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Abstract

The implementation of collapsed Gibbs
samplers for non-parametric Bayesian
models is non-trivial, requiring con-
siderable book-keeping. Goldwater et
al. (2006a) presented an approximation
which significantly reduces the storage
and computation overhead, but we show
here that their formulation was incorrect
and, even after correction, is grossly inac-
curate. We present an alternative formula-
tion which is exact and can be computed
easily. However this approach does not
work for hierarchical models, for which
case we present an efficient data structure
which has a better space complexity than
the naive approach.

1 Introduction

Unsupervised learning of natural language is one
of the most challenging areas in NLP. Recently,
methods from nonparametric Bayesian statistics
have been gaining popularity as a way to approach
unsupervised learning for a variety of tasks,
including language modeling, word and mor-
pheme segmentation, parsing, and machine trans-
lation (Teh et al., 2006; Goldwater et al., 2006a;
Goldwater et al., 2006b; Liang et al., 2007; Finkel
et al., 2007; DeNero et al., 2008). These mod-
els are often based on the Dirichlet process (DP)
(Ferguson, 1973) or hierarchical Dirichlet process
(HDP) (Teh et al., 2006), with Gibbs sampling
as a method of inference. Exact implementation
of such sampling methods requires considerable
bookkeeping of various counts, which motivated
Goldwater et al. (2006a) (henceforth, GGJ06) to
develop an approximation using expected counts.
However, we show here that their approximation
is flawed in two respects: 1) It omits an impor-
tant factor in the expectation, and 2) Even after

correction, the approximation is poor for hierar-
chical models, which are commonly used for NLP
applications. We derive an improvedO(1) formula
that gives exact values for the expected counts in
non-hierarchical models. For hierarchical models,
where our formula is not exact, we present an
efficient method for sampling from the HDP (and
related models, such as the hierarchical Pitman-
Yor process) that considerably decreases the mem-
ory footprint of such models as compared to the
naive implementation.

As we have noted, the issues described in this
paper apply to models for various kinds of NLP
tasks; for concreteness, we will focus on n-gram
language modeling for the remainder of the paper,
closely following the presentation in GGJ06.

2 The Chinese Restaurant Process

GGJ06 present two nonparametric Bayesian lan-
guage models: a DP unigram model and an HDP
bigram model. Under the DP model, words in a
corpus w = w1 . . . wn are generated as follows:

G|α0, P0 ∼ DP(α0, P0)
wi|G ∼ G

where G is a distribution over an infinite set of
possible words, P0 (the base distribution of the
DP) determines the probability that an item will
be in the support of G, and α0 (the concentration
parameter) determines the variance of G.

One way of understanding the predictions that
the DP model makes is through the Chinese restau-
rant process (CRP) (Aldous, 1985). In the CRP,
customers (word tokenswi) enter a restaurant with
an infinite number of tables and choose a seat. The
table chosen by the ith customer, zi, follows the
distribution:

P (zi = k|z−i) =

{
n
z−i
k

i−1+α0
, 0 ≤ k < K(z−i)

α0
i−1+α0

, k = K(z−i)
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Figure 1. A seating assignment describing the state of
a unigram CRP. Letters and numbers uniquely identify
customers and tables. Note that multiple tables may
share a label.

where z−i = z1 . . . zi−1 are the table assignments
of the previous customers, nz−i

k is the number of
customers at table k in z−i, andK(z−i) is the total
number of occupied tables. If we further assume
that table k is labeled with a word type `k drawn
from P0, then the assignment of tokens to tables
defines a distribution over words, with wi = `zi .
See Figure 1 for an example seating arrangement.

Using this model, the predictive probability of
wi, conditioned on the previous words, can be
found by summing over possible seating assign-
ments for wi, and is given by

P (wi = w|w−i) =
n

w−i
w + α0P0

i− 1 + α0
(1)

This prediction turns out to be exactly that of the
DP model after integrating out the distribution G.
Note that as long as the base distribution P0 is
fixed, predictions do not depend on the seating
arrangement z−i, only on the count of word w
in the previously observed words (nw−i

w ). How-
ever, in many situations, we may wish to estimate
the base distribution itself, creating a hierarchical
model. Since the base distribution generates table
labels, estimates of this distribution are based on
the counts of those labels, i.e., the number of tables
associated with each word type.

An example of such a hierarchical model is the
HDP bigram model of GGJ06, in which each word
typew is associated with its own restaurant, where
customers in that restaurant correspond to words
that follow w in the corpus. All the bigram restau-
rants share a common base distribution P1 over
unigrams, which must be inferred. Predictions in
this model are as follows:

P2(wi|h−i) =
n

h−i

(wi−1,wi)
+ α1P1(wi|h−i)

n
h−i

(wi−1,∗) + α1

P1(wi|h−i) =
t
h−i
wi + α0P0(wi)

t
h−i∗ + α0

(2)

where h−i = (w−i, z−i), t
h−i
wi is the number of

tables labelled with wi, and th−i∗ is the total num-
ber of occupied tables. Of particular note for our
discussion is that in order to calculate these condi-
tional distributions we must know the table assign-
ments z−i for each of the words in w−i. Moreover,
in the Gibbs samplers often used for inference in
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Figure 2. Comparison of several methods of approx-
imating the number of tables occupied by words of
different frequencies. For each method, results using
α = {100, 1000, 10000, 100000} are shown (from bottom
to top). Solid lines show the expected number of tables,
computed using (3) and assuming P1 is a fixed uni-
form distribution over a finite vocabulary (values com-
puted using the Digamma formulation (7) are the same).
Dashed lines show the values given by the Antoniak
approximation (4) (the line for α = 100 falls below the
bottom of the graph). Stars show the mean of empirical
table counts as computed over 1000 samples from an
MCMC sampler in which P1 is a fixed uniform distri-
bution, as in the unigram LM. Circles show the mean
of empirical table counts when P1 is inferred, as in the
bigram LM. Standard errors in both cases are no larger
than the marker size. All plots are based on the 30114-
word vocabulary and frequencies found in sections 0-20
of the WSJ corpus.

these kinds of models, the counts are constantly
changing over multiple samples, with tables going
in and out of existence frequently. This can create
significant bookkeeping issues in implementation,
and motivated GGJ06 to present a method of com-
puting approximate table counts based on word
frequencies only.

3 Approximating Table Counts

Rather than explicitly tracking the number of
tables tw associated with each word w in their
bigram model, GGJ06 approximate the table
counts using the expectation E[tw]. Expected
counts are used in place of th−i

wi and th−i∗ in (2).
The exact expectation, due to Antoniak (1974), is

E[tw] = α1P1(w)
nw∑
i=1

1
α1P1(w) + i− 1

(3)
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Antoniak also gives an approximation to this
expectation:

E[tw] ≈ α1P1(w) log
nw + α1P1(w)
α1P1(w)

(4)

but provides no derivation. Due to a misinterpre-
tation of Antoniak (1974), GGJ06 use an approx-
imation that leaves out all the P1(w) terms from
(4).1 Figure 2 compares the approximation to
the exact expectation when the base distribution
is fixed. The approximation is fairly good when
αP1(w) > 1 (the scenario assumed by Antoniak);
however, in most NLP applications, αP1(w) <
1 in order to effect a sparse prior. (We return
to the case of non-fixed based distributions in a
moment.) As an extreme case of the paucity of
this approximation consider α1P1(w) = 1 and
nw = 1 (i.e. only one customer has entered the
restaurant): clearly E[tw] should equal 1, but the
approximation gives log(2).

We now provide a derivation for (4), which will
allow us to obtain an O(1) formula for the expec-
tation in (3). First, we rewrite the summation in (3)
as a difference of fractional harmonic numbers:2

H(α1P1(w)+nw−1) −H(α1P1(w)−1) (5)

Using the recurrence for harmonic numbers:

E[tw] ≈ α1P1(w)
[
H(α1P1(w)+nw)−

1
α1P1(w) + nw

−H(α1P1(w)+nw) +
1

α1P1(w)

]
(6)

We then use the asymptotic expansion,
HF ≈ logF + γ + 1

2F , omiting trailing terms
which are O(F−2) and smaller powers of F :3

E[tw] ≈ α1P1(w) log nw+α1P1(w)
α1P1(w) + nw

2(α1P1(w)+nw)

Omitting the trailing term leads to the
approximation in Antoniak (1974). However, we
can obtain an exact formula for the expecta-
tion by utilising the relationship between the
Digamma function and the harmonic numbers:
ψ(n) = Hn−1 − γ.4 Thus we can rewrite (5) as:5

E[tw] = α1P1(w)·[
ψ(α1P1(w) + nw)− ψ(α1P1(w))

]
(7)

1The authors of GGJ06 realized this error, and current
implementations of their models no longer use these approx-
imations, instead tracking table counts explicitly.

2Fractional harmonic numbers between 0 and 1 are given
by HF =

R 1

0
1−xF

1−x dx. All harmonic numbers follow the
recurrence HF = HF−1 + 1

F
.

3Here, γ is the Euler-Mascheroni constant.
4AccurateO(1) approximations of the Digamma function

are readily available.
5(7) can be derived from (3) using: ψ(x+1)−ψ(x) = 1

x
.

Explicit table tracking:
customer(wi)→ table(zi)n
a : 1, b : 1, c : 2, d : 2, e : 3, f : 4, g : 5, h : 5

o
table(zi)→ label(`)n

1 : The, 2 : cats, 3 : cats, 4 : meow, 5 : cats
o

Histogram:
word type→

{
table occupancy→ frequency

}
n
The : {2 : 1}, cats : {1 : 1, 2 : 2}, meow : {1 : 1}

o
Figure 3. The explicit table tracking and histogram rep-
resentations for Figure 1.

A significant caveat here is that the expected
table counts given by (3) and (7) are only valid
when the base distribution is a constant. However,
in hierarchical models such as GGJ06’s bigram
model and HDP models, the base distribution is
not constant and instead must be inferred. As can
be seen in Figure 2, table counts can diverge con-
siderably from the expectations based on fixed
P1 when P1 is in fact not fixed. Thus, (7) can
be viewed as an approximation in this case, but
not necessarily an accurate one. Since knowing
the table counts is only necessary for inference
in hierarchical models, but the table counts can-
not be approximated well by any of the formu-
las presented here, we must conclude that the best
inference method is still to keep track of the actual
table counts. The naive method of doing so is to
store which table each customer in the restaurant
is seated at, incrementing and decrementing these
counts as needed during the sampling process. In
the following section, we describe an alternative
method that reduces the amount of memory neces-
sary for implementing HDPs. This method is also
appropriate for hierarchical Pitman-Yor processes,
for which no closed-form approximations to the
table counts have been proposed.

4 Efficient Implementation of HDPs

As we do not have an efficient expected table
count approximation for hierarchical models we
could fall back to explicitly tracking which table
each customer that enters the restaurant sits at.
However, here we describe a more compact repre-
sentation for the state of the restaurant that doesn’t
require explicit table tracking.6 Instead we main-
tain a histogram for each dish wi of the frequency
of a table having a particular number of customers.
Figure 3 depicts the histogram and explicit repre-
sentations for the CRP state in Figure 1.

Our alternative method of inference for hierar-
chical Bayesian models takes advantage of their

6Teh et al. (2006) also note that the exact table assign-
ments for customers are not required for prediction.
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Algorithm 1 A new customer enters the restaurant
1: w: word type
2: Pw0 : Base probability for w
3: HDw: Seating Histogram for w
4: procedure INCREMENT(w,Pw0 ,HDw)

5: pshare ← n
w−1
w

n
w−1
w +α0

. share an existing table

6: pnew ← α0×Pw
0

n
w−1
w +α0

. open a new table

7: r ← random(0, pshare + pnew)
8: if r < pnew or nw−1

w = 0 then
9: HDw[1] = HDw[1] + 1

10: else
. Sample from the histogram of customers at tables

11: r ← random(0, n
w−1
w )

12: for c ∈ HDw do . c: customer count
13: r = r − (c× HDw[c])
14: if r ≤ 0 then
15: HDw[c] = HDw[c] + 1
16: Break
17: nw

w = n
w−1
w + 1 . Update token count

Algorithm 2 A customer leaves the restaurant
1: w: word type
2: HDw: Seating histogram for w
3: procedure DECREMENT(w,Pw0 ,HDw)
4: r ← random(0, nw

w )
5: for c ∈ HDw do . c: customer count
6: r = r − (c× HDw[c])
7: if r ≤ 0 then
8: HDw[c] = HDw[c]− 1
9: if c > 1 then

10: HDw[c− 1] = HDw[c− 1] + 1

11: Break
12: nw

w = nw
w − 1 . Update token count

exchangeability, which makes it unnecessary to
know exactly which table each customer is seated
at. The only important information is how many
tables exist with different numbers of customers,
and what their labels are. We simply maintain a
histogram for each word type w, which stores, for
each number of customersm, the number of tables
labeled with w that have m customers. Figure 3
depicts the explicit representation and histogram
for the CRP state in Figure 1.

Algorithms 1 and 2 describe the two operations
required to maintain the state of a CRP.7 When
a customer enters the restaurant (Alogrithm 1)),
we sample whether or not to open a new table.
If not, we sample an old table proportional to the
counts of how many customers are seated there
and update the histogram. When a customer leaves
the restaurant (Algorithm 2), we decrement one
of the tables at random according to the number
of customers seated there. By exchangeability, it
doesn’t actually matter which table the customer
was “really” sitting at.

7A C++ template class that implements
the algorithm presented is made available at:
http://homepages.inf.ed.ac.uk/tcohn/

5 Conclusion

We’ve shown that the HDP approximation pre-
sented in GGJ06 contained errors and inappropri-
ate assumptions such that it significantly diverges
from the true expectations for the most common
scenarios encountered in NLP. As such we empha-
sise that that formulation should not be used.
Although (7) allowsE[tw] to be calculated exactly
for constant base distributions, for hierarchical
models this is not valid and no accurate calculation
of the expectations has been proposed. As a rem-
edy we’ve presented an algorithm that efficiently
implements the true HDP without the need for
explicitly tracking customer to table assignments,
while remaining simple to implement.
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Abstract

Efficient processing of tera-scale text data
is an important research topic. This pa-
per proposes lossless compression of N -
gram language models based on LOUDS,
a succinct data structure. LOUDS suc-
cinctly represents a trie with M nodes as a
2M + 1 bit string. We compress it further
for the N -gram language model structure.
We also use ‘variable length coding’ and
‘block-wise compression’ to compress val-
ues associated with nodes. Experimental
results for three large-scale N -gram com-
pression tasks achieved a significant com-
pression rate without any loss.

1 Introduction

There has been an increase in available N -gram
data and a large amount of web-scaled N -gram
data has been successfully deployed in statistical
machine translation. However, we need either a
machine with hundreds of gigabytes of memory
or a large computer cluster to handle them.

Either pruning (Stolcke, 1998; Church et al.,
2007) or lossy randomizing approaches (Talbot
and Brants, 2008) may result in a compact repre-
sentation for the application run-time. However,
the lossy approaches may reduce accuracy, and
tuning is necessary. A lossless approach is obvi-
ously better than a lossy one if other conditions
are the same. In addtion, a lossless approach can
easly combined with pruning. Therefore, lossless
representation of N -gram is a key issue even for
lossy approaches.

Raj and Whittaker (2003) showed a general N -
gram language model structure and introduced a
lossless algorithm that compressed a sorted integer
vector by recursively shifting a certain number of
bits and by emitting index-value inverted vectors.
However, we need more compact representation.

In this work, we propose a succinct way to
represent the N -gram language model structure
based on LOUDS (Jacobson, 1989; Delpratt et
al., 2006). It was first introduced by Jacobson
(1989) and requires only a small space close to
the information-theoretic lower bound. For an M
node ordinal trie, its information-theoretical lower
bound is 2M − O(lg M) bits (lg(x) = log2(x))

1-gram 2-gram 3-gram

probability
back-off

pointer

word id
probability

back-off
pointer

word id
probability

back-off
pointer

Figure 1: Data structure for language model

and LOUDS succinctly represents it by a 2M + 1
bit string. The space is further reduced by consid-
ering the N -gram structure. We also use variable
length coding and block-wise compression to com-
press the values associated with each node, such as
word ids, probabilities or counts.

We experimented with English Web 1T 5-gram
from LDC consisting of 25 GB of gzipped raw
text N -gram counts. By using 8-bit floating point
quantization 1, N -gram language models are com-
pressed into 10 GB, which is comparable to a lossy
representation (Talbot and Brants, 2008).

2 N -gram Language Model

We assume a back-off N -gram language model in
which the conditional probability Pr(wn|wn−1

1 )
for an arbitrary N -gram wn

1 = (w1, ..., wn) is re-
cursively computed as follows.

α(wn
1 ) if wn

1 exists.
β(wn−1

1 )Pr(wn|wn−1
2 ) if wn−1

1 exists.
Pr(wn|wn−1

2 ) otherwise.

α(wn
1 ) and β(wn

1 ) are smoothed probabilities and
back-off coefficients, respectively.

The N -grams are stored in a trie structure as
shown in Figure 1. N -grams of different orders
are stored in different tables and each row corre-
sponds to a particular wn

1 , consisting of a word id
for wn, α(wn

1 ), β(wn
1 ) and a pointer to the first po-

sition of the succeeding (n + 1)-grams that share
the same prefix wn

1 . The succeeding (n+1)-grams
are stored in a contiguous region and sorted by the
word id of wn+1. The boundary of the region is de-
termined by the pointer of the next N -gram in the

1The compact representation of the floating point is out of
the scope of this paper. Therefore, we use the term lossless
even when using floating point quantization.
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5 6 7 8 9 10

11 12 13 14 15

(a) Trie structure

node id 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
bit position 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32
LOUDS bit 1 0 1 1 1 1 0 1 1 1 0 1 1 0 0 1 0 1 1 0 0 1 0 0 1 1 0 0 0 0 0 0 0

(b) Corresponding LOUDS bit string

0 1 2 3

4 5 6 7 8 9

10 11 12 13 14

(c) Trie structure for N -gram

node id 0 1 2 3 4 5 6 7 8 9
bit position 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
LOUDS bit 1 1 1 0 1 1 0 0 1 0 1 1 0 0 1 0 0 1 1 0 0

(d) Corresponding N -gram optimized LOUDS bit string

Figure 2: Optimization of LOUDS bit string for N -gram data

row. When an N -gram is traversed, binary search
is performed N times. If each word id corresponds
to its node position in the unigram table, we can
remove the word ids for the first order.

Our implementation merges across different or-
ders of N -grams, then separates into multiple ta-
bles such as word ids, smoothed probabilities,
back-off coefficients, and pointers. The starting
positions of different orders are memorized to al-
low access to arbitrary orders. To store N -gram
counts, we use three tables for word ids, counts
and pointers. We share the same tables for word
ids and pointers with additional probability and
back-off coefficient tables.

To support distributed computation (Brants et
al., 2007), we further split the N -gram data into
“shards” by hash values of the first bigram. Uni-
gram data are shared across shards for efficiency.

3 Succinct N -gram Structure

The table of pointers described in the previous
section represents a trie. We use a succinct data
structure LOUDS (Jacobson, 1989; Delpratt et al.,
2006) for compact representation of the trie.

For an M node ordinal trie, there exist
1

2M+1

(
2M+1

M

)
different tries. Therefore,

its information-theoretical lower bound is
lg

⌈
1

2M+1

(
2M+1

M

)⌉ ≈ 2M − O(lg M) bits.

LOUDS represents a trie with M nodes as a
2M + O(M) bit string.

The LOUDS bit string is constructed as follows.
Starting from the root node, we traverse a trie in
level order. For each node with d ≥ 0 children, the
bit string 1d0 is emitted. In addition, 10 is prefixed
to the bit string emitted by an imaginary super-root
node pointing to the root node. Figure 2(a) shows
an example trie structure. The nodes are numbered
in level order, and from left to right. The cor-
responding LOUDS bit string is shown in Figure
2(b). Since the root node 0 has four child nodes,
it emits four 1s followed by 0, which marks the
end of the node. Before the root node, we assume

an imaginary super root node emits 10 for its only
child, i.e., the root node. After the root node, its
first child or node 1 follows. Since (M +1)0s and
M1s are emitted for a trie with M nodes, LOUDS
occupies 2M + 1 bits.

We define a basic operation on the bit string.
sel1(i) returns the position of the i-th 1. We can
also define similar operations over zero bit strings,
sel0(i). Given selb, we define two operations for
a node x. parent(x) gives x’s parent node and
firstch(x) gives x’s first child node:

parent(x) = sel1(x + 1)− x− 1, (1)
firstch(x) = sel0(x + 1)− x. (2)

To test whether a child node exists, we sim-
ply check firstch(x) �= firstch(x + 1). Sim-
ilarly, the child node range is determined by
[firstch(x), firstch(x + 1)).

3.1 Optimizing N -gram Structure for Space

We propose removing redundant bits from the
baseline LOUDS representation assuming N -
gram structures. Since we do not store any infor-
mation in the root node, we can safely remove the
root so that the imaginary super-root node directly
points to unigram nodes. The node ids are renum-
bered and the first unigram is 0. In this way, 2 bits
are saved.

The N -gram data structure has a fixed depth N
and takes a flat structure. Since the highest or-
der N -grams have no child nodes, they emit 0NN

in the tail of the bit stream, where Nn stands for
the number of n-grams. By memorizing the start-
ing position of the highest order N -grams, we can
completely remove NN bits.

The imaginary super-root emits 1N10 at the be-
ginning of the bit stream. By memorizing the bi-
gram starting position, we can remove the N1 + 1
bits.

Finally, parent(x) and firstch(x) are rewritten as
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integer seq. 52 156 260 364
coding 0x34 0x9c 0x01 0x04 0x01 0x6c
boundary 1 1 0 1 0 1

Figure 3: Example of variable length coding

follows:

parent(x) = sel1(x + 1−N1) +N1 − x, (3)
firstch(x) = sel0(x) +N1 + 1− x. (4)

Figure 2(c) shows the N -gram optimized trie
structure (N = 3) from Figure 2 with N1 = 4
and N3 = 5. The parent of node 8 is found by
sel1(8+1−4) = 5 and 5+4−8 = 1. The first child
is located by sel0(8) = 16 and 16+4+1−8 = 13.

When accessing the N -gram data structure,
selb(i) operations are used extensively. We use an
auxiliary dictionary structure proposed by Kim et
al. (2005) and Jacobson (1989) that supports an
efficient sel1(i) (sel0(i)) with the dictionary. We
omit the details due to lack of space.

3.2 Variable Length Coding

The above method compactly represents pointers,
but not associated values, such as word ids or
counts. Raj and Whittaker (2003) proposed in-
teger compression on each range of the word id
sequence that shared the same N -gram prefix.

Here, we introduce a simple but more effec-
tive variable length coding for integer sequences
of word ids and counts. The basic idea comes from
encoding each integer by the smallest number of
required bytes. Specifically, an integer within the
range of 0 to 255 is coded as a 1-byte integer,
the integers within the range of 256 to 65,535 are
stored as 2-byte integers, and so on. We use an ad-
ditional bit vector to indicate the boundary of the
byte sequences. Figure 3 presents an example in-
teger sequence, 52, 156, 260 and 364 with coded
integers in hex decimals with boundary bits.

In spite of the length variability, the system
can directly access a value at index i as bytes
in [sel1(i) + 1, sel1(i + 1) + 1) by the efficient
sel1 operation assuming that sel1(0) yields −1.
For example, the value 260 at index 2 in Figure
3 is mapped onto the byte range of [sel1(2) +
1, sel1(3) + 1) = [2, 4).

3.3 Block-wise Compression

We further compress every 8K-byte data block of
all tables in N -grams by using a generic com-
pression library, zlib, employed in UNIX gzip.
We treat a sequence of 4-byte floats in the prob-
ability table as a byte stream, and compress ev-
ery 8K-byte block. To facilitate random access to
the compressed block, we keep track of the com-
pressed block’s starting offsets. Since the offsets
are in sorted order, we can apply sorted integer

compression (Raj and Whittaker, 2003). Since N -
gram language model access preserves some local-
ity, N -gram with block compression is still practi-
cal enough to be usable in our system.

4 Experiments

We applied the proposed representation to 5-gram
trained by “English Gigaword 3rd Edition,” “En-
glish Web 1T 5-gram” from LDC, and “Japanese
Web 1T 7-gram” from GSK. Since their tendencies
are the same, we only report in this paper the re-
sults on English Web 1T 5-gram, where the size
of the count data in gzipped raw text format is
25GB, the number of N-grams is 3.8G, the vocab-
ulary size is 13.6M words, and the number of the
highest order N-grams is 1.2G.

We implemented an N -gram indexer/estimator
using MPI inspired by the MapReduce imple-
mentation of N -gram language model index-
ing/estimation pipeline (Brants et al., 2007).

Table 1 summarizes the overall results. We
show the initial indexed counts and the final lan-
guage model size by differentiating compression
strategies for the pointers, namely the 4-byte raw
value (Trie), the sorted integer compression (In-
teger) and our succinct representation (Succinct).
The “block” indicates block compression. For the
sake of implementation simplicity, the sorted in-
teger compression used a fixed 8-bit shift amount,
although the original paper proposed recursively
determined optimum shift amounts (Raj and Whit-
taker, 2003). 8-bit quantization was performed
for probabilities and back-off coefficients using a
simple binning approach (Federico and Cettolo,
2007).

N -gram counts were reduced from 23.59GB
to 10.57GB by our succinct representation with
block compression. N -gram language models of
42.65GB were compressed to 18.37GB. Finally,
the 8-bit quantized N -gram language models are
represented by 9.83GB of space.

Table 2 shows the compression ratio for the
pointer table alone. Block compression employed
on raw 4-byte pointers attained a large reduc-
tion that was almost comparable to sorted inte-
ger compression. Since large pointer value tables
are sorted, even a generic compression algorithm
could achieve better compression. Using our suc-
cinct representation, 2.4 bits are required for each
N -gram. By using the “flat” trie structure, we
approach closer to its information-theoretic lower
bound beyond the LOUDS baseline. With block
compression, we achieved 1.8 bits per N -gram.

Table 3 shows the effect of variable length
coding and block compression for the word ids,
counts, probabilities and back-off coefficients. Af-
ter variable-length coding, the word id is almost
half its original size. We assign a word id for each
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w/o block w/ block
Counts Trie 23.59 GB 12.21 GB

Integer 14.59 GB 11.18 GB
Succinct 12.62 GB 10.57 GB

Language Trie 42.65 GB 20.01 GB
model Integer 33.65 GB 18.98 GB

Succinct 31.67 GB 18.37 GB
Quantized Trie 24.73 GB 11.47 GB
language Integer 15.73 GB 10.44 GB
model Succinct 13.75 GB 9.83 GB

Table 1: Summary of N -gram compression

total per N -gram
4-byte Pointer 12.04 GB 27.24 bits
+block compression 2.42 GB 5.48 bits
Sorted Integer 3.04 GB 6.87 bits
+block compression 1.39 GB 3.15 bits
Succinct 1.06 GB 2.40 bits
+block compression 0.78 GB 1.76 bits

Table 2: Compression ratio for pointers

word according to its reverse sorted order of fre-
quency. Therefore, highly frequent words are as-
signed smaller values, which in turn occupies less
space in our variable length coding. With block
compression, we achieved further 1 GB reduction
in space. Since the word id sequence preserves
local ordering for a certain range, even a generic
compression algorithm is effective.

The most frequently observed count in N -gram
data is one. Therefore, we can reduce the space
by the variable length coding. Large compression
rates are achieved for both probabilities and back-
off coefficients.

5 Conclusion

We provided a succinct representation of the N -
gram language model without any loss. Our
method approaches closer to the information-
theoretic lower bound beyond the LOUDS base-
line. Experimental results showed our succinct
representation drastically reduces the space for
the pointers compared to the sorted integer com-
pression approach. Furthermore, the space of
N -grams was significantly reduced by variable

total per N -gram
word id size (4 bytes) 14.09 GB 31.89 bits

+variable length 6.72 GB 15.20 bits
+block compression 5.57 GB 12.60 bits

count size (8 bytes) 28.28 GB 64.00 bits
+variable length 4.85 GB 10.96 bits

+block compression 4.22 GB 9.56 bits
probability size (4 bytes) 14.14 GB 32.00 bits

+block compression 9.55 GB 21.61 bits
8-bit quantization 3.54 GB 8.00 bits

+block compression 2.64 GB 5.97 bits
backoff size (4 bytes) 9.76 GB 22.08 bits

+block compression 2.48 GB 5.61 bits
8-bit quantization 2.44 GB 5.52 bits

+block compression 0.85 GB 1.92 bits

Table 3: Effects of block compression

length coding and block compression. A large
amount of N -gram data is reduced from unin-
dexed gzipped 25 GB text counts to 10 GB of
indexed language models. Our representation is
practical enough though we did not experimen-
tally investigate the runtime efficiency in this pa-
per. The proposed representation enables us to
utilize a web-scaled N -gram in our MT compe-
tition system (Watanabe et al., 2008). Our suc-
cinct representation will encourage new research
on web-scaled N -gram data without requiring a
larger computer cluster or hundreds of gigabytes
of memory.
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Abstract

We experiment with splitting words into
their stem and suffix components for mod-
eling morphologically rich languages. We
show that using a morphological ana-
lyzer and disambiguator results in a sig-
nificant perplexity reduction in Turkish.
We present flexible n-gram models, Flex-
Grams, which assume that the n−1 tokens
that determine the probability of a given
token can be chosen anywhere in the sen-
tence rather than the preceding n−1 posi-
tions. Our final model achieves 27% per-
plexity reduction compared to the standard
n-gram model.

1 Introduction

Language models, i.e. models that assign prob-
abilities to sequences of words, have been proven
useful in a variety of applications including speech
recognition and machine translation (Bahl et al.,
1983; Brown et al., 1990). More recently, good re-
sults on lexical substitution and word sense disam-
biguation using language models have also been
reported (Hawker, 2007; Yuret, 2007). Morpho-
logically rich languages pose a challenge to stan-
dard modeling techniques because of their rela-
tively large out-of-vocabulary rates and the regu-
larities they possess at the sub-word level.

The standard n-gram language model ignores
long-distance relationships between words and
uses the independence assumption of a Markov
chain of order n − 1. Morphemes play an im-
portant role in the syntactic dependency structure
in morphologically rich languages. The depen-
dencies are not only between stems but also be-
tween stems and suffixes and if we use complete
words as unit tokens, we will not be able to rep-
resent these sub-word dependencies. Our work-
ing hypothesis is that the performance of a lan-

guage model is correlated by how much the prob-
abilistic dependencies mirror the syntactic depen-
dencies. We present flexible n-grams, FlexGrams,
in which each token can be conditioned on tokens
anywhere in the sentence, not just the preceding
n−1 tokens. We also experiment with words split
into their stem and suffix forms, and define stem-
suffix FlexGrams where one set of offsets is ap-
plied to stems and another to suffixes. We evaluate
the performance of these models on a morpholog-
ically rich language, Turkish.

2 The FlexGram Model

The FlexGram model relaxes the contextual as-
sumption of n-grams and assumes that the n − 1
tokens that determine the probability of a given to-
ken can be chosen anywhere in the sentence rather
than at the preceding n− 1 positions. This allows
the ability to model long-distance relationships be-
tween tokens without a predefined left-to-right or-
dering and opens the possibility of using different
dependency patterns for different token types.

Formal definition An order-n FlexGram model
is specified by a tuple of dependency offsets
[d1, d2, . . . , dn−1] and decomposes the probability
of a given sequence of tokens into a product of
conditional probabilities for every token:

p(w1, . . . , wk) =
∏

wi∈S

p(wi|wi+d1 . . . wi+dn−1)

The offsets can be positive or negative and the
same set of offsets is applied to all tokens in the
sequence. In order to represent a properly nor-
malized probability model over the set of all finite
length sequences, we check that the offsets of a
FlexGram model does not result in a cycle. We
show that using differing dependency offsets for
stems and suffixes can improve the perplexity.
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3 Dataset

We used the Turkish newspaper corpus of Milliyet
after removing sentences with 100 or more tokens.
The dataset contains about 600 thousand sentences
in the training set and 60 thousand sentences in the
test set (giving a total of about 10 million words).
The versions of the corpus we use developed by
using different word-split strategies along with a
sample sentence are explained below:
1. The unsplit dataset contains the raw corpus:

Kasparov bükemedig̃i eli öpecek

(Kasparov is going to kiss the hand he cannot bend)

2. The morfessor dataset was prepared using the
Morfessor (Creutz et al., 2007) algorithm:
Kasparov büke +medig̃i eli öp +ecek

3. The auto-split dataset is obtained after using
our unsupervised morphological splitter:
Kaspar +ov bük +emedig̃i eli öp +ecek

4. The split dataset contains words that are split
into their stem and suffix forms by using a
highly accurate supervised morphological an-
alyzer (Yuret and Türe, 2006):
Kasparov bük +yAmA+dHk+sH el +sH öp

+yAcAk

5. The split+0 version is derived from the split
dataset by adding a zero-suffix to any stem that
is not followed by a suffix:
Kasparov +0 bük +yAmA+dHk+sH el +sH

öp +yAcAk

Some statistics of the dataset are presented in
Table 1. The vocabulary is taken to be the to-
kens that occur more than once in the training set
and the OOV column shows the number of out-
of-vocabulary tokens in the test set. The unique
and 1-count columns give the number of unique
tokens and the number of tokens that only occur
once in the training set. Approximately 5% of the
tokens in the unsplit test set are OOV tokens. In
comparison, the ratio for a comparably sized En-
glish dataset is around 1%. Splitting the words
into stems and suffixes brings the OOV ratio closer
to that of English.

Model evaluation When comparing language
models that tokenize data differently:
1. We take into account the true cost of the OOV

tokens using a separate character-based model
similar to Brown et al. (1992).

2. When reporting averages (perplexity, bits-per-
word) we use a common denominator: the
number of unsplit words.

Table 1: Dataset statistics (K for thousands, M for millions)
Dataset Train Test OOV Unique 1-count
unsplit 8.88M 0.91M 44.8K (4.94%) 430K 206K

morfessor 9.45M 0.98M 10.3K (1.05%) 167K 34.4K
auto-split 14.3M 1.46M 13.0K (0.89%) 128K 44.8K

split 12.8M 1.31M 17.1K (1.31%) 152K 75.4K
split+0 17.8M 1.81M 17.1K (0.94%) 152K 75.4K

4 Experiments

In this section we present a number of experiments
that demonstrate that when modeling a morpho-
logically rich language like Turkish, (i) splitting
words into their stem and suffix forms is beneficial
when the split is performed using a morphologi-
cal analyzer and (ii) allowing the model to choose
stem and suffix dependencies separately and flex-
ibly results in a perplexity reduction, however the
reduction does not offset the cost of zero suffixes.
We used the SRILM toolkit (Stolcke, 2002) to
simulate the behavior of FlexGram models by us-
ing count files as input. The interpolated Kneser-
Ney smoothing was used in all our experiments.

Table 2: Total log probability (M for millions of bits).
Split Dataset Unsplit Dataset

N Word logp OOV logp Word logp OOV logp
1 14.2M 0.81M 11.7M 2.32M
2 10.5M 0.64M 9.64M 1.85M
3 9.79M 0.56M 9.46M 1.59M
4 9.72M 0.53M 9.45M 1.38M
5 9.71M 0.51M 9.45M 1.25M
6 9.71M 0.50M 9.45M 1.19M

4.1 Using a morphological tagger and
disambiguator

The split version of the corpus contains words
that are split into their stem and suffix forms by
using a previously developed morphological an-
alyzer (Oflazer, 1994) and morphological disam-
biguator (Yuret and Türe, 2006). The analyzer
produces all possible parses of a Turkish word us-
ing the two-level morphological paradigm and the
disambiguator chooses the best parse based on the
analysis of the context using decision lists. The in-
tegrated system was found to discover the correct
morphological analysis for 96% of the words on
a hand annotated out-of-sample test set. Table 2
gives the total log-probability (using log2) for the
split and unsplit datasets using n-gram models
of different order. We compute the perplexity
of the two datasets using a common denomina-
tor: 2− log2(p)/N where N=906,172 is taken to be
the number of unsplit tokens. The best combina-
tion (order-6 word model combined with an order-
9 letter model) gives a perplexity of 2,465 for
the split dataset and 3,397 for the unsplit dataset,
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which corresponds to a 27% improvement.

4.2 Separation of stem and suffix models
Only 45% of the words in the split dataset have
suffixes. Each sentence in the split+0 dataset has
a regular [stem suffix stem suffix ...] structure. Ta-
ble 3 gives the average cost of stems and suffixes in
the two datasets for a regular 6-gram word model
(ignoring the common OOV words). The log-
probability spent on the zero suffixes in the split+0
dataset has to be spent on trying to decide whether
to include a stem or suffix following a stem in the
split dataset. As a result the difference in total log-
probability between the two datasets is small (only
6% perplexity difference). The set of OOV tokens
is the same for both the split and split+0 datasets;
therefore we ignore the cost of the OOV tokens as
is the default SRILM behavior.

Table 3: Total log probability for the 6-gram word models
on split and split+0 data.

split dataset split+0 dataset
token number of total number of total
type tokens − log2 p tokens − log2 p
stem 0.91M 7.80M 0.91M 7.72M
suffix 0.41M 1.89M 0.41M 1.84M
0-suffix – – 0.50M 0.21M
all 1.31M 9.69M 1.81M 9.78M

4.3 Using the FlexGram model
We perform a search over the space of dependency
offsets using the split+0 dataset and considered n-
gram orders 2 to 6 and picked the dependency off-
sets within a window of 4n + 1 tokens centered
around the target. Table 4 gives the best mod-
els discovered for stems and suffixes separately
and compares them to the corresponding regular
n-gram models on the split+0 dataset. The num-
bers in parentheses give perplexity and significant
reductions can be observed for each n-gram order.

Table 4: Regular ngram vs FlexGram models.
N ngram-stem ngram-suffix
2 -1 (1252) -1 (5.69)
3 -2,-1 (418) -2,-1 (5.29)
4 -3,-2,-1 (409) -3,-2,-1 (4.79)
5 -4,-3,-2,-1 (365) -4,-3,-2,-1 (4.80)
6 -5,-4,-3,-2,-1 (367) -5,-4,-3,-2,-1 (4.79)

N flexgram-stem flexgram-suffix
2 -2 (596) -1 (5.69)
3 +1,-2 (289) +1,-1 (4.21)
4 +2,+1,-1 (189) -2,+1,-1 (4.19)
5 +4,+2,+1,-1 (176) -3,-2,+1,-1 (4.12)
6 +4,+3,+2,+1,-1 (172) -4,-3,-2,+1,-1 (4.13)

However, some of these models cannot be used
in combination because of cycles as we depict on

the left side of Figure 1 for order 3. Table 5 gives
the best combined models without cycles. We
were able to exhaustively search all the patterns
for orders 2 to 4 and we used beam search for or-
ders 5 and 6. Each model is represented by its
offset tuple and the resulting perplexity is given
in parentheses. Compared to the regular n-gram
models from Table 4 we see significant perplexity
reductions up to order 4. The best order-3 stem-
suffix FlexGram model can be seen on the right
side of Figure 1.

Table 5: Best stem-suffix flexgram model combinations for
the split+0 dataset.

N flexgram-stem flexgram-suffix perplexity reduction
2 -2 (596) -1 (5.69) 52.3%
3 -4,-2 (496) +1,-1 (4.21) 5.58%
4 -4,-2,-1 (363) -3,-2,-1 (4.79) 11.3%
5 -6,-4,-2,-1 (361) -3,-2,-1 (4.79) 1.29%
6 -6,-4,-2,-1 (361) -3,-2,-1 (4.79) 1.52%

5 Related work

Several approaches attempt to relax the rigid or-
dering enforced by the standard n-gram model.
The skip-gram model (Siu and Ostendorf, Jan
2000) allows the skipping of one word within a
given n-gram. Variable context length language
modeling (Kneser, 1996) achieves a 10% per-
plexity reduction when compared to the trigrams
by varying the order of the n-gram model based
on the context. Dependency models (Rosenfeld,
2000) use the parsed dependency structure of sen-
tences to build the language model as in grammat-
ical trigrams (Lafferty et al., 1992), structured lan-
guage models (Chelba and Jelinek, 2000), and de-
pendency language models (Chelba et al., 1997).
The dependency model governs the whole sen-
tence and each word in a sentence is likely to have
a different dependency structure whereas in our
experiments with FlexGrams we use two connec-
tivity patterns: one for stems and one for suffixes
without the need for parsing.

6 Contributions

We have analyzed the effect of word splitting and
unstructured dependencies on modeling Turkish, a
morphologically complex language. Table 6 com-
pares the models we have tested on our test corpus.

We find that splitting words into their stem and
suffix components using a morphological analyzer
and disambiguator results in significant perplexity
reductions of up to 27%. FlexGram models out-
perform regular n-gram models (Tables 4 and 5)
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Figure 1: Two FlexGram models where W represents a stem, s represents a suffix, and the arrows represent dependencies.
The left model has stem offsets [+1,-2] and suffix offsets [+1,-1] and cannot be used as a directed graphical model because
of the cycles. The right model has stem offsets [-4,-2] and suffix offsets [+1,-1] and is the best order-3 FlexGram model for
Turkish.

Table 6: Perplexity for compared models.
N unsplit split flexgram
2 3929 4360 5043
3 3421 2610 3083
4 3397 2487 2557
5 3397 2468 2539
6 3397 2465 2539

when using an alternating stem-suffix representa-
tion of the sentences; however Table 6 shows that
the cost of the alternating stem-suffix representa-
tion (zero-suffixes) offsets this gain.
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Abstract

Kneser-Ney (1995) smoothing and its vari-
ants are generally recognized as having
the best perplexity of any known method
for estimating N-gram language models.
Kneser-Ney smoothing, however, requires
nonstandard N-gram counts for the lower-
order models used to smooth the highest-
order model. For some applications, this
makes Kneser-Ney smoothing inappropri-
ate or inconvenient. In this paper, we in-
troduce a new smoothing method based on
ordinary counts that outperforms all of the
previous ordinary-count methods we have
tested, with the new method eliminating
most of the gap between Kneser-Ney and
those methods.

1 Introduction

Statistical language models are potentially useful
for any language technology task that produces
natural-language text as a final (or intermediate)
output. In particular, they are extensively used in
speech recognition and machine translation. De-
spite the criticism that they ignore the structure of
natural language, simple N-gram models, which
estimate the probability of each word in a text
string based on theN−1 preceding words, remain
the most widely used type of model.

The simplest possible N-gram model is the
maximum likelihood estimate (MLE), which takes
the probability of a wordwn, given the preceding
contextw1 . . . wn−1, to be the ratio of the num-
ber of occurrences in a training corpus of the N-
gramw1 . . . wn to the total number of occurrences
of any word in the same context:

p(wn|w1 . . . wn−1) =
C(w1 . . . wn)

∑

w′ C(w1 . . . wn−1w′)

One obvious problem with this method is that it
assigns a probability of zero to any N-gram that is

not observed in the training corpus; hence, numer-
ous smoothing methods have been invented that
reduce the probabilities assigned to some or all ob-
served N-grams, to provide a non-zero probability
for N-grams not observed in the training corpus.

The best methods for smoothing N-gram lan-
guage models all use a hierarchy of lower-order
models to smooth the highest-order model. Thus,
if w1w2w3w4w5 was not observed in the train-
ing corpus,p(w5|w1w2w3w4) is estimated based
on p(w5|w2w3w4), which is estimated based on
p(w5|w3w4) if w2w3w4w5 was not observed, etc.

In most smoothing methods, the lower-order
models, for allN > 1, are recursively estimated
in the same way as the highest-order model. How-
ever, the smoothing method of Kneser and Ney
(1995) and its variants are the most effective meth-
ods known (Chen and Goodman, 1998), and they
use a different way of computing N-gram counts
for all the lower-order models used for smooth-
ing. For these lower-order models, the actual cor-
pus countsC(w1 . . . wn) are replaced by

C ′(w1 . . . wn) =
∣

∣{w′|C(w′w1 . . . wn) > 0}
∣

∣

In other words, the count used for a lower-order
N-gram is the number of distinct word types that
precede it in the training corpus.

The fact that the lower-order models are es-
timated differently from the highest-order model
makes the use of Kneser-Ney (KN) smooth-
ing awkward in some situations. For example,
coarse-to-fine search using a sequence of lower-
order to higher-order language models has been
shown to be an efficient way of constraining high-
dimensional search spaces for speech recognition
(Murveit et al., 1993) and machine translation
(Petrov et al., 2008). The lower-order models used
in KN smoothing, however, are very poor esti-
mates of the probabilities for N-grams thathave
been observed in the training corpus, so they are
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p(wn|w1 . . . wn−1) =























αw1...wn−1

Cn(w1...wn)−Dn,Cn(w1...wn)
∑

w′
Cn(w1...wn−1w′)

+ βw1...wn−1p(wn|w2 . . . wn−1) if Cn(w1 . . . wn) > 0

γw1...wn−1p(wn|w2 . . . wn−1) if Cn(w1 . . . wn) = 0

Figure 1: General language model smoothing schema

not suitable for use in coarse-to-fine search. Thus,
two versions of every language model below the
highest-order model would be needed to use KN
smoothing in this case.

Another case in which use of special KN counts
is problematic is the method presented by Nguyen
et al. (2007) for building and applying language
models trained on very large corpora (up to 40 bil-
lion words in their experiments). The scalability
of their approach depends on a “backsorted trie”,
but this data structure does not support efficient
computation of the special KN counts.

In this paper, we introduce a new smoothing
method for language models based on ordinary
counts. In our experiments, it outperformed all
of the previous ordinary-count methods we tested,
and it eliminated most of the gap between KN
smoothing and the other previous methods.

2 Overview of Previous Methods

All the language model smoothing methods we
will consider can be seen as instantiating the recur-
sive schema presented in Figure 1, for alln such
thatN ≥ n ≥ 2,1 whereN is the greatest N-gram
length used in the model.

In this schema,Cn denotes the counting method
used for N-grams of lengthn. For most smoothing
methods,Cn denotes actual training corpus counts
for all n. For KN smoothing and its variants, how-
ever,Cn denotes actual corpus counts only when
n is the greatest N-gram length used in the model,
and otherwise denotes the special KNC ′ counts.

In this schema, each N-gram count is dis-
counted according to aD parameter that depends,
at most, on the N-gram length and the the N-gram
count itself. The values of theα, β, andγ parame-
ters depend on the contextw1 . . . wn−1. For each
context, the values ofα, β, andγ must be set to
produce a normalized conditional probability dis-
tribution. Additional constraints on the previous

1For n = 2, we take the expressionp(wn|w2 . . . wn−1)
to denote a unigram probability estimatep(w2).

models we consider further reduce the degrees of
freedom so that ultimately the values of these para-
meters are completely fixed by the values selected
for theD parameters.

The previous smoothing methods we consider
can be classified as either “pure backoff”, or “pure
interpolation”. In pure backoff methods, all in-
stances ofα = 1 and all instances ofβ = 0. The
pure backoff methods we consider are Katz back-
off and backoff absolute discounting, due to Ney
et al.2 In Katz backoff, ifC(w1 . . . wn) is greater
than a threshold (here set to 5, as recommended
by Katz) the correspondingD = 0; otherwiseD
is set according to the Good-Turing method.3

In backoff absolute discounting, theD parame-
ters depends, at most, onn; there is either one dis-
count per N-gram length, or a single discount used
for all N-gram lengths. The values ofD can be set
either by empirical optimization on held-out data,
or based on a theoretically optimal value derived
from a leaving-one-out analysis, which Ney et al.
show to be approximated for each N-gram length
by N1/(N1 + 2N2), whereNr is the number of
distinct N-grams of that length occuringr times in
the training corpus.

In pure interpolation methods, for each context,
β andγ are constrained to be equal. The models
we consider that fall into this class are interpolated
absolute discounting, interpolated KN, and modi-
fied interpolated KN. In these three methods, all
instances ofα = 1.4 In interpolated absolute dis-
counting, the instances ofD are set as in backoff
absolute discounting. The same is true for inter-

2For all previous smoothing methods other than KN, we
refer the reader only to the excellent comparative study of
smoothing methods by Chen and Goodman (1998). Refer-
ences to the original sources may be found there.

3Good-Turing discounting is usually expressed in terms
of a discount ratio, but this can be reformulated asDr =
r − drr, whereDr is the subtractive discount for an N-gram
occuringr times, anddr is the corresponding discount ratio.

4Jelinek-Mercer smoothing would also be a pure interpo-
lation instance of our language model schema, in which all
instances ofD = 0 and, for each context,α + β = 1.
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polated KN, but the lower-order models are esti-
mated using the special KN counts.

In Chen and Goodman’s (1998) modified inter-
polated KN, instead of oneD parameter for each
N-gram length, there are three:D1 for N-grams
whose count is 1,D2 for N-grams whose count is
2, andD3 for N-grams whose count is 3 or more.
The values of these parameters may be set either
by empirical optimization on held-out data, or by
a theoretically-derived formula analogous to the
Ney et al. formula for the one-discount case:

Dr = r − (r + 1)Y
Nr+1

Nr

,

for 1 ≤ r ≤ 3, whereY = N1/(N1 + 2N2), the
discount value derived by Ney et al.

3 The New Method

Our new smoothing method is motivated by the
observation that unsmoothed MLE language mod-
els suffer from two somewhat independent sources
of error in estimating probabilities for the N-grams
observed in the training corpus. The problem that
has received the most attention is the fact that, on
the whole, the MLE probabilities for the observed
N-grams are overestimated, since they end up with
all the probability mass that should be assigned to
the unobserved N-grams. The discounting used in
Katz backoff is based on the Good-Turing estimate
of exactly this error.

Another source of error in MLE models, how-
ever, is quantization error, due to the fact that only
certain estimated probability values are possible
for a given context, depending on the number of
occurrences of the context in the training corpus.
No pure backoff model addresses this source of
error, since no matter how the discount parame-
ters are set, the number of possible probability val-
ues for a given context cannot be increased just
by discounting observed counts, as long as all N-
grams with the same count receive the same dis-
count. Interpolation models address quantization
error by interpolation with lower-order estimates,
which should have lower quantization error, due to
higher context counts. As we have noted, most ex-
isting interpolation models are constrained so that
the discount parameters fully determine the inter-
polation parameters. Thus the discount parameters
have to correct for both types of error.5

5Jelinek-Mercer smoothing is an exception to this gener-
alization, but since it has only interpolation parameters and

Our new model provides additional degrees of
freedom so theα andβ interpolation parameters
can be set independently of the discount parame-
tersD, with the intention that theα andβ para-
meters correct for quantization error, and theD
parameters correct for overestimation error. This
is accomplished by relaxing the link between the
β andγ parameters. We require that for each con-
text, α ≥ 0, β ≥ 0, andα + β = 1, and that
for every Dn,Cn(w1...wn) parameter,0 ≤ D ≤
Cn(w1 . . . wn). For each context, whatever values
we choose for these parameters within these con-
straints, we are guaranteed to have some probabil-
ity mass between 0 and 1 left over to be distributed
across the unobserved N-grams by a unique value
of γ that normalizes the conditional distribution.

Previous smoothing methods suggest several
approaches to setting theD parameters in our new
model. We try four such methods here:

1. The single theory-based discount for each N-
gram length proposed by Ney et al.,

2. A single discount used for all N-gram
lengths, optimized on held-out data,

3. The three theory-based discounts for each N-
gram length proposed by Chen and Good-
man,

4. A novel set of three theory-based discounts
for each N-gram length, based on Good-
Turing discounting.

The fourth method is similar to the third, but
for the threeD parameters per context, we use the
discounts for 1-counts, 2-counts, and 3-counts es-
timated by the Good-Turing method. This yields
the formula

Dr = r − (r + 1)
Nr+1

Nr

,

which is identical to the Chen-Goodman formula,
except that theY factor is omitted. SinceY is gen-
erally between 0 and 1, the resulting discounts will
be smaller than with the Chen-Goodman formula.

To set theα andβ parameters, we assume that
there is a single unknown probability distribution
for the amount of quantization error in every N-
gram count. If so, the total quantization error for
a given context will tend to be proportional to the

no discount parameters, it forces the interpolation parameters
to do the same double duty that other models force the dis-
count parameters to do.
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number of distinct counts for that context, in other
words, the number of distinct word types occur-
ring in that context. We then setα andβ to replace
the proportion of the total probability mass for the
context represented by the estimated quantization
error with probability estimates derived from the
lower-order models:

βw1...wn−1 = δ |{w′|Cn(w1...wn−1w′)>0}|
∑

w′
Cn(w1...wn−1w′)

αw1...wn−1 = 1 − βw1...wn−1

whereδ is the estimated mean of the quantization
error introduced by each N-gram count.

We use a single value ofδ for all contexts and
all N-gram lengths. As ana priori “theory”-based
estimate, we assume that, since the distance be-
tween possible N-gram counts, after discounting,
is approximately 1.0, their mean quantization error
would be approximately 0.5. We also try settingδ
by optimization on held-out data.

4 Evaluation and Conclusions

We trained and measured the perplexity of 4-
gram language models using English data from
the WMT-06 Europarl corpus (Koehn and Monz,
2006). We took 1,003,349 sentences (27,493,499
words) for training, and 2000 sentences each for
testing and parameter optimization.

We built models based on six previous ap-
proaches: (1) Katz backoff, (2) interpolated ab-
solute discounting with Ney et al. formula dis-
counts, backoff absolute discounting with (3) Ney
et al. formula discounts and with (4) one empir-
ically optimized discount, (5) modified interpo-
lated KN with Chen-Goodman formula discounts,
and (6) interpolated KN with one empirically op-
timized discount. We built models based on four
ways of computing theD parameters of our new
model, with a fixedδ = 0.5: (7) Ney et al. formula
discounts, (8) one empirically optimized discount,
(9) Chen-Goodman formula discounts, and (10)
Good-Turing formula discounts. We also built a
model (11) based on one empirically optimized
discountD = 0.55 and an empircially optimized
value ofδ = 0.9. Table 1 shows that each of these
variants of our method had better perplexity than
every previous ordinary-count method tested.

Finally, we performed one more experiment, to
see if the best variant of our model (11) combined
with KN counts would outperform either variant
of interpolated KN. It did not, yielding a perplex-
ity of 53.9 after reoptimizing the two free parame-

Method PP
1 Katz backoff 59.8
2 interp-AD-fix 62.6
3 backoff-AD-fix 59.9
4 backoff-AD-opt 58.8
5 KN-mod-fix 52.8
6 KN-opt 53.0
7 new-AD-fix 56.3
8 new-AD-opt 55.6
9 new-CG-fix 57.4

10 new-GT-fix 56.1
11 new-AD-2-opt 54.9

Table 1: 4-gram perplexity results

ters of the model with the KN counts. However,
the best variant of our model eliminated 65% of
the difference in perplexity between the best pre-
vious ordinary-count method tested and the best
variant of KN smoothing tested, suggesting that it
may currently be the best approach when language
models based on ordinary counts are desired.
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Abstract

For many NLP tasks, including named en-

tity tagging, semi-supervised learning has

been proposed as a reasonable alternative

to methods that require annotating large

amounts of training data. In this paper,

we address the problem of analyzing new

data given a semi-supervised NE tagger

trained on data from an earlier time pe-

riod. We will show that updating the unla-

beled data is sufficient to maintain quality

over time, and outperforms updating the

labeled data. Furthermore, we will also

show that augmenting the unlabeled data

with older data in most cases does not re-

sult in better performance than simply us-

ing a smaller amount of current unlabeled

data.

1 Introduction

Brill (2003) observed large gains in performance

for different NLP tasks solely by increasing the

size of unlabeled data, but stressed that for other

NLP tasks, such as named entity recognition

(NER), we still need to focus on developing tools

that help to increase the size of annotated data.

This problem is particularly crucial when pro-

cessing languages, such as Portuguese, for which

the labeled data is scarce. For instance, in the first

NER evaluation for Portuguese, HAREM (San-

tos and Cardoso, 2007), only two out of the nine

participants presented systems based on machine

learning, and they both argued they could have

achieved significantly better results if they had

larger training sets.

Semi-supervised methods are commonly cho-

sen as an alternative to overcome the lack of an-

notated resources, because they present a good

trade-off between amount of labeled data needed

and performance achieved. Co-training is one of

those methods, and has been extensively studied in

NLP (Nigam and Ghani, 2000; Pierce and Cardie,

2001; Ng and Cardie, 2003; Mota and Grishman,

2008). In particular, we showed that the perfor-

mance of a name tagger based on co-training de-

cays as the time gap between training data (seeds

and unlabeled data) and test data increases (Mota

and Grishman, 2008). Compared to the original

classifier of Collins and Singer (1999) that uses

seven seeds, we used substantially larger seed sets

(more than 1000), which raises the question of

which of the parameters (seeds or unlabeled data)

are causing the performance deterioration.

In the present study, we investigated two main

questions, from the point of view of a developer

who wants to analyze a new data set, given an NE

tagger trained with older data. First, we studied

whether it was better to update the seeds or the

unlabeled data; then, we analyzed whether using

a smaller amount of current unlabeled data could

be better than increasing the amount of unlabeled

data drawn from older sources. The experiments

show that using contemporary unlabeled data is

the best choice, outperforming most experiments

with larger amounts of older unlabeled data and

all experiments with contemporary seeds.

2 Contemporary labeled data in NLP

The speech community has been defending for

some time now the idea of having similar tem-

poral data for training and testing automatic

speech recognition systems for broadcast news.

Most works focus on improving out-of-vocabulary

(OOV) rates, to which new names contribute

significantly. For instance, Palmer and Osten-

dorf (2005) aiming at reducing the error rate due

to OOV names propose to generate offline name

lists from diverse sources, including temporally

relevant news texts; Federico and Bertoldi (2004),

and Martins et al. (2006) propose to daily adapt

the statistical language model of a broadcast
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news transcription system, exploiting contempo-

rary newswire texts available on the web; Auzanne

et al. (2000) proposed a time-adaptive language

model, studying its impact over a period of five

months on the reduction of OOV rate, word error

rate and retrieval accuracy on a spoken document

retrieval system.

Concerning variations over longer periods of

time, we observed that the performance of a semi-

supervised name tagger decays over a period of

eight years, which seems to be directly related

with the fact that the texts used to train and test the

tagger also show a tendency to become less simi-

lar over time (Mota and Grishman, 2008); Batista

et al. (2008) also observed a decaying tendency in

the performance of a system for recovering capi-

talization over a period of six years, proposing to

retrain a MaxEnt model using additional contem-

porary written texts.

3 Name tagger overview

We assessed the name tagger described in Mota

and Grishman (2008) to recognize names of peo-

ple, organizations and locations. The tagger is

based on the co-training NE classifier proposed

by Collins and Singer (1999), and is comprised

of several components organized sequentially (cf.

Figure 1).

!"#$%$"&$

'()*#%+,-./01$"&$2

3(4"5"6%'()*#

%!"&$%7)$8%/5(##)9"6%,-

!"&$%7)$8%:1/5(##)9"6%,-;6"1$)9/($)01

<5(##)9/($)01

'*0=(>($)01

?"($:*"%"&$*(/$)01

'()*#%+#="55)1>%@"($:*"#.%
/01$"&$:(5%@"($:*"#2

<0A$*()1)1>

B="55)1>%C%
/01$"&$:(5%*:5"#

B""6#%

D15(4"5"6%$"&$

!"#$%&'!()%&%&'

Figure 1: NE tagger architecture

4 Data sets

CETEMPúblico (Rocha and Santos, 2000) is a

Portuguese journalistic corpus with 180 million

words that spans eight years of news, from 1991

to 1998. The minimum size of epoch (time span

of data set) available for analysis is a six-month

period, corresponding either to the first half of the

year or the second.

The data sets were created using the first 8256

extracts1 within each six-month period of the pol-

itics section of the corpus: the first 192 are used to

collect seeds, the next 208 extracts are used as test

sets and the remaining 7856 are used to collect the

unlabeled examples. The seeds correspond to the

first 1150 names occurring in those extracts. From

the list of unlabeled examples obtained after the

NE identification stage, only the first 41226 exam-

ples of each epoch were used to bootstrap in the

classification stage.

5 Experiments

We denote by S, U and T , respectively, the seed,
unlabeled and test texts, and by (Si, Uj , Tk) a

training-test configuration, where 91a ≤ i, j, k ≤
98b, i.e., epochs i, j and k vary between the first

half of 1991 (91a) and the second half of 1998

(98b). For instance, the training-test configuration

(Si=91a...98b, Ui=91a...98b, Tj=98b) represents the

training-test configuration where the test set was

drawn from epoch 98b, and the tagger was trained

in turn with seeds and unlabeled data drawn from

the same epoch i that varied from 91a to 98b.

5.1 Do we need contemporary labeled data?

In order to understand whether it is better to label

examples falling within the epoch of the test set

or to keep using old labeled data while bootstrap-

ping with contemporary unlabeled data, we fixed

the test set to be within the last epoch of the inter-

val (98b), and performed backward experiments,

i.e., we varied the epoch of either the seeds or the

unlabeled data backwards. The choice of fixing

the test within the last epoch of the interval is the

one that most approximates a real situation where

one has a tagger trained with old data and wants to

process a more recent text.

Figure 2 shows the results for both experiments,

where (Sj=98b, Ui=91a...98b, Tj=98b) represents the

experiment where the test was within the same

epoch as the seeds and the unlabeled data were

drawn from a single, variable, epoch in turn, and

(Si=91a...98b, Uj=98b, Tj=98b) represents the exper-

iment where the test was within the epoch of the

1Extracts are typically two paragraphs.

354



unlabeled data and the seeds were drawn in turn

from each of the epochs; the graphic also shows

the baseline backward training (varying the epoch

of both the seeds and the unlabeled data together).
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Figure 2: F-measure over time for test set 98b with
configurations: (Si=91a...98b, Ui=91a...98b, Tj=98b),

(Sj=98b, Ui=91a...98b, Tj=98b), and (Si=91a...98b,

Uj=98b, Tj=98b)

As can be seen, there is a small gain in perfor-

mance by using seeds within the epoch of the test

set, but the decay is still observable as we increase

the time gap between the unlabeled data and the

test set. On the contrary, if we use unlabeled data

within the epoch of the test set, we hardly see

a degradation trend as the time gap between the

epochs of seeds and test set is increased.

An examination of the results shows that, for

instance, Sendero Luminoso received the correct

classification of organization when the tagger is

trained with unlabeled data drawn from the same

epoch, but is incorretly classified as person when

trained with data that is not contemporary with the

test set. Even though that name is not a seed in any

of the cases, it occurs twice in good contexts for

organization in unlabeled data contemporary with

the test set (lı́der do Sendero Luminoso/leader of

the Shining Path and acções do Sendero Lumi-

noso/actions of the Shining Path), while it does

not occur in the unlabeled data that is not contem-

porary. Given that both the name spelling and the

context in the test set, o messianismo do peruano

Sendero Luminoso/the messianism of the Peruvian

Shining Path, are insufficient to assign a correct la-

bel, the occurrence of the name in the contempo-

rary unlabeled data contributes to its correct clas-

sification in the test set.

5.2 Is more older unlabeled data better?

The second question we addressed was whether

having more older unlabeled data could result in

better performance than less data but within the

epoch of the test set. In this case, we conducted

two backward experiments, augmenting the un-

labeled data backwards with older data than the

test set (98b), starting in the previous epoch (98a):

in the first experiment, the seeds were within the

same epoch as the test set, and in the second ex-

periment the seeds were within the same epoch as

the unlabeled set being added. This corresponds to

configurations (Sj=98b, U
′
i=91a...98a, Tj=98b) and

(Si=91a...98a, U
′
i=91a...98a, Tj=98b), respectively,

where U
′
i =

⋃98a
k=i Uk.

In Figure 3, we show the result of these con-

figurations together with the result of the back-

ward experiment corresponding to configuration

(Si=91a...98b, Uj=98b, Tj=98b), also represented in

Figure 2. We note that, in the case of the former

experiments, the size of the unlabeled examples is

increasing in the direction 98a to 91a.
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Figure 3: F-measure for test set 98b with

configurations (Si=91a...98b, Uj=98b, Tj=98b),

(Sj=98b, U
′
i=91a...98a, Tj=98b) and (Si=91a...98a,

U
′
i=91a...98a, Tj=98b), where U

′
i =

⋃98a
k=i Uk

As can be observed, increasing the size of the

unlabeled data does not necessarily result in bet-

ter performance: for both choices of seeds, perfor-

mance sometimes improves, sometimes worsens,

as the unlabeled data grows (following the curves
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from right to left).

Furthermore, the tagger trained with more unla-

beled data in most cases did not outperform the

tagger trained with less unlabeled data selected

from the epoch of the test set.

6 Discussion and future directions

We conducted experiments varying the epoch of

seeds and unlabeled data of a named entity tagger

based on co-training. We observed that the per-

formance decay resulting from increasing the time

gap between training data (seeds and unlabeled ex-

amples) and the test set can be slightly attenuated

by using the seeds contemporary with the test set.

The gain is larger if one uses older seeds and con-

temporary unlabeled data, a strategy that, in most

of the experiments, results in better performance

than using increasing sizes of older unlabeled data.

These results suggest that we may not need to

label new data nor train our tagger with increasing

sizes of data, as long as we are able to train it with

unlabeled data time compatible with the test set.

In the future, one issue that needs clarification is

why bootstraping from contemporary labeled data

had so little influence on the performance of co-

training, and if other semi-supervised approches

are also sensitive to this question.
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Abstract

We describe a set of techniques for Ara-
bic cross-document coreference resolu-
tion. We compare a baseline system of
exact mention string-matching to ones that
include local mention context information
as well as information from an existing
machine translation system. It turns out
that the machine translation-based tech-
nique outperforms the baseline, but local
entity context similarity does not. This
helps to point the way for future cross-
document coreference work in languages
with few existing resources for the task.

1 Introduction

Our world contains at least two noteworthy
George Bushes: President George H. W. Bush and
President George W. Bush. They are both fre-
quently referred to as “George Bush.” If we wish
to use a search engine to find documents about
one of them, we are likely also to find documents
about the other. Improving our ability to find all
documents referring to one and none referring to
the other in a targeted search is a goal of cross-
document entity coreference detection. Here we
describe some results from a system we built to
perform this task on Arabic documents. We base
our work partly on previous work done by Bagga
and Baldwin (Bagga and Baldwin, 1998), which
has also been used in later work (Chen and Mar-
tin, 2007). Other work such as Lloyd et al. (Lloyd,
2006) focus on techniques specific to English.

The main contribution of this work to cross-
document coreference lies in the conditions under
which it was done. Even now, there is no large-
scale resource—in terms of annotated data—for

cross-document coreference in Arabic as there is
in English (e.g. WebPeople (Artiles, 2008)). Thus,
we employed techniques for high-performance
processing in a resource-poor environment. We
provide early steps in cross-document coreference
detection for resource-poor languages.

2 Approach

We treat cross-document entities as a set of graphs
consisting of links between within-document enti-
ties. The graphs are disjoint. Each of our systems
produces a list of such links as within-document
entity pairs (A,B). We obtain within-document
entities by running the corpus through a within-
document coreference resolver—in this case, Serif
from BBN Technologies.

To create the entity clusters, we use a union-
find algorithm over the pairs. If links (A,B)
and (C,B) appear in the system output, then
{A,B,C} are one entity. Similarly, if (X,Y )
and (Z, Y ) appear in the output, then it will find
that {X,Y, Z} are one entity. If the algorithm
later discovers link (B,Z) in the system output, it
will decide that {A,B,C,X, Y, Z} are an entity.
This is efficiently implemented via a hash table
whose keys and values are both within-document
entity IDs, allowing the implementation of easily-
searched linked lists.

2.1 The baseline system

The baseline system uses a string matching cri-
terion to determine whether two within-document
entities are similar enough to be considered as part
of the same cross-document entity. Given within-
document entities A and B, the criterion is imple-
mented as follows:

1. Find the mention strings {a1, a2, . . .} and
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{b1, b2, . . .} of A and B, respectively that are
the longest for that within-document entity
in the given document. (There may be more
than one longest mention of equal length for
a given entity.)

2. If any longest mention strings an and bm exist
such that an = bm (exact string match), then
A andB are considered to be part of the same
cross-document entity. Otherwise, they are
considered to be different entities.

When the system decides that two within-
document entities are connected as a single cross-
document entity, it emits a link between within-
document entities A and B represented as the pair
(A, B). We maintain a list of such links, but we
omit all links between within-document entities in
the same document.

The output of the system is a list of pairwise
links. The following two experimental systems
also produce lists of pairwise links. Union is per-
formed between the baseline system’s list and the
lists produced by the other systems to create lists
of pairs that include the information in the base-
line. However, each of the following systems’
outputs are merged separately with the baseline.
By including the baseline results in each system,
we are able to clarify the potential of each addi-
tional technique to improve performance over a
technique that is cheap to run under any circum-
stances, especially given that our experiments are
focused on increasing the number of links in an
Arabic context where links are likely to be dis-
rupted by spelling variations.

2.2 Translingual projection
We implement a novel cross-language approach
for Arabic coreference resolution by expanding
the space of exact match comparisons to approxi-
mate matches of English translations of the Arabic
strings. The intuition for this approach is that of-
ten the Arabic strings of the same named entity
may differ due to misspellings, titles, or aliases
that can be corrected in the English space. The
English translations were obtained using a stan-
dard statistical machine translation system (Chi-
ang, 2007; Li, 2008) and then compared using an
alias match.

The algorithm below describes the approach,
applied to any Arabic named entities that fail the
baseline string-match test:

1. For a given candidate Arabic named entity

pair (A,B), we project them into English by
translating the mentions using a standard sta-
tistical machine translation toolkit. Using the
projected English pair, say, (A′, B′) we per-
form the following tests to determine whether
A and B are co-referent:
(a) We do an exact string-match test in the

English space using the projected enti-
ties (A′, B′). The exact string match test
is done exactly as in the baseline system,
using the set of longest named entities in
their respective co-reference chains.

(b) If (A′, B′) fail in the exact string-match
test as in the baseline, then we test
whether they belong to a list of high con-
fidence co-referent named-entity pairs1

precomputed for English using alias-
lists derived from Wikipedia.

(c) If (A′, B′) fails (a) and (b) then (A,B)
is deemed as non-coreferent.

While we hypothesize that translingual projection
via English should help in increasing recall since
it can work with non-exact string matches, it may
also help in increasing precision based on the as-
sumption that a name of American or English ori-
gin might have different variants in Arabic and that
translating to English can help in merging those
variants, as shown in figure 1.

ةشئاع ةديسلا 
 ةشئاع 

 نوتنلك
 نوتنيلك 

نوتنليك 

(Ms. Aisha)

(Aisha)

(Clenton)

(Clinton)

(Cilinton)

Aisha

Aisha

Clinton

Clinton

Clinton

Translate
via SMT

Figure 1: Illustration of translingual projection
method for resolving Arabic named entity strings
via English space. The English strings in paren-
theses indicate the literal glosses of the Arabic
strings prior to translation.

2.3 Entity context similarity
The context of mentions can play an important role
in merging or splitting potential coreferent men-

1For example: (Sean Michael Waltman, Sean Waltman)
are high confidence-matches even though they are not an
exact-string match.
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tions. We hypothesize that two mentions in two
different documents have a good chance of refer-
ring to the same entity if they are mentioned in
contexts that are topically very similar. A way of
representing a mention context is to consider the
words in the mention’s neighborhood. The con-
text of a mention can be defined as the words that
surround the mention in a window of n (50 in our
experiments) tokens centered by the mention. In
our experiments, we used highly similar contexts
to link mentions that might be coreferent.

Computing context similarity between every
pair of large number of mentions requires a highly
scalable and efficient mechanism. This can be
achieved using MapReduce, a distributed comput-
ing framework (Dean, 2004)

Elsayed et al. (Elsayed, 2008) proposed an ef-
ficient MapReduce solution for the problem of
computing the pairwise similarity matrix in large
collections. They considered a “bag-of-words”
model where similarity of two documents di

and dj is measured as follows: sim(di, dj) =∑
t∈di∩dj

wt,di
· wt,dj

, where w(t, d) is the weight
of term t in document d. A term contributes to
each pair that contains it. The list of documents
that contain a term is what is contained in the post-
ings of an inverted index. Thus, by processing
all postings, the pairwise similarity matrix can be
computed by summing term contributions. We use
the MapReduce framework for two jobs, inverted
indexing and pairwise similarity.

Elsayed et al. suggested an efficient df-cut strat-
egy that eliminates terms that appear in many doc-
uments (having high df ) and thus contribute less
in similarity but cost in computation (e.g., a 99%
df-cut means that the most frequent 1% of the
terms were discarded). We adopted that approach
for computing similarities between the contexts
of two mentions. The processing unit was rep-
resented as a bag of n words in a window sur-
rounding each mention of a within-document en-
tity. Given a relatively small mention context, we
used a high df-cut value of 99.9%.

3 Experiments

We performed our experiments in the context of
the Automatic Content Extraction (ACE) eval-
uation of 2008, run by the National Institute
of Standards and Technology (NIST). The eval-
uation corpus contained approximately 10,000
documents from the following domains: broad-

cast conversation transcripts, broadcast news tran-
scripts, conversational telephone speech tran-
scripts, newswire, Usenet Newsgroup/Discussion
Groups, and weblogs. Systems were required to
process the large source sets completely. For per-
formance measurement after the evaluation, NIST
selected 412 of the Arabic source documents out
of the larger set (NIST, 2008).

For development purposes we used the NIST
ACE 2005 Arabic data with within-document
ground truth. This consisted of 1,245 documents.
We also used exactly 12,000 randomly selected
documents from the LDC Arabic Gigaword Third
Edition corpus, processed through Serif. The Ara-
bic Gigaword corpus was used to select a thresh-
old of 0.4956 for the context similarity technique
via inspection of (A,B) link scores by a native
speaker of Arabic.

It must be emphasized that there was no ground
truth available for this task in Arabic. Performing
this task in the absence of significant training or
evaluation data is one emphasis of this work.

3.1 Evaluation measures

We used NIST’s scoring techniques to evaluate the
performance of our systems. Scoring for the ACE
evaluation is done using an scoring script provided
by NIST which produces many kinds of statistics.
NIST mainly uses a measure called the ACE value,
but it also computes B-cubed.

B-Cubed represents the task of finding cross-
document entities in the following way: if a user
of the system is searching for a particular Bush
and finds document D, he or she should be able to
find all of the other documents with the same Bush
in them as links from D—that is, cross-document
entities represent graphs connecting documents.
Bagga and Baldwin are able to define precision,
recall, and F-measure over a collection of docu-
ments in this way.

The ACE Value represents a score similar to
B-Cubed, except that every mention and within-
document entity is weighted in NIST’s specifica-
tion by a number of factors. Every entity is worth 1
point, a missing entity worth 0, and attribute errors
are discounted by multiplying by a factor (0.75 for
CLASS, 0.5 for TYPE, and 0.9 for SUBTYPE).

Before scoring can be accomplished, the enti-
ties found by the system must be mapped onto
those found in the reference provided by NIST.
The ACE scorer does this document-by-document,
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selecting the mapping that produces the highest
score. A description of the evaluation method and
entity categorization is available at (NIST, 2008).

3.2 Results and discussion
The results of running the ACE evaluation script
on the system output are shown in table 1. The
translingual projection system achieves higher
scores than all other systems on all measures. Al-
though it achieves only a 2 point improvement
over the baseline ACE value, it should be noted
that this represents a substantial number of at-
tributes per cross-document entity that it is getting
right.

Thresh B-Cubed ACE
System hold Prec Rec F Val.
Baseline 37.5 44.1 40.6 19.2
TrnsProj 38.4 44.8 41.3 21.2
CtxtSim 0.2 37.6 35.2 36.4 15.9
CtxtSim 0.3 37.4 43.8 40.3 18.9
CtxtSim 0.4 37.5 44.1 40.6 19.3
CtxtSim 0.4956 37.5 44.1 40.6 19.3
CtxtSim 0.6 37.5 44.1 40.6 19.2

Table 1: Scores from ACE evaluation script.

On the other hand, as the context similarity
threshold increases, we notice that the B-Cubed
measures reach identical values with the baseline
but never exceed it. But as it decreases, it loses
B-Cubed recall and ACE value.

While two within-document entities whose
longest mention strings match exactly and are le-
gitimately coreferent are likely to be mentioned in
the same contexts, it seems that a lower (more lib-
eral) threshold introduces spurious links and cre-
ates a different entity clustering.

Translingual projection appears to include links
that exact string matching in Arabic does not—
part of its purpose is to add close matches to those
found by exact string matching. It is able to in-
clude these links partly because it allows access to
resources in English that are not available for Ara-
bic such as Wikipedia alias lists.

4 Conclusions and Future Work

We have evaluated and discussed a set of tech-
niques for cross-document coreference in Arabic
that can be applied in the absence of significant
training and evaluation data. As it turns out, an
approach based on machine translation is slightly

better than a string-matching baseline, across all
measures. It worked by using translations from
Arabic to English in order to liberalize the string-
matching criterion, suggesting that using further
techniques via English to discover links may be
a fruitful future research path. This also seems
to suggest that a Bagga and Baldwin-style vector-
space model may not be the first approach to pur-
sue in future work on Arabic.

However, varying other parameters in the con-
text similarity approach should be tried in order
to gain a fuller picture of performance. One of
them is the df-cut of the MapReduce-based sim-
ilarity computation. Another is the width of the
word token window we used—we may have used
one that is too tight to be better than exact Arabic
string-matching.

References
Javier Artiles and Satoshi Sekine and Julio Gonzalo

2008. Web People Search—Results of the first eval-
uation and the plan for the second. WWW 2008.

A. Bagga and B. Baldwin. 1998. Entity-based cross-
document coreferencing using the vector space
model. COLING-ACL 1998.

Y. Chen and J. Martin. 2007. Towards robust unsuper-
vised personal name disambiguation. EMNLP.

D. Chiang. 2007. Hierarchical phrase-based transla-
tion. Computational Linguistics, 33(2).

J. Dean and S. Ghemawat. 2004. MapReduce: Simpli-
fied Data Processing on Large Clusters. OSDI.

T. Elsayed and J. Lin and D. W. Oard. 2008. Pair-
wise Document Similarity in Large Collections with
MapReduce. ACL/HLT.

Z. Li and S. Khudanpur. 2008. A Scalable Decoder for
Parsing-based Machine Translation with Equivalent
Language Model State Maintenance. ACL SSST.

L. Lloyd and Andrew Mehler and Steven Skiena. 2006.
Identifying Co-referential Names Across Large Cor-
pora. Combinatorial Pattern Matching.

NIST. 2008. Automatic Content Extraction 2008 Eval-
uation Plan (ACE08).

360



Proceedings of the ACL-IJCNLP 2009 Conference Short Papers, pages 361–364,
Suntec, Singapore, 4 August 2009. c©2009 ACL and AFNLP

The Impact of Query Refinement in the Web People Search Task

Javier Artiles
UNED NLP & IR group

Madrid, Spain
javart@bec.uned.es

Julio Gonzalo
UNED NLP & IR group

Madrid, Spain
julio@lsi.uned.es

Enrique Amigó
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Abstract
Searching for a person name in a Web
Search Engine usually leads to a number
of web pages that refer to several people
sharing the same name. In this paper we
study whether it is reasonable to assume
that pages about the desired person can be
filtered by the user by adding query terms.
Our results indicate that, although in most
occasions there is a query refinement that
gives all and only those pages related to
an individual, it is unlikely that the user is
able to find this expression a priori.

1 Introduction

The Web has now become an essential resource
to obtain information about individuals but, at the
same time, its growth has made web people search
(WePS) a challenging task, because every single
name is usually shared by many different peo-
ple. One of the mainstream approaches to solve
this problem is designing meta-search engines that
cluster search results, producing one cluster per
person which contains all documents referring to
this person.

Up to now, two evaluation campaigns – WePS 1
in 2007 (Artiles et al., 2007) and WePS 2 in 2009
(Artiles et al., 2009) – have produced datasets for
this clustering task, with over 15 research groups
submitting results in each campaign. Since the re-
lease of the first datasets, this task is becoming an
increasingly popular research topic among Infor-
mation Retrieval and Natural Language Process-
ing researchers.

For precision oriented queries (for instance,
finding the homepage, the email or the phone num-
ber of a given person), clustered results might help
locating the desired data faster while avoiding con-
fusion with other people sharing the same name.
But the utility of clustering is more obvious for re-
call oriented queries, where the goal is to mine the

web for information about a person. In a typical
hiring process, for instance, candidates are eval-
uated not only according to their cv, but also ac-
cording to their web profile, i.e. information about
them available in the Web.

One question that naturally arises is whether
search results clustering can effectively help users
for this task. Eventually, a query refinement made
by the user – for instance, adding an affiliation or
a location – might have the desired disambigua-
tion effect without compromising recall. The hy-
pothesis underlying most research on Web People
Search is that query refinement is risky, because it
can enhance precision but it will usually harm re-
call. Adding the current affiliation of a person, for
instance, might make information about previous
jobs disappear from search results.

This hypothesis has not, up to now, been em-
pirically confirmed, and it is the goal of this pa-
per. We want to evaluate the actual impact of us-
ing query refinements in the Web People Search
(WePS) clustering task (as defined in the frame-
work of the WePS evaluation). For this, we have
studied to what extent a query refinement can suc-
cessfully filter relevant results and which type of
refinements are the most successful. In our ex-
periments we have considered the search results
associated to one individual as a set of relevant
documents, and we have tested the ability of dif-
ferent query refinement strategies to retrieve those
documents. Our results are conclusive: in most
occasions there is a “near-perfect” refinement that
filters out most relevant information about a given
person, but this refinement is very hard to predict
from a user’s perspective.

In Section 2 we describe the datasets that where
used for our experiments. The experimental
methodology and results are presented in Section
3. Finally we present our conclusions in 4.
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2 Dataset

2.1 The WePS-2 corpus

For our experiments we have used the WePS-2
testbed (Artiles et al., 2009) 1. It consists of 30
datasets, each one related to one ambiguous name:
10 names were sampled from the US Census, 10
from Wikipedia, and 10 from the Computer Sci-
ence domain (Programme Committee members of
the ACL 2008 Conference). Each dataset consists
of, at most, 100 web pages written in English and
retrieved as the top search results of a web search
engine, using the (quoted) person name as query2.

Annotators were asked to organize the web
pages from each dataset in groups where all docu-
ments refer to the same person. For instance, the
”James Patterson“ web results were gruped in four
clusters according to the four individuals men-
tioned with that name in the documents. In cases
where a web page refers to more than one person
using the same ambiguous name (e.g. a web page
with search results from Amazon), the document
is assigned to as many groups as necessary. Doc-
uments were discarded when there wasn’t enough
information to cluster them correctly.

2.2 Query refinement candidates

In order to generate query refinement candidates,
we extracted several types of features from each
document. First, we applied a simple preprocess-
ing to the HTML documents in the corpus, con-
verting them to plain text and tokenizing. Then,
we extracted tokens and word n-grams for each
document (up to four words lenght). A list of En-
glish stopwords was used to remove tokens and n-
grams beginning or ending with a stopword. Using
the Stanford Named Entity Recognition Tool3 we
obtained the lists of persons, locations and organi-
zations mentioned in each document.

Additionally, we used attributes manually an-
notated for the WePS-2 Attribute Extraction Task
(Sekine and Artiles, 2009). These are person
attributes (affiliation, occupation, variations of
name, date of birth, etc.) for each individual shar-
ing the name searched. These attributes emulate
the kind of query refinements that a user might try
in a typical people search scenario.

1http://nlp.uned.es/weps
2We used the Yahoo! search service API.
3http://nlp.stanford.edu/software/CRF-NER.shtml

field F prec. recall cover.
ae affiliation 0.99 0.98 1.00 0.46
ae award 1.00 1.00 1.00 0.04
ae birthplace 1.00 1.00 1.00 0.09
ae degree 0.85 0.80 1.00 0.10
ae email 1.00 1.00 1.00 0.11
ae fax 1.00 1.00 1.00 0.06
ae location 0.99 0.99 1.00 0.27
ae major 1.00 1.00 1.00 0.07
ae mentor 1.00 1.00 1.00 0.03
ae nationality 1.00 1.00 1.00 0.01
ae occupation 0.95 0.93 1.00 0.48
ae phone 0.99 0.99 1.00 0.13
ae relatives 0.99 0.98 1.00 0.15
ae school 0.99 0.99 1.00 0.15
ae work 0.96 0.95 1.00 0.07
stf location 0.96 0.95 1.00 0.93
stf organization 1.00 1.00 1.00 0.98
stf person 0.98 0.97 1.00 0.82
tokens 1.00 1.00 1.00 1.00
bigrams 1.00 1.00 1.00 0.98
trigrams 1.00 1.00 1.00 1.00
fourgrams 1.00 1.00 1.00 0.98
fivegrams 1.00 1.00 1.00 0.98

Table 1: Results for clusters of size 1

field F prec. recall cover.
ae affiliation 0.76 0.99 0.65 0.40
ae award 0.67 1.00 0.50 0.02
ae birthplace 0.67 1.00 0.50 0.10
ae degree 0.63 0.87 0.54 0.15
ae email 0.74 1.00 0.60 0.16
ae fax 0.67 1.00 0.50 0.09
ae location 0.77 1.00 0.66 0.32
ae major 0.71 1.00 0.56 0.09
ae mentor 0.75 1.00 0.63 0.04
ae nationality 0.67 1.00 0.50 0.01
ae occupation 0.76 0.98 0.65 0.52
ae phone 0.75 1.00 0.63 0.13
ae relatives 0.78 0.96 0.68 0.15
ae school 0.68 0.96 0.56 0.17
ae work 0.81 1.00 0.72 0.17
stf location 0.83 0.97 0.77 0.98
stf organization 0.89 1.00 0.83 1.00
stf person 0.83 0.99 0.74 0.98
tokens 0.96 0.99 0.94 1.00
bigrams 0.95 1.00 0.92 1.00
trigrams 0.94 1.00 0.92 1.00
fourgrams 0.91 1.00 0.86 0.99
fivegrams 0.89 1.00 0.84 0.99

Table 2: Results for clusters of size 2

field F prec. recall cover.
ae affiliation 0.51 0.96 0.39 0.81
ae award 0.26 1.00 0.16 0.20
ae birthplace 0.33 0.99 0.24 0.28
ae degree 0.37 0.90 0.26 0.36
ae email 0.35 0.96 0.23 0.33
ae fax 0.30 1.00 0.19 0.15
ae location 0.34 0.96 0.23 0.64
ae major 0.30 0.97 0.20 0.22
ae mentor 0.23 0.95 0.15 0.22
ae nationality 0.36 0.88 0.26 0.16
ae occupation 0.52 0.93 0.40 0.80
ae phone 0.34 0.96 0.23 0.33
ae relatives 0.32 0.95 0.22 0.16
ae school 0.40 0.95 0.29 0.43
ae work 0.45 0.94 0.34 0.38
stf location 0.62 0.87 0.53 1.00
stf organization 0.67 0.96 0.56 1.00
stf person 0.59 0.95 0.47 1.00
tokens 0.87 0.90 0.86 1.00
bigrams 0.79 0.95 0.70 1.00
trigrams 0.75 0.96 0.65 1.00
fourgrams 0.67 0.97 0.55 1.00
fivegrams 0.62 0.96 0.50 1.00

Table 3: Results for clusters of size >=3

3 Experiments

In our experiments we consider each set of doc-
uments (cluster) related to one individual in the
WePS corpus as a set of relevant documents for
a person search. For instance the James Patter-
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field F prec. recall cover.
best-ae 1.00 0.99 1.00 0.74
best-all 1.00 1.00 1.00 1.00
best-ner 1.00 1.00 1.00 0.99
best-nl 1.00 1.00 1.00 1.00

Table 4: Results for clusters of size 1

field F prec. recall cover.
best-ae 0.77 1.00 0.65 0.79
best-all 0.95 1.00 0.93 1.00
best-ner 0.92 0.99 0.88 1.00
best-nl 0.96 1.00 0.94 1.00

Table 5: Results for clusters of size 2

field F prec. recall cover.
best-ae 0.60 0.97 0.47 0.92
best-all 0.89 0.96 0.85 1.00
best-ner 0.74 0.95 0.63 1.00
best-nl 0.89 0.95 0.85 1.00

Table 6: Results for clusters of size >=3

son dataset in the WePS corpus contains a total of
100 documents, and 10 of them belong to a British
politician named James Patterson. The WePS-2
corpus contains a total of 552 clusters that were
used to evaluate the different types of QRs.

For each person cluster, our goal is to find the
best query refinements; in an ideal case, an expres-
sion that is present in all documents in the clus-
ter, and not present in documents outside the clus-
ter. For each QR type (affiliation, e-mail, n-grams
of various sizes, etc.) we consider all candidates
found in at least one document from the cluster,
and pick up the one that leads to the best harmonic
mean (Fα=.5) of precision and recall on the cluster
documents (there might be more than one).

For instance, when we evaluate a set of token
QR candidates for the politician in the James Pat-
terson dataset we find that among all the tokens
that appear in the documents of its cluster, ”repub-
lican” gives us a perfect score, while “politician“
obtains a low precision (we retrieve documents of
other politicians named James Patterson).

In some cases a cluster might not have any can-
didate for a particular type of QR. For instance,
manual person attributes like phone number are
sparse and won’t be available for every individual,
whereas tokens and ngrams are always present.
We exclude those cases when computing F, and
instead we report a coverage measure which rep-
resents the number of clusters which have at least
one candidate of this type of QR. This way we
know how often we can use an attribute (coverage)

field 1 2 >=3
ae affiliation 20.96 17.88 29.41
ae occupation 20.25 21.79 24.60
ae work 3.23 8.38 8.56
ae location 12.66 12.29 8.02
ae school 7.03 6.70 6.42
ae degree 3.23 3.91 5.35
ae email 5.34 6.15 4.28
ae phone 6.19 5.03 3.21
ae nationality 0.28 0.00 3.21
ae relatives 7.03 5.03 2.67
ae birthplace 4.22 5.03 1.60
ae fax 2.95 1.68 1.60
ae major 3.52 3.91 1.07
ae mentor 1.41 2.23 0.00
ae award 1.69 0.00 0.00

Table 7: Distribution of the person attributes used
for the ”best-ae“ strategy

and how useful it is when available (F measure).
These figures represent a ceiling for each type

of query refinement: they represent the efficiency
of the query when the user selects the best possible
refinement for a given QR type.

We have split the results in three groups depend-
ing on the size of the target cluster: (i) rare people,
mentioned in only one document (335 clusters of
size 1); (ii)people that appear in two documents
(92 clusters of size 2), often these documents be-
long to the same domain, or are very similar; and
(iii) all other cases (125 clusters of size >=3).

We also report on the aggregated results for cer-
tain subsets of QR types. For instance, if we want
to know what results will get a user that picks the
best person attribute, we consider all types of at-
tributes (e-mail, affiliation, etc.) for every cluster,
and pick up the ones that lead to the best results.

We consider four groups: (i) best-all selects the
best QR among all the available QR types (ii) best-
ae considers all manually annotated attributes (iii)
best-ner considers automatically annotated NEs;
and (iv) best-ng uses only tokens and ngrams.

3.1 Results

The results of the evaluation for each cluster size
(one, two, more than two) are presented in Ta-
bles 1, 2 and 3. These tables display results for
each QR type. Then Tables 4, 5 and 6 show the
results for aggregated QR types.

Two main results can be highlighted: (i) The
best overall refinement is, in average, very good
(F = .89 for clusters of size ≥ 3). In other words,
there is usually at least one QR that leads to (ap-
proximately) the desired set of results; (ii) this best
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refinement, however, is not necessarily an intu-
itive choice for the user. One would expect users
to refine the query with a person’s attribute, such
as his affiliation or location. But the results for
the best (manually extracted) attribute are signifi-
cantly worse (F = .60 for clusters of size ≥ 3),
and they cannot always be used (coverage is .74,
.79 and .92 for clusters of size 1, 2 and ≥ 3).

The manually tagged attributes from WePS-2
are very precise, although their individual cover-
age over the different person clusters is generally
low. Affiliation and occupation, which are the
most frequent, obtain the largest coverage (0.81
and 0.80 for sizes ≥ 3). Also the recall of this
type of QRs is low in clusters of two, three or more
documents. When evaluating the “best-ae” strat-
egy we found that in many clusters there is at least
one manual attribute that can be used as QR with
high precision. This is the case mostly for clusters
of three or more documents (0.92 coverage) and it
decreases with smaller clusters, probably because
there is less information about the person and thus
less biographical attributes are to be found.

In Table 7 we show the distribution of the actual
QR types selected by the “best-ae” strategy. The
best type is affiliation, which is selected in 29%
of the cases. Affiliation and occupation together
cover around half of the cases (54%), and the rest
is a long tail where each attribute makes a small
contribution to the total. Again, this is a strong
indication that the best refinement is probably very
difficult to predict a priori for the user.

Automatically recognized named entities in the
documents obtain better results, in general, than
manually tagged attributes. This is probably due
to the fact that they can capture all kinds of related
entities, or simply entities that happen to coocur
with the person name. For instance, the pages of a
university professor that is usually mentioned to-
gether with his PhD students could be refined with
any of their names. This goes to show that a good
QR can be any information related to the person,
and that we might need to know the person very
well in advance in order to choose this QR.

Tokens and ngrams give us a kind of “upper
boundary” of what is possible to achieve using
QRs. They include almost anything that is found
in the manual attributes and the named entities.
They also frequently include QRs that are not re-
alistic for a human refinement. For instance, in
clusters of only two documents it is not uncom-

mon that both pages belong to the same domain
or that they are near duplicates. In those cases to-
kens and ngram QR will probably include non in-
formative strings. In some cases the QRs found
are neither directly biographical or related NEs,
but topical information (e.g. the term “soccer“ in
the pages of a football player or the ngram ”align-
ment via structured multilabel“ that is the title of a
paper written by a Computer Science researcher).
These cases widen even more the range of effec-
tive QRs. The overall results of using tokens and
ngrams are almost perfect for all clusters, but at
the cost of considering every possible bit of infor-
mation about the person or even unrelated text.

4 Conclusions

In this paper we have studied the potential effects
of using query refinements to perform the Web
People Search task. We have shown that although
in theory there are query refinements that perform
well to retrieve the documents of most individuals,
the nature of these ideal refinements varies widely
in the studied dataset, and there is no single in-
tuitive strategy leading to robust results. Even if
the attributes of the person are well known before-
hand (which is hardly realistic, given that in most
cases this is precisely the information needed by
the user), there is no way of anticipating which
expression will lead to good results for a particu-
lar person. These results confirm that search re-
sults clustering might indeed be of practical help
for users in Web people search.
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Abstract

The automatic extraction of relations be-
tween entities expressed in natural lan-
guage text is an important problem for IR
and text understanding. In this paper we
show how different kernels for parse trees
can be combined to improve the relation
extraction quality. On a public benchmark
dataset the combination of a kernel for
phrase grammar parse trees and for depen-
dency parse trees outperforms all known
tree kernel approaches alone suggesting
that both types of trees contain comple-
mentary information for relation extrac-
tion.

1 Introduction

The same semantic relation between entities in
natural text can be expressed in many ways, e.g.
“Obama was educated at Harvard”, “Obama is a
graduate of Harvard Law School”, or, “Obama
went to Harvard College”. Relation extraction
aims at identifying such semantic relations in an
automatic fashion.

As a preprocessing step named entity taggers
detect persons, locations, schools, etc. men-
tioned in the text. These techniques have reached
a sufficient performance level on many datasets
(Tjong et al., 2003). In the next step relations be-
tween recognized entities, e.g. person-educated-
in-school(Obama,Harvard) are identified.

Parse trees provide extensive information on
syntactic structure. While feature-based meth-
ods may compare only a limited number of struc-
tural details, kernel-based methods may explore
an often exponential number of characteristics
of trees without explicitly representing the fea-
tures. Zelenko et al. (2003) and Culotta and
Sorensen (2004) proposed kernels for dependency
trees (DTs) inspired by string kernels. Zhang et

al. (2006) suggested a kernel for phrase grammar
parse trees. Bunescu and Mooney (2005) investi-
gated a kernel that computes similarities between
nodes on the shortest path of a DT connecting the
entities. Reichartz et al. (2009) presented DT ker-
nels comparing substructures in a more sophisti-
cated way.

Up to now no studies exist on how kernels for
different types of parse trees may support each
other. To tackle this we present a study on how
those kernels for relation extractions can be com-
bined. We implement four state-of-the-art ker-
nels. Subsequently we combine pairs of kernels
linearly or by polynomial expansion. On a pub-
lic benchmark dataset we show that the combined
phrase grammar parse tree kernel and dependency
parse tree kernel outperforms all others by 5.7%
F-Measure reaching an F-Measure of 71.2%. This
result shows that both types of parse trees contain
relevant information for relation extraction.

The remainder of the paper is organized as fol-
lows. In the next section we describe the inves-
tigated tree kernels. Subsequently we present the
method to combine two kernels. The fourth sec-
tion details the experiments on a public benchmark
dataset. We close with a summary and conclu-
sions.

2 Kernels for Relation Extraction

Relation extraction aims at learning a relation
from a number of positive and negative instances
in natural language sentences. As a classifier we
use Support Vector Machines (SVMs) (Joachims,
1999) which can compare complex structures, e.g.
trees, by kernels. Given the kernel function, the
SVM tries to find a hyperplane that separates pos-
itive from negative examples of the relation. This
type of max-margin separator has been shown both
empirically and theoretically to provide good gen-
eralization performance on new examples.
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2.1 Parse Trees

A sentence can be processed by a parser to gener-
ate a parse tree, which can be further categorized
in phrase grammar parse trees (PTs) and depen-
dency parse trees (DTs). For DTs there is a bijec-
tive mapping between the words in a sentence and
the nodes in the tree. DTs have a natural ordering
of the children of the nodes induced by the posi-
tion of the corresponding words in the sentence. In
contrast PTs introduce new intermediate nodes to
better express the syntactical structures of a sen-
tence in terms of phrases.

2.2 Path-enclosed PT Kernel

The Path-enclosed PT Tree Kernel (Zhang et al.,
2008) operates on PTs. It is based on the Convolu-
tion Tree Kernel of Collins and Duffy (2001). The
Path-enclosed Tree is the parse tree pruned to the
nodes that are connected to leaves (words) that be-
long to the path connecting both relation entities.
The leaves (and connected inner nodes) in front of
the first relation entity node and behind the sec-
ond one are simply removed. In addition, for the
entities there are new artificial nodes labeled with
the relation argument index, and the entity type.
Let KCD(T1, T2) be the Convolution Tree Kernel
(Collins and Duffy, 2001) of two trees T1, T2, then
the Path-enclosed PT Kernel (ZhangPT) is de-
fined as

KZhangPT(X,Y ) = KCD(X∗, Y ∗)

where X∗ and Y ∗ are the subtrees of the origi-
nal tree pruned to the nodes enclosed by the path
connecting the two entities in the phrase grammer
parse trees as described by Zhang et al. (2008).

2.3 Dependency Tree Kernel

The Dependency Tree Kernel (DTK) of Culotta
and Sorensen(2004) is based on the work of Ze-
lenko et al. (2003). It employs a node kernel
∆(u, v) measuring the similarity of two tree nodes
u, v and its substructures. Nodes may be described
by different features like POS-tags, chunk tags,
etc.. If the corresponding word describes an en-
tity, the entity type and the mention is provided. To
compare relations in two instance sentences X,Y
Culotta and Sorensen (2004) proposes to compare
the subtrees induced by the relation arguments
x1, x2 and y1, y2, i.e. computing the node kernel
between the two lowest common ancestors (lca) in

the dependecy tree of the relation argument nodes

KDTK(X,Y ) = ∆(lca(x1, x2), lca(y1, y2))

The node kernel ∆(u, v) is definend over two
nodes u and v as the sum of the node similarity
and their children similarity. The children simi-
larity function C(s, t) uses a modified version of
the String Subsequence Kernel of Shawe-Taylor
and Christianini (2004) to compute recursively the
sum of node kernel values of subsequences of
node sequences s and t. The functionC(s, t) sums
up the similarities of all subsequences in which ev-
ery node matches its corresponding node.

2.4 All-Pairs Dependency Tree Kernel

The All-Pairs Dependency Tree Kernel (All-Pairs-
DTK) (Reichartz et al., 2009) sums up the node
kernels of all possible combinations of nodes con-
tained in the two subtrees implied by the relation
argument nodes as

KAll-Pairs(X,Y ) =
∑
u∈Vx

∑
v∈Vy

∆(u, v)

where Vx and Vy are sets containing the nodes of
the complete subtrees rooted at the respective low-
est common ancestors. The consideration of all
possible pairs of nodes and their similarity ensure
that relevant information in the subtrees is utilized.

2.5 Dependency Path Tree Kernel

The Dependency Path Tree Kernel (Path-DTK)
(Reichartz et al., 2009) not only measures the
similarity of the root nodes and its descendents
(Culotta and Sorensen, 2004) or the similari-
ties of nodes on the path (Bunescu and Mooney,
2005). It considers the similarities of all nodes
(and substructures) using the node kernel ∆ on
the path connecting the two relation argument en-
tity nodes. To this end the pairwise comparison
is performed using the ideas of the subsequence
kernel of Shawe-Taylor and Cristianini (2004),
therefore relaxing the “same length” restriction of
(Bunescu and Mooney, 2005). The Path-DTK ef-
fectively compares the nodes from paths with dif-
ferent lengths while maintaining the ordering in-
formation and considering the similarities of sub-
structures.

The parameter q is the upper bound on the node
distance whereas the parameter µ, 0 < µ ≤ 1,
is a factor that penalizes gaps. The Path-DTK is
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5-times 5-fold Cross-Validation on Training Set Test Set
Kernel At Part Role Prec Rec F At Part Role Prec Rec F

DTK 54.9 52.8 72.3 71.7 53.7 61.4 (0.32) 50.3 43.4 68.5 79.5 44.0 56.7
All-Pairs-DTK 59.1 53.6 73.0 73.1 57.8 64.5 (0.26) 54.3 53.9 71.8 80.2 49.6 61.3
Path-DTK 64.8 62.9 77.2 80.2 61.2 69.4 (0.09) 54.9 55.6 73.5 76.7 52.8 62.5
ZhangPT 66.8 69.1 77.7 80.6 65.0 71.9 (0.21) 62.9 64.2 72.2 82.0 54.5 65.5

ZhangPT + Path-DTK 70.1 76.6 80.8 84.6 68.2 75.5 (0.20) 66.3 71.3 77.7 85.7 60.9 71.2

Table 1: F-values for 3 selected relations and micro-averaged precision, recall and F-score (with standard
error) for all 5 relations on the training (CV) and test set in percent.

defined as
KPath-DTK(X,Y ) =∑

i∈I|x|, j∈I|y|,
|i|=|j|, d(i),d(j)≤q

µd(i)+d(j)∆′(x(i), y(j))

where x and y are the paths in the dependency
tree between the relation arguments and x(i) is
the subsequence of the nodes indexed by i, anal-
ogously for j. Ik is the set of all possible in-
dex sequences with highest index k and d(i) =
max(i)−min(i)+1 is the covered distance. The
function ∆′ is the sum of the pairwise applications
of the node kernel ∆.

3 Kernel composition

In this paper we use the following two ap-
proaches to combine two normalized1 kernels
K1,K2 (Schoelkopf and Smola, 2001). For a
weighting factor α we have the composite kernel:

Kc(X,Y ) = αK1(X,Y ) + (1− α)K2(X,Y )

Furthermore it is possible to use polynomial ex-
pansion on the single kernels, i.e. Kp(X,Y ) =
(K(X,Y ) + 1)p. Our experiments are performed
with α = 0.5 and the sum of linear kernels (L) or
poly kernels (P) with p = 2.

4 Experiments

In this section we present the results of the ex-
periments with kernel-based methods for relation
extraction. Throughout this section we will com-
pare the approaches considering their classifica-
tion quality on the publicly available benchmark
dataset ACE-2003 (Mitchell et al., 2003). It con-
sists of news documents containing 176825 words
splitted in a test and training set. Entities and the
relations between them were manually annotated.

1Kernel normalization: Kn(X,Y ) = K(X,Y )√
K(X,X)·K(Y,Y )

The entities are marked by the types named (e.g.
“Albert Einstein”) , nominal (e.g. “University”)
and pronominal (e.g. “he”). There are 5 top level
relation types role, part, near, social and at, which
are further differentiated into 24 subtypes.

4.1 Experimental Setup

We implemented the tree-kernels for relation
extraction in Java and used Joachim’s (1999)
SVMlight with the JNI Kernel Extension using
the implementation details from the original pa-
pers. For the generation of the parse trees we used
the Stanford Parser (Klein and Manning, 2003).
We restricted our experiments to relations between
named entities, where NER approaches may be
used to extract the arguments. Without any modi-
fication the kernels could also be applied to the all
types setting as well. We conducted classification
tests on the five top level relations of the dataset.
For each relation we trained a separate SVM fol-
lowing the one vs. all scheme for multi-class
classification. We also employed a standard grid-
search on the training set with a 5-times repeated
5-fold cross validation to optimize the parameters
of all kernels as well as the SVM-parameter C for
the classification runs on the separate test set. We
use the standard evaluation measures for classifi-
cation accuracy: precision, recall and F-measure.

4.2 Results

Table 1 shows F-values for three selected rela-
tions and micro-averaged results for all 5 relations
on the training and test set. In addition the F-
scores for the three relations containing the most
instances are provided. Kernel and SVM parame-
ters are optimized solely on the training set. Note
that the training set results were obtained on the
left-out folds of cross-validation. The composite
kernel ZhangPT + Path-DTK performs the best on
the cross validations run as well as on the test-set.
It outperforms all previously suggested solutions
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DTK All-Pairs-DTK Path-DTK ZhangPT

ZhangPT 63.5 (70.2) PP 67.9 (72.8) PP 71.2 (75.5) LP 65.5 (71.9)
Path-DTK 62.7 (67.7) PP 62.9 (69.5) PL 62.5 (69.4)
All-Pairs-DTK 60.0 (64.7) PP 61.3 (64.5)
DTK 56.7 (61.4)

Table 2: Micro-averaged F-values for the Single and Combined Kernels on the Test Set (outside paren-
thesis) and with 5-times repeated 5-fold CV on the Training Set (inside parenthesis). LP denotes the
combination type linear and polynomial, analogously PP and PL.

by at least 5.7% F-Measure on the prespecified
test-set and by 3.6% F-Measure on the cross val-
idation. Table 2 shows the F-values of the differ-
ent combinational kernels on the test set as well
as on the cross validation on the training set. The
ZhangPT + Path-DTK performs the best out of all
possible combinations. The difference in F-values
between ZhangPT + Path-DTK and ZhangPT is
according to corrected resampled t-test (Bouckaert
and Frank, 2004) significant at a level of 99.9%.
These results show that the simultanous consider-
ation of phrase grammar parse trees and depen-
dency parse trees by the combination of the two
kernels is meaningful for relation extraction.

5 Conclusion and Future Work

In this paper we presented a study on the combi-
nation of state of the art kernels to improve re-
lation extraction quality. We were able to show
that a combination of a kernel for phrase gram-
mar parse trees and one for dependency parse trees
outperforms all other published parse tree ker-
nel approaches indicating that both kernels cap-
tures complementary information for relation ex-
traction. A promising direction for future work is
the usage of more sophisticated features aiming at
capturing the semantics of words e.g. word sense
disambiguation (Paaß and Reichartz, 2009). Other
promising directions are the study on the applica-
bility of the kernel to other languages and explor-
ing combinations of more than two kernels.
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Abstract 

Many events in news articles don’t include 
time arguments. This paper describes two 
methods, one based on rules and the other 
based on statistical learning, to predict the un-
known time argument for an event by the 
propagation from its related events. The re-
sults are promising – the rule based approach 
was able to correctly predict 74% of the un-
known event time arguments with 70% preci-
sion. 

1 Introduction 

Event time argument detection is important to 
many NLP applications such as textual inference 
(Baral et al., 2005), multi-document text summa-
rization (e.g. Barzilay e al., 2002), temporal 
event linking (e.g. Bethard et al., 2007; Cham-
bers et al., 2007; Ji and Chen, 2009) and template 
based question answering (Ahn et al., 2006). It’s 
a challenging task in particular because about 
half of the event instances don’t include explicit 
time arguments. Various methods have been ex-
ploited to identify or infer the implicit time ar-
guments (e.g. Filatova and Hovy, 2001; Mani et 
al., 2003; Lapata and Lascarides, 2006; Eidelman, 
2008).  

Most of the prior work focused on the sen-
tence level by clustering sentences into topics 
and ordering sentences on a time line. However, 
many sentences in news articles include multiple 
events with different time arguments. And it was 
not clear how the errors of topic clustering tech-
niques affected the inference scheme. Therefore 
it will be valuable to design inference methods 
for more fine-grained events.  

In addition, in the previous approaches the lin-
guistic evidences such as verb tense were mainly 
applied for inferring the exact dates of implicit 
time expressions. In this paper we are interested 

in those more challenging cases in which an 
event mention and all of its coreferential event 
mentions do not include any explicit or implicit 
time expressions; and therefore its time argument 
can only be predicted based on other related e-
vents even if they have different event types. 

2 Terminology and Task 

In this paper we will follow the terminology de-
fined in the Automatic Content Extraction 
(ACE)1 program: 

entity: an object or a set of objects in one of the 
semantic categories of interest: persons, locations, 
organizations, facilities, vehicles and weapons. 
event: a specific occurrence involving participants. 
The 2005 ACE evaluation had 8 types of events, 
with 33 subtypes; for the purpose of this paper, we 
will treat these simply as 33 distinct event types. In 
contrast to ACE event extraction, we exclude ge-
neric, negative, and hypothetical events. 
event mention: a phrase or sentence within which 
an event is described. 
event argument: an entity involved in an event 
with some specific role. 
event time: an exact date normalized from time ex-
pressions and a role to indicate that an event occurs 
before/after/within the date. 
For any pair of event mentions <EMi, EMj>, if: 

• EMi includes a time argument time-arg; 
• EMj and its coreferential event mentions 

don’t include any time arguments; 
The goal of our task is to determine whether 

time-arg can be propagated into EMj or not. 

3 Motivation 

The events in a news document may contain a 
temporal or locative dimension, typical about an 
unfolding situation. Various situations are evolv-
ing, updated, repeated and corrected in different 
event mentions. Here later information may 
override earlier more tentative or incomplete 
                                                 

1 http://www.nist.gov/speech/tests/ace/ 
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events. As a result, different events with particu-
lar types tend to occur together frequently, for 
example, the chains of “Conflict Life-Die/Life-
Injure” and “Justice-Convict  Justice-Charge-
Indict/Justice-Trial-Hearing” often appear within 
one document. To avoid redundancy, the news 
writers rarely provide time arguments for all of 
these events. Therefore, it’s possible to recover 
the time argument of an event by gleaning 
knowledge from its related events, especially if 
they are involved in a pre-cursor/consequence or 
causal relation. We present two examples as fol-
lows. 

• Example 1 

For example, we can propagate the time “Sunday 
(normalized into “2003-04-06”)” from a “Con-
flict-Attack” EMi to a “Life-Die” EMj because 
they both involve “Kurdish/Kurds”: 

[Sentence including EMi]  
Injured Russian diplomats and a convoy of Amer-
ica's Kurdish comrades in arms were among unin-
tended victims caught in crossfire and friendly fire 
Sunday. 
[Sentence including EMj]  
Kurds said 18 of their own died in the mistaken 
U.S. air strike. 

• Example 2 

This kind of propagation can also be applied be-
tween two events with similar event types. For 
example, in the following we can propagate 
“Saturday” from a “Justice-Convict” event to a 
“Justice-Sentence” event because they both in-
volve arguments “A state security court/state” 
and “newspaper/Monitor”: 

[Sentence including EMi]  
A state security court suspended a newspaper criti-
cal of the government Saturday after convicting it 
of publishing religiously inflammatory material. 
[Sentence including EMj]  
The sentence was the latest in a series of state ac-
tions against the Monitor, the only English lan-
guage daily in Sudan and a leading critic of condi-
tions in the south of the country, where a civil war 
has been waged for 20 years. 

4 Approaches 

Based on these motivations we have developed 
two approaches to conduct cross-event propaga-
tion.  Section 4.1 below will describe the rule-
based approach and section 4.2 will present the 
statistical learning framework respectively. 

4.1 Rule based Prediction 

The easiest solution is to encode rules based on 
constraints from event arguments and positions 
of two events. We design three types of rules in 
this paper. 

If  EMi has an event type typei and includes an 
argument argi with role rolei, while EMj has an 
event type typej and includes an argument argj 
with role rolej, they are not from two temporally 
separate groups of Justice events {Release-Parole, 
Appeal, Execute, Extradite, Acquit, Pardon} and 
{Arrest-Jail, Trial-Hearing, Charge-Indict, Sue, 
Convict, Sentence, Fine}2, and they match one of 
the following rules, then we propagate the time 
argument between them. 

• Rule1: Same-Sentence Propagation 

EMi and EMj are in the same sentence and 
only one time expression exists in the sen-
tence; This follows the within-sentence infer-
ence idea in (Lapata and Lascarides, 2006). 

• Rule2: Relevant-Type Propagation 

argi is coreferential with argj;  
typei= “Conflict”, typej= “Life-Die/Life-
Injure”; 
rolei=“Target” and rolej=“Victim”, or 
rolei=rolej=“Instrument”. 

• Rule3: Same-Type Propagation 

argi is coreferential with argj, typei= typej, 
rolei= rolej, and they match one of the Time-
Cue event type and argument role combina-
tions in Table 1. 

 
Event Typei Argument Rolei 

Conflict Target/Attacker/Crime 
Justice Defendant/Crime/Plantiff
Life-Die/Life-Injure Victim 
Life-Be-Born/Life-
Marry/Life-Divorce 

Person/Entity 

Movement-Transport Destination/Origin 
Transaction Buyer/Seller/Giver/ 

Recipient 
Contact Person/Entity 
Personnel Person/Entity 
Business Organization/Entity   

Table 1. Time-Cue Event Types and  
Argument Roles   

 

The combinations shown in Table 1 above are 
those informative arguments that are specific 
enough to indicate the event time, thus they are 
                                                 

2 Statistically there is often a time gap between these 
two groups of events. 
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called “Time-Cue” roles. For example, in a 
“Conflict-Attack” event, “Attacker” and “Tar-
get” are more important than “Person” to indi-
cate the event time. The general idea is similar to 
extracting the cue phrases for text summarization 
(Edmundson, 1969). 

4.2 Statistical Learning based Prediction 

In addition, we take a more general statistical 
approach to capture the cross-event relations and 
predict unknown time arguments. We manually 
labeled some ACE data and trained a Maximum 
Entropy classifier to determine whether to 
propagate the time argument of EMi to EMj or 
not. The features in this classifier are most de-
rived from the rules in the above section 4.1. 

Following Rule 1, we build the following two 
features: 

• Feature1: Same-Sentence 

F_SameSentence: whether EMi and EMj are 
located in the same sentence or not. 

• Feature2: Number of Time Arguments 

F_TimeNum: if F_SameSentence = true, then 
assign the number of time arguments in the 
sentence, otherwise assign the feature value as 
“Empty”. 
For all the Time-Cue argument role pairs in 

Rule 2 and Rule 3, we construct a set of features: 

• Feature Set3: Time-Cue Argument Role 
Matching 

F_CueRoleij: Construct a feature for any pair 
of Time-Cue role types Rolei and Rolej in Rule 
2 and 3, assign the feature value as follows: 

if the argument argi in EMi has a role Rolei 
and the argument argj has a role Rolej: 

            if argi and argj are coreferential then 
F_CueRoleij = Coreferential,   

           else F_CueRoleij = Non-Coreferential. 
else F_CueRoleij = Empty. 

5 Experimental Results 

In this section we present the results of applying 
these two approaches to predict unknown event 
time arguments. 

5.1 Data and Answer-Key Annotation 

We used 47 newswire texts from ACE 2005 
training corpora to train the Maximum Entropy 
classifier, and conduct blind test on a separate set 
of 10 ACE 2005 newswire texts. For each docu-
ment we constructed any pair of event mentions 

<EMi, EMj> as a candidate sample if EMi in-
cludes a time argument while EMj and its 
coreferential event mentions don’t include any 
time arguments. We then manually labeled 
“Propagate/Not-Propagate” for each sample. The 
annotation for both training and test sets took one 
human annotator about 10 hours. We asked an-
other annotator to label the 10 test texts sepa-
rately and the inter-annotator agreement is above 
95%. There are 485 “Propagate” samples and 
617 “Not-Propagate” samples in the training set; 
and in total 212 samples in the test set. 

5.2 Overall Performance 

Table 2 presents the overall Precision (P), Recall 
(R) and F-Measure (F) of using these two differ-
ent approaches. 

 

     Method P (%) R (%) F(%)
Rule-based 70.40 74.06 72.18
Statistical Learning 72.48 50.94 59.83

 

Table 2. Overall Performance 
 

The results of the rule-based approach are 
promising: we are able to correctly predict 74% 
of the unknown event time arguments at about 
30% error rate. The most common correctly 
propagated pairs are:  
• From Conflict-Attack to Life-Die/Life-Injure 
• From Justice Convict to Justice-Sentence/ 

Justice-Charge-Indict 
• From Movement-Transport  to Contact-Meet 
• From Justice-Charge-Indict  to Justice-

Convict 

5.3 Discussion 

From Table 2 we can see that the rule-based ap-
proach achieved 23% higher recall than the sta-
tistical classifier, with only 2% lower precision. 
The reason is that we don’t have enough training 
data to capture all the evidences from different 
Time-cue roles. For instance, for the Example 2 
in section 3, Rule 3 is able to predict the time 
argument of the “Justice-Sentence” event as 
“Saturday (normalized as 2003-05-10)” because 
these two events share the coreferential Time-cue 
“Defendant” arguments “newspaper” and “Moni-
tor”. However, there is only one positive sample 
matching these conditions in the training corpora, 
and thus the Maximum Entropy classifier as-
signed a very low confidence score for propaga-
tion.  We have also tried to combine these two 
approaches in a self-training framework – adding 
the results from the propagation rules as addi-
tional training data and re-train the Maximum 
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Entropy classifier, but it did not provide further 
improvement. 

The spurious errors made by the prediction 
rules reveal both the shortcomings of ignoring 
event reporting order and the restricted matching 
on event arguments. 

For example, in the following sentences: 
 [Context Sentence] 
American troops stormed a presidential palace and 
other key buildings in Baghdad as U.S. tanks rum-
bled into the heart of the battered Iraqi capital on 
Monday amid the thunder of gunfire and explo-
sions… 
[Sentence including EMj] 
At the palace compound, Iraqis shot <instru-
ment>small arms</instrument> fire from a clock 
tower, which the U.S. tanks quickly destroyed. 
[Sentence including EMi]  
The first one was on Saturday and triggered in-
tense <instrument>gun</instrument> battles, 
which according to some U.S. accounts, left at least 
2,000 Iraqi fighters dead. 
 
The time argument “Saturday” was mistakenly 

propagated from the “Conflict-Attack” event 
“battles” to “shot” because they share the same 
Time-cue role “instrument” (“small arms/gun”). 
However, the correct time argument for the 
“shot” event should be “Monday” as indicated in 
the “gunfire/explosions” event in the previous 
context sentence. But since the “shot” event 
doesn’t share any arguments with “gun-
fire/explosions”, our approach failed to obtain 
any evidence for propagating “Monday”. In the 
future we plan to incorporate the distance and 
event reporting order as additional features and 
constraints. 

Nevertheless, as Table 2 indicates, the rewards 
of using propagation rules outweigh the risks 
because it can successfully predict a lot of un-
known time arguments which were not possible 
using the traditional time argument extraction 
techniques. 

6 Conclusion and Future Work 

In this paper we described two approaches to 
predict unknown time arguments based on the 
inference and propagation between related events. 
In the future we shall improve the confidence 
estimation of the Maximum Entropy classifier so 
that we could incorporate dynamic features from 
the high-confidence time arguments which have 
already been predicted. We also plan to test the 
effectiveness of this system in textual inference, 
temporal event linking and event coreference 

resolution. We are also interested in extending 
these approaches to the setting of cross-
document, so that we can predict more time ar-
guments based on the background knowledge 
from related documents.  
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