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Abstract

This article introduces the process of HW-TSC
and the results of IWSLT 2024 Indic Track
Speech to Text Translation. We designed a
cascade system consisting of an ASR model
and a machine translation model to translate
speech from one language to another. For the
ASR part, we directly use whisper large v3 as
our ASR model. Our main task is to optimize
the machine translation model (en2ta, en2hi,
en2bn). In the process of optimizing the trans-
lation model, we first use bilingual corpus to
train the baseline model. Then we use mono-
lingual data to construct pseudo-corpus data to
further enhance the baseline model. Finally,
we filter the parallel corpus data through the
labse(Feng et al., 2022) filtering method and
finetune the model again, which can further
improve the BLEU score. We also selected
domain data from bilingual corpus to finetune
previous model to achieve the best results.

1 Introduction

This article describes the Indic track speech-to-text
translation task submitted by HW-TSC at IWSLT
2024.

From a system architecture perspective, current
research on speech-to-text translation can be di-
vided into two forms: end-to-end and cascade sys-
tems. Cascade systems usually consist of a speech
recognition (ASR) module and a text-to-text ma-
chine translation (MT) module. Although integrat-
ing these modules may be complex, the results are
still very satisfactory as long as there are sufficient
data resources to train each module. Additionally,
the end-to-end approach can generate translation
results directly from the unified model with speech
input. However, what we need to know is that the
parallel data required to train an end-to-end speech
translation model is extremely scarce.

2 Methods

Our approach ultimately adopts a cascade ap-
proach.

2.1 ASR

In our cascaded system we have whisper-large-v3
as our ASR module. The researchers of Whis-
per(Radford et al., 2023) has scaled up the super-
vised speech recognition dataset from thousands to
680,000 hours. Pretraining on such a large-scale
weakly supervised dataset enables the model to
be applicable to various data types or domains.
Furthermore, Whisper has expanded the scope of
weakly supervised pretraining to include multilin-
gual and multitask scenarios. Therefore, we ul-
timately chose the powerful recognition-capable
Whisper-large-v3 model as our ASR module.

2.2 MT

Our cascade system includes the Transformer
(Vaswani et al., 2017) as the MT module, which has
become a prevalent method for machine translation
in recent years. The Transformer has achieved im-
pressive results, even with a primitive architecture
that requires minimal modification. To improve the
offline MT model performance, we utilize multiple
training strategies.

2.2.1 labse

Language-agnostic BERT Sentence Embedding
(Feng et al., 2022) is an effective parallel corpus
filtering method, which can effectively filter out
high-quality bilingual data. We can use the filtered
high-quality bilinguals and then finetune our model.
Finally, we applied this method to this competition,
which greatly improved the results in the three di-
rections. In this experiment, we get 37 million fil-
tered high-quality bilinguals in the en2ta direction,
55 million filtered high-quality bilinguals in the
en2hi direction, and 43 million filtered high-quality

101



bilinguals in the en2bn direction from bilingual
data.

2.2.2 Data Diversification
Data Diversification (DD) (Nguyen et al., 2020)
is a simple but effective strategy to boost neu-
ral machine translation (NMT) (Bahdanau et al.,
2015) performance. It diversifies the training data
by using the predictions of multiple forward and
backward models and then merging them with the
original dataset on which the final NMT model is
trained. This method is more effective than knowl-
edge distillation and dual learning. Finally,

2.2.3 Forward Translation
Forward translation (FT) (Abdulmumin, 2021) uses
source-side monolingual data to improve model
performance. The general procedure of FT involves
three steps: (1) randomly sampling a subset from
large-scale source monolingual data; (2) using a
"teacher" NMT model to translate the subset into
the target language, thereby constructing synthetic
parallel data; and (3) combining the synthetic and
authentic parallel data to train a "student" NMT
model.

2.2.4 Back Translation
Augmenting parallel training data with back-
translation (BT) (Sennrich et al., 2016; Wei et al.,
2023) has been shown effective for improving
NMT using target monolingual data. Numerous
works have expanded the understanding of BT and
investigated various approaches to generate syn-
thetic source sentences. Edunov et al. found that
back-translations obtained via sampling or noised
beam outputs tend to be more effective than those
via beam or greedy search in most scenarios. For
optimal joint use with FT, we employ sampling
back-translation (ST) (Edunov et al., 2018).

2.2.5 Domain Fine-tuning
Previous studies have shown that fine-tuning a
model with in-domain data can significantly en-
hance its performance. We use the model scoring
method to select data from the bilingual training
data that are close to the dev set in domain, and
then use these domain data to finetune the model,
which can further improve the result. Finally, we
select 12 million domain data in the en2ta direction,
15 million domain data in the en2hi direction, and
10 million domain data in the en2bn direction from
the bilingual training data.

2.2.6 Regularized Dropout
Regularized Dropout (R-Drop) (Wu et al., 2021)
improves performance over standard dropout, es-
pecially for recurrent neural networks on tasks
with long input sequences. It ensures more con-
sistent regularization while maintaining model un-
certainty estimates. The consistent masking also
improves training efficiency compared to standard
dropout. Overall, Regularized Dropout is an en-
hanced dropout technique that often outperforms
standard dropout.

3 Experiments Setup

3.1 ASR

In our cascade system, we use whisper-large-v3
as our ASR module, which we will not introduce
here.

3.2 MT

3.2.1 Model
For our experiments using the MT model, we
utilize the Transformer deep model architec-
ture. The configuration of the MT model is as
follows:n_encoder layers = 35, n_decoder layers =
3, n_heads = 8, d_hidden = 512, d_FFN = 2048.

3.2.2 Dataset
To train the MT model, we collected all available
parallel corpora from the official website and se-
lected paralla data similar to the dev domain. The
amount of data is shown in Table 1. We first trained
respective baseline models in the three directions
using bilingual data. Then, we construct pseudo-
corpus based on existing monolingual data in each
language direction to gradually enhance the base-
line model.

Bilingual Source Target
en-ta 57M 200M 70M
en-hi 80M 200M 230M
en-bn 82M 200M 190M

Table 1: Bilingual and monolingual data used for train-
ing.

3.2.3 Training
We utilize the open-source Fairseq (Ott et al., 2019)
for training, with the following main parameters:
each model is trained using 8 GPUs, with a batch
size of 2048, a parameter update frequency of 32,
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and a learning rate of 5e-4. Additionally, a la-
bel smoothing value of 0.1 was used, with 4000
warmup steps and a dropout of 0.1. The Adam
optimizer is also employed, with ß1 = 0.9 and ß2 =
0.98. During the inference phase, a beam size of 4
is used. The length penalties are set to 1.0.

3.3 Results

We can see results From Table 2, In the field of
machine translation, Domain Finetuning, Forward
Translation, and labse filter method are frequently
employed methods to enhance translation quality.
It is evident from Table 4 that these training strate-
gies can effectively improve the overall quality of
the system.

Language-pair Training strategies Bleu
en-hi Bilingual baseline 51.9

+ FT+BT 53.8
+ labse Bilingual Finetune 54.7

+ Domain Finetune 64.8
en-ta Bilingual baseline 41.9

+ FT+BT 42.2
+ labse Bilingual Finetune 43.1

+ Domain Finetune 45.2
en-bn Bilingual baseline 38

+ FT+BT 40.4
+ labse Bilingual Finetune 42.1

+ Domain Finetune 44.8

Table 2: All the results for dev testsets in three
directions(EN-HI,EN-TA,EN-BN).FT means Forward
Translation. BT means Back Translation.

At the same time, we also calculated the blue of
NLLB-200-3.3B (Costa-jussà et al., 2022) in three
directions, as shown in Table 3, for comparison
with our results. As can be seen from Table 2 and
Table 3, our model is far better than the NLLB
model.

Language-pair NLLB baseline
en-hi 40.9
en-ta 20.4
en-bn 25.7

Table 3: NLLB-200-3.3B results for dev testsets in three
directions(EN-HI,EN-TA,EN-BN).

4 Conclusion

In this paper, we report on our work on IWSLT2024
speech-to-text translation evaluation in Indic Track.
We mainly introduce our cascade system and the
main optimization processes and methods of the
MT model. We improve the final results by fo-
cusing on optimizing the MT model. For cascade
systems, the impact of the MT model on the results
is crucial. For the future we plan to further explore
the direction of end-to-end systems.
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