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Abstract

The quality of finetuning data is crucial for
aligning large language models (LLMs) with
human values. Current methods to improve
data quality are either labor-intensive or prone
to factual errors caused by LLM hallucinations.
This paper explores elevating the quality of
existing instruction data to better align with hu-
man values, introducing a simple and effective
approach named REALIGN, which reformats
the responses of instruction data into a format
that better aligns with pre-established criteria
and the collated evidence. This approach min-
imizes human annotation, hallucination, and
the difficulty in scaling, remaining orthogonal
to existing alignment techniques. Experimen-
tally, REALIGN significantly boosts the general
alignment ability, math reasoning, factuality,
and readability of the LLMs.

Encouragingly, without introducing any addi-
tional data or advanced training techniques, and
merely by reformatting the response, LLaMA-
2-13B’s mathematical reasoning ability on
GSM8K can be improved from 46.77% to
56.63% in accuracy. Additionally, a mere 5%
of REALIGN data yields a 67% boost in gen-
eral alignment ability measured by the Alpaca
dataset. This work highlights the need for fur-
ther research into the science and mechanis-
tic interpretability of LLMs. We have made
the associated code, defined criteria, and data
publicly accessible to support future studies at
https://github.com/GAIR-NLP/ReAlign.

1 Introduction

Alignment has been witnessed to be an effec-
tive technique for aligning large language mod-
els (LLMs) to human values and human in-
tent (Ouyang et al., 2022), which usually requires
fine-tuning on a large amount of synthetic data de-
rived from LLMs (Wang et al., 2023b; Honovich
et al., 2023; Peng et al., 2023; Xu et al., 2023) or
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How many positive three-digit integers less than 500 have at least two digits that are the same?

To solve this problem, I will count how many 
three-digit numbers less than 500 have at 
least two digits that are the same, and subtract 
that from the total number of three-digit 
numbers less than 500. The total number of 
three-digit numbers less than 500 is 4 × 10 × 
10 = 400, since the first digit can be 1, 2, 3, or 
4, and the second and third digits

…
Therefore, the number of three-digit numbers 
less than 500 that have no digits that are the 
same is 4 × 9 × 8 = 288. This means that the 
number of three-digit numbers less than 500 
that have at least two digits that are the same 
is 400 − 288 = 112.

Analysis:
To solve the problem, we need to count …

Solution:
1. Calculate the total number …
2. Count the number of three-digit …

Explanation:
- The first digit can be 1, 2, 3, or 4, and the …

Result:
There are 112 three-digit numbers less than …

Conclusion:
There are 112 positive three-digit integers …

Task Name: math puzzles
Format: This is a math question. First, analyze the question and give a brief analysis in the first 
paragraph. Then, use a list to present the step-by-step solution. Next, give another list to output 
a detailed explanation. Last, give the correct result and a conclusion.

Query

Criteria

Original Response ReAlign Response (Ours)

Figure 1: REALIGN realigns the original response with
the pre-defined criteria to be a better format. The orig-
inal response is from the Open-Platypus (Lee et al.,
2023) dataset. The complete version is shown in Tab. 18.

human-annotated instruction data (Ouyang et al.,
2022; Köpf et al., 2023).

Recent studies, notably by Zhou et al. (2023)
highlight the critical role of instruction data qual-
ity in this process. Numerous works (Wang et al.,
2023b; Zhou et al., 2023; Cao et al., 2023; Chen
et al., 2023; Li et al., 2023a; Lu et al., 2023) have
contributed to enhancing instruction quality by fo-
cusing on the diversity and complexity of input
queries as well as the quality of responses. These
efforts can be divided into two primary approaches.
The first approach, advocated by Ouyang et al.
(2022) and Touvron et al. (2023), involves the
manual creation of high-quality data. Although
this method creates complex queries and factually
correct and highly readable responses, it is labor-
intensive and challenging to scale. The second
approach revolves around the automated extraction
of high-quality instructions from existing datasets
due to their extensive availability (Cao et al., 2023;
Chen et al., 2023; Li et al., 2023a; Lu et al., 2023).
However, this method inherits the limitations asso-
ciated with distilled data, such as containing factu-
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ally incorrect content (Ji et al., 2023; Gudibande
et al., 2023) and the format and style of the gen-
erated response are often determined by distilled
LLMs’ preference.

In this paper, instead of focusing on the creation
of instruction data from scratch, we investigate
how existing instruction data can be made higher
quality and better aligned with human values. We
propose a simple and effective method, named RE-
ALIGN, which is orthogonal to the above existing
approaches. Specifically, REALIGN necessitates
a base instruction dataset, which can be sourced
from extensive existing supervised datasets (e.g.,
GSM8K (Cobbe et al., 2021)), or publicly available
instruction data compiled through various meth-
ods (e.g., Self-Instruct (Wang et al., 2023b), Evol-
Instruct (Xu et al., 2023), and Self-Alignment (Li
et al., 2023b)). The REALIGN process unfolds in
three main steps. The first step involves criteria
definition (§3.1), where humans define their pref-
erences (e.g., the preferred format of responses) in
various scenarios in the form of natural language.
In this paper, we meticulously define criteria for 46
distinct scenarios. The second step, retrieval aug-
mentation (§3.2), broadens the knowledge base for
knowledge-intensive tasks like open-domain QA
and fact verification. This is achieved by incorporat-
ing additional information, thereby improving the
factuality and informativeness of responses. The
final step, reformatting (§3.3), aims to re-align
the responses with the pre-established criteria and
the collated evidence, guaranteeing outputs that are
both structured and substantiated. As demonstrated
in Fig. 1, the realigned response provides a better
format and a clearer chain of thoughts.

The underlying philosophy of REALIGN is to
re-coordinate the roles of humans and LLMs in
the alignment process, leveraging their comple-
mentary strengths – humans articulate their prefer-
ences, and LLMs, in turn, reconstruct instructions
based on their generative power (e.g., instruction-
following ability), without directly using distilled
LLM knowledge. Through this collaborative syn-
ergy, we expect the generated instruction data to be
not only more contextually precise but also more
closely aligned with human preferences.

We operationalize this idea on five types of
existing instruction data, where three are gen-
eral datasets (i.e., Open-Platypus (Lee et al.,
2023), No Robots (Rajani et al., 2023), and
Alpaca (Taori et al., 2023)) and two are mathe-

matical datasets (i.e., GSM8K (Cobbe et al., 2021)
and MATH (Hendrycks et al., 2021)). The perfor-
mance of REALIGN has been validated across var-
ious well-established benchmarks, including Al-
pacaEval (Li et al., 2023c), MT-Bench (Zheng et al.,
2023), and Vicuna-Bench (Chiang et al., 2023)
for general alignment, as well as GSM8K and MATH
for mathematical reasoning. Additionally, it has
also been evaluated for factuality and readability,
demonstrating its proficiency. In particular, RE-
ALIGN significantly boosts math reasoning, even
up to 9.86% on GSM8K for LLaMA-2-13B. Notably,
we find that only 5% of the REALIGN data yields
a 67% boost in general alignment ability compared
to the full REALIGN data based on the Alpaca
dataset, indicating that only a small amount of data
is required to learn style and format.

2 Related Work

2.1 Instruction Creation

Creating instructional data significantly improves
LLMs’ alignment abilities. High-quality instruc-
tion generation traditionally depends on human
annotation for tasks like query writing, response
drafting, and preference indication. This ap-
proach produces premium open-source datasets
(e.g., Open-Platypus (Lee et al., 2023) and
OpenAssistant (Köpf et al., 2023)) and supports
advanced LLMs (e.g., LIMA (Zhou et al., 2023)
and LLaMA-2 (Touvron et al., 2023)), but it’s
hard to scale due to high labor costs and the
need for domain-specific expertise. Many stud-
ies have explored using LLMs (e.g., GPT-3 (Brown
et al., 2020) and GPT-4 (OpenAI, 2023)) to gen-
erate instruction data. Techniques like unnatu-
ral instructions (Honovich et al., 2023) and self-
instruct (Wang et al., 2023b) utilize GPT-3’s in-
context learning with seed data to generate instruc-
tions, while evol-instruct (Xu et al., 2023) gener-
ates more complex and varied instructions through
ChatGPT. Recently, training with self-generated
data has yielded excellent results, achieving self-
alignment (Li et al., 2023b; Yuan et al., 2024; Chen
et al., 2024). While it can be easily scaled up, this
approach inherits the drawbacks of LLMs (e.g., fac-
tual errors) (Gudibande et al., 2023). Our proposed
method stands out by providing a way to automati-
cally improve data quality with minimal effort and
a significant reduction in factual errors.
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2.2 Instruction Selection

After the discovery of “quality is all you
need” (Zhou et al., 2023; Touvron et al., 2023),
instruction selection has been paid attention to,
aiming at selecting a small number of the highest-
quality samples from a large amount of instruction
data as a training dataset. Cao et al. (2023) evalu-
ates the dataset’s quality by utilizing the evaluation
dataset loss to fit the natural language indicators
of the dataset. Chen et al. (2023) proposes to use
ChatGPT directly to score the data, while Li et al.
(2023b) proposes to score the data using the trained
model directly to save costs. Lu et al. (2023) pro-
poses to tag samples within SFT datasets based on
semantics and intentions and define instruction di-
versity and complexity regarding tags to rank data.
Li et al. (2023a) introduces a self-guided approach
that utilizes a new indicator, Instruction-Following
Difficulty (IDF), to score data by identifying gaps
in a model’s responses versus its autonomous gener-
ation capability. Liu et al. (2023) trains two scorers
to evaluate the complexity of the instruction and
the quality of the response, respectively, and then
uses the embedding distance to determine the di-
versity to select high-quality data. However, the
above works usually mine from distilled datasets
because the large scale of distilled datasets is avail-
able, thereby inheriting the drawbacks of distilled
data and suffering from the hallucination of LLMs.

2.3 Instruction Tuning

Instruction tuning aims to reinforce the model’s
instruction-following capabilities and align LLMs
to human values. Early instruction tuning was de-
signed to improve cross-task generalization capa-
bilities, in which they usually scale up the quantity
and the diversity of tasks (Mishra et al., 2022; Wei
et al., 2022a; Sanh et al., 2022; Wang et al., 2022).
Recent works no longer explicitly define tasks, but
extend to more generalized capabilities, especially
for scenarios of real-world questions (Wang et al.,
2023b; Honovich et al., 2023; Peng et al., 2023;
Xu et al., 2023; Rao et al., 2024). Differently, our
work utilizes the future of the task to design a better
format for it, which further improves the quality of
the data.

3 REALIGN

Given a base instruction dataset D =
{(q1, r1), · · · , (qn, rn)}, where q and r are
the input query and response respectively, RE-

Group Tasks

Generation question generation; story generation; poem generation;
email generation; data generation; text-to-text translation

Brainstorming advice giving; recommendations; how-to generation;
planning

Code

code correction; code simplification; explain code;
text-to-code translation; code-to-code translation;
language learning questions; code language classification;
code-to-text-translation

Rewriting instructional rewriting; language polishing; paraphrasing;
text correction

Extraction information extraction; keywords extraction;
table extraction

Summarization title generation; text summarization; note summarization

Conversation open qa; closed qa; fact verification;
value judgment; roleplay; explain answer

Education. natural language tutor; exam problem tutor; ai tutor;
math puzzles; fill in the blank

Classification general classification; ordering; sentiment analysis;
language classification; topic classification

Others rejecting; others

Table 1: The category of tasks. “Education.” denotes
Specialized Educational Dialog.

Email Generation
It is an email-writing task. Here is a general guideline for creating a
well-structured and professional email:

1. Subject Line: Write a clear and concise subject line that accurately
summarizes the content of your email . . .
2. Salutation: Begin your email with a formal salutation
such as "Dear [Recipient’s Name]," . . .
3. Introduction: Start your email with a brief introduction . . .
4. Body: This is the main content of your email . . .
5. Politeness and Tone: Maintain a polite and respectful tone
throughout your email . . .
6. Closing: Conclude your email with a closing remark, such as
"Thank you," or "Best regards," followed by your name . . .
7. Signature: Include your full name, job title, and contact information
(e.g., phone number, email address) . . .
8. Attachments: If you need to include attachments, mention them . . .
9. Proofread: Before sending the email, proofread it for any
grammatical or spelling errors . . .

The best emails are short, direct, professional, and scannable for the recipient.
Follow a formal business email structure unless you have an established
casual rapport with the recipient.

Table 2: An example of the format for the “email gener-
ation” task.

ALIGN aims to improve the quality of responses
by three steps as shown in Fig. 2: (1) Criteria
Definition: defining the criteria including tasks and
formats for each task, (2) Retrieval Augmentation:
retrieving relevant external information for the
knowledge-intensive tasks, and (3) Reformatting:
reformatting the original response based on the
guidance consisting of hand-written format and the
retrieved information. An overview of our method
is shown in Fig. 2.

3.1 Criteria Definition

The predefined criteria consist of the tasks and the
corresponding formats:
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Step1: Define Criteria Step2: Retrieve External Knowledge Step3: Reformat Responses 

Non-KILT

Retrieved  Evidence

Open QA,  
Fact Verification, 
Recommendations, ……   

Planning,  
Math Puzzles,  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Defined  Tasks

Original Data
Query

ReAligned Data
Query 

Response

Original Data

Filtering rules

Query 
Response

Figure 2: An overview of our REALIGN including three steps. KILT denotes Knowledge Intensive Language Tasks.

Tasks. Clearly defining tasks is crucial to subse-
quently devising tailored formats, as the optimal
format varies across distinct tasks. In this paper,
we follow Li et al. (2024) to define 46 different
tasks {T1, · · · , TN=46}, categorized into 10 major
groups, as shown in Tab. 1. The detailed descrip-
tion for each task is shown in Tab. 13, §B. We also
train a task classifier C, detailed in §C.

Format. Due to the distinct formatting requisites
associated with diverse tasks, we meticulously de-
vised tailored formats {F1, · · · , FN=46} for each
task based on the task definition and description, en-
compassing considerations such as organizational
structure, section content, and output modality.
Specifically, we first use several cases for each
task to request responses from GPT-4, Claude-2,
and Bard. Then, we summarize and improve the
response formats from these three models, design-
ing several different formats. Finally, we have four
other individuals (not the authors of this paper who
designed the formats) choose their preferred format
(along with their examples) for each task. Based
on their preferences, we decide on the final formats
to use. Each format has a task name and a detailed
format description. We show an example of a for-
mat for “email generation” in Tab. 2 (The complete
version is shown in Tab. 19).

In this step, we input query qi to the task classi-
fier C (detailed in §C) to acquire the category ti:

ti = C(qi),

and then obtain the corresponding format fi.

3.2 Retrieval Augmentation
Knowledge-intensive language tasks (KILT), such
as open-domain QA and fact verification, usually
require large and external knowledge sources as
the evidence to ensure the factuality (Petroni et al.,
2021; Ni et al., 2024). Thus, we follow Petroni et al.
(2021) to choose five knowledge-intensive tasks
and use the query qi to retrieve relevant information
as our evidence. The tasks for retrieval augmen-
tation are shown in Tab. 13. Specifically, we fol-
low Chern et al. (2023) and use the Google Search
API as our retriever R provided by Serper1 to re-
trieve the most relevant search snippets included in
the API’s answer. We then parse the response to
obtain different types of snippets such as answer
boxes, knowledge graphs, and organic search re-
sults. Finally, we choose the top-k snippets and
filter them as our evidence Ei = ei1, · · · , eik:

Ei = R(qi).

We show an example of a knowledge-intensive lan-
guage task in Tab. 20, demonstrating that retrieval
augmentation enables the response more factual
and informative.

3.3 Reformatting
3.3.1 Rewriting
In this step, we leverage large language models
(e.g., ChatGPT) to rewrite the response ri based on
the given format fi and retrieved evidence Ei (for
knowledge-intensive tasks). Since certain queries
have additional requirements (e.g., specific format-
ting or specified information), an adaptive rewriting

1https://serper.dev/
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strategy is employed. This approach involves ini-
tially using LLMs to determine whether the format
matches the query requirements. Subsequently, if
it matches, the LLMs rewrite the response accord-
ingly. We divide the tasks into two categories:

Non-knowledge-intensive tasks For the non-
knowledge-intensive tasks, we decide to rewrite
a part of the tasks. This decision stems from the
observation that certain tasks are not amenable to
a standardized format, exemplified by instances
such as story generation and poem generation (see
Tab. 13 for details). We guide LLMs to rewrite
the original responses ri, organizing the query qi,
original response ri, and the format fi together via
the prompt in Tab. 16:

r̂i = LLM(qi, ri, fi),

where r̂i is the reformatted response.

Knowledge-intensive tasks. For the knowledge-
intensive tasks, we additionally utilize the retrieved
evidence Ei compared to non-knowledge-intensive
tasks. Specifically, We guide LLM to rewrite the
original response ri, organizing the query qi, orig-
inal response ri, format fi, and the retrieved evi-
dence Ei together via the prompt in Tab. 17:

r̂i = LLM(qi, ri, fi, Ei).

3.3.2 Post-processing
Length filtering. We find that LLMs sometimes
fail to reformat and only output the changed sen-
tences, whose output length plummets. To filter
out the data that fails to be reformatted, we keep
the original response instead of using the reformat-
ted response that is less than half the length of the
original response.

Task-based filtering. To mitigate the problem of
error propagation in task classification, we design
filtering rules for specific tasks: (i) For code-related
tasks (e.g., “code correction”), the keyword
matching rule is employed to ascertain whether
both the original and the reformatted versions con-
tain code. If only one of the original responses
or the reformatted response incorporates code, it
signifies a failure in reformatting, and the original
response is retained. (ii) For the “exam problem
tutor” task, reformatted responses that do not
contain the accurate result will not be accepted.
(iii) For the “planning” task, if the query does not

contain a planning-related keyword (e.g., plan or
planning), the original answer is retained.

Finally, we could acquire the REALIGN dataset
D̂ = {(q1, r̂1), · · · , (qn, r̂n)}.

4 Experiments

4.1 Datasets

For evaluation of general ability, we select
two high-quality manual datasets and one dis-
tillation dataset for instruction tuning: (1)
Open-Platypus (Lee et al., 2023) is an amalgama-
tion of 11 open-source datasets, carefully curated
to enhance LLM performance in STEM and log-
ical domains. It consists of 25k questions, with
around 90% written by humans and the rest gener-
ated by LLM. (2) No Robots (Rajani et al., 2023)
is a high-quality dataset of 10k instructions and
demonstrations created by skilled human annota-
tors. (3) Alpaca (Taori et al., 2023) is an open-
source instruction tuning dataset generated from
text-davinci-003 (Ouyang et al., 2022) by the Self-
Instruct (Wang et al., 2023b) method, containing
52k samples. Additionally, we also choose two
manual datasets to evaluate the math reasoning
after using REALIGN: (4) GSM8K (Cobbe et al.,
2021) is a high-quality grade school math prob-
lems dataset created by human problem writers,
consisting of 7.5k training problems and 1k test
problems. (5) MATH (Hendrycks et al., 2021) is
a dataset of mathematics competitions problems,
including 7.5k for training and 5k for testing.

4.2 Models

We fine-tune two well-known open-source base
models: LLaMA-2-13B (Touvron et al., 2023) and
Mistral-7B (Jiang et al., 2023). The implementa-
tion details are shown in §A.

4.3 Evaluation

We evaluate REALIGN on general alignment and
specific alignment ability including math reasoning,
factuality, and readability. The human evaluation
details are shown in §F.

4.3.1 General Alignment
To evaluate the general alignment ability, we fol-
low Wang et al. (2023a) to employ the most
widely recognized benchmarks, including: Al-
pacaEval (Li et al., 2023c), MT-Bench (Zheng
et al., 2023), Vicuna-Bench (Chiang et al., 2023).
Specifically, we use GPT-3.5 and Auto-J (detailed
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Model Dataset AlpacaEval MT-Bench Vicuna-Bench Overall
GPT-3.5 (%) Auto-J First Second Average

LLaMA-2-13B

Open-Platypus 55.71 4.93 6.69 5.16 5.94 8.28 6.18
+ REALIGN 58.20 4.81 6.89 4.86 5.88 8.45 6.24

No Robots 44.25 4.56 5.80 5.15 5.48 7.31 5.44
+ REALIGN 48.13 4.65 6.04 5.20 5.62 7.51 5.65

Alpaca 46.08 4.65 5.55 4.16 4.86 6.55 5.17
+ REALIGN 49.19 4.74 5.83 4.71 5.27 6.84 5.44

Mistral-7B

Open-Platypus 59.63 5.15 7.29 5.88 6.58 8.96 6.66
+ REALIGN 61.33 5.15 7.43 6.18 6.80 8.86 6.74

No Robots 44.22 4.62 5.95 4.94 5.44 7.32 5.45
+ REALIGN 48.26 4.76 6.14 4.79 5.46 7.68 5.68

Alpaca 51.24 4.77 6.06 5.26 5.66 7.14 5.67
+ REALIGN 52.67 4.82 6.50 5.03 5.76 7.33 5.79

Table 3: The results of the general alignment ability on the original datasets and the REALIGN datasets. Bold
indicates the best result on each dataset. For AlpacaEval, GPT-3.5 denotes the winning rate obtained by using
GPT-3.5 as the evaluator. Auto-J denotes the quality of the model’s responses evaluated in a point-wise manner
using Auto-J (Li et al., 2024). For Overall, we calculate the average of AlpacaEval’s winning rate for GPT-3.5
divided by 10, the results for Auto-J, the average MT-Bench results, and the results for Vicuna-Bench.

in §D) as the evaluators for AlpacaEval due to the
cost of GPT-4, which has an extremely strong corre-
lation with human (Li et al., 2024; Sun et al., 2024),
and GPT-4 for MT-Bench and Vicuna-Bench.

4.3.2 Specific Alignment
We evaluate specific perspectives for alignment, in-
cluding math reasoning, factuality, and readability.

Math Reasoning. To evaluate math reasoning,
we finetune LLaMA-2-13B and Mistral-7B on
GSM8K and MATH training datasets, respectively,
and test afterward. The prompt template for
training and testing is “Question:\n{input}\n
Answer:\nLet’s think step by step.\n”.
Since both datasets consist of math problems in the
same style, we apply forced rewriting instead of
adaptive, which does not require the determination
of whether the query and format match but rather
mandates a rewriting. We determine the accuracy
by extracting the last number from the responses
and comparing it directly to the ground truth.

Factuality. To evaluate the factuality, we ran-
domly select 100 cases from the Natural Questions
dataset (NQ) (Kwiatkowski et al., 2019), a public
Q&A dataset rich in fact-based queries and their
verified answers. We employ both GPT-4 and hu-
man evaluation in our experiment. Specifically,
GPT-4 is used to rate these instances on a factual-
ity scale of 1 to 10, considering the question, the
response, and the ground truth (referred to as the

Model Dataset GSM8K MATH Overall

LLaMA-2-13B

GSM8K 46.77 5.02 25.90
+ REALIGN 56.63 5.46 31.05

MATH 14.48 6.14 10.31
+ REALIGN 25.17 7.14 16.16

Mistral-7B

GSM8K 61.25 10.64 35.95
+ REALIGN 68.16 12.70 40.43

MATH 28.35 13.18 20.77
+ REALIGN 38.21 15.30 26.76

Table 4: The results of math reasoning on GSM8K, MATH
and them + REALIGN. We test models on both GSM8K
and MATH test sets. We report the accuracy by exact
matching. Bold indicates the best result.

.

factuality score). The evaluation prompt is shown
in Tab. 22. For the human evaluation, we compare
the model’s response to the ground truth based on
the question, assigning a True or False. The re-
sults we present are the proportion of responses
that were assigned as True.

Readability. To evaluate the readability, we com-
pare a model trained on the original dataset against
another model on the dataset enhanced with RE-
ALIGN, using human and GPT-4 evaluations on the
Vicuna-Bench dataset (Chiang et al., 2023). Since
the vicuna bench contains fewer complex questions
(e.g., code and math), the judge can focus on the
format rather than the result. We design an evalua-
tion prompt prioritizing readability, refer to Tab. 21,
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(a) GPT-4 Evaluation (b) Human Evaluation

Figure 3: The results of the factuality score evaluated
by GPT-4 and human.

Dataset Response Len. REALIGN %

Open-Platypus 224.92 → 206.91 28.5%
No Robots 211.99 → 211.54 15.9%
Alpaca 65.51 → 72.38 29.9%
GSM8K 130.59 → 327.65 100%
MATH 243.73 → 375.35 100%

Table 5: The datasets analysis includes the changes
between original datasets and them + REALIGN. Re-
sponse Len. is the average number of tokens of the
responses. REALIGN % denotes the percentage of suc-
cessful reformatting after the adaptive rewriting.

and randomize response positions to eliminate bias.

4.4 Results
REALIGN Improves General Alignment Ability.
From Tab. 3, we can see an increase in almost all
three datasets and benchmarks on both the LLaMA-
2-13B and Mistral-7B models, showing that RE-
ALIGN can significantly improve models’ response
quality and conversation ability. Additionally, from
the results of MT-Bench, we can see that REALIGN

can improve the performance of the second turn of
conversations on half the datasets even though it
only rewrites the first turn of the instruction data.

REALIGN Can Boost Math Reasoning. As
shown in Tab. 4, REALIGN can boost the math
reasoning on both datasets, even up to 9.86%
on GSM8K using LLaMA-2-13B. Remarkably, RE-
ALIGN enhances generalization, demonstrated by
cross-domain performance boosts. Specifically,
training models using the MATH dataset yields no-
table improvements in the GSM8K test results, and
vice versa. For instance, it has been observed that
training on the MATH dataset can augment GSM8K
performance by 10.69% based on LLaMA-2-13B.
We explore the possible reasons in §E.

REALIGN Can Enhance Factuality. Fig. 3
shows REALIGN elevates the factuality, highlight-
ing its efficacy. This improvement is probably due
to the addition of retrieval augmentation.
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Figure 4: The readability win-rate of the original
dataset + REALIGN against the original dataset based
on LLaMA-2-13B, judged by GPT-4 and human.

REALIGN Can Improve Readability. As shown
in Fig. 4, we see that REALIGN can improve
the readability of three datasets, especially in the
Open-Platypus dataset (i.e., 18.7% improvements
in GPT-4 judgments). It demonstrates that design-
ing different formats for different tasks and refor-
matting them can improve readability. In addition,
human tends to provide more ties for judgments
compared to GPT-4. A possible reason is that RE-
ALIGN can provide better structure, causing GPT-4
to be limited to surface formats ignoring content
and deep structure. In contrast, humans can read
more carefully not being limited to surface formats.

4.5 Analysis

4.5.1 Datasets Analysis

First, we compare the change in the length of re-
sponses (i.e., the number of tokens) between the
original datasets and the REALIGN datasets, find-
ing that the math reasoning datasets GSM8K and
MATH become longer and the other datasets are not
significant changes (see Tab. 5). Second, we cal-
culate the percentage of responses for which the
adaptive rewriting method selects rewrite by edit
distance (the results are shown in Tab 5). Specifi-
cally, we compute the edit distance on a word basis,
then divide the edit distance by the length of the
longest of the original and rewritten responses to
obtain the edit rate, and finally record those with
an edit rate greater than 0.2 as rewritten. For GSM8K
and MATH datasets, all data are ReAligned as adap-
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(a) BBH (b) AGIEval

Figure 5: The results of the knowledge abilities, in-
cluding the Big Bench Hard (BBH) (3-shot), and
AGIEval (zero-shot). We evaluate the abilities across
the Open-Platypus, No Robots, and Alpaca datasets,
based on LLaMA-2-13B.

tive rewriting was not applied to them.

4.5.2 Why Does REALIGN Boost Math?
A series of experiments and analyses yield several
important insights (see the complete version in §E):

(1) A well-organized format is more beneficial
than merely providing step-by-step explanations.
As shown in Tab. 7, merely providing a step-by-
step explanation is insufficient without a well-
organized format.

(2) Length is not all you need. To analyze the
impact of the length of reasoning steps, we hy-
pothesize that the longer the response, the more
extensive the reasoning steps involved. As shown
in Tab. 7 and Tab. 9, length is not the determining
factor; rather, a well-organized format can lead to
more substantial gains.

(3) Human value is the most important princi-
ple in designing formats. As shown in Tab. 8,
formats that align with human habits and are easier
to understand yield better performance. Therefore,
we also advocate that the development of large lan-
guage models should move closer to user values.

4.5.3 Ablation Studies
We rewrite two variants of the Open-Platypus
dataset and train them based on LLaMA-2-13B
for ablation studies:

(1) W/o Retrieval Augmentation: We remove the
retrieval augmentation from REALIGN and rewrite
all tasks without evidences. As shown in Tab. 6, the
general alignment ability, knowledge ability, and
factuality score (FS) are reduced, indicating the ef-
fectiveness of retrieval augmentation. Interestingly,
the FS metrics are higher without RAG than in the
original dataset, suggesting that REALIGN also has
the potential to improve the factuality.

Dataset General Align. Know. Ab. FS

Open-Platypus 6.18 39.65 5.1
+ REALIGN 6.24 41.35 5.5

W/o RA 6.18 40.6 5.3
W/o Adaption 6.17 39.8 5.6

Table 6: Ablation study results show removing re-
trieval augmentation (“W/o RA”) and removing adap-
tive rewriting (“W/o Adaption”) in REALIGN. “General
Align.” and “Know. Ab.” denotes the average results of
general alignment ability and Knowledge Ability. FS
denotes Factuality Score. Bold denotes the best.

(2) W/o Adaption: We remove the adaptive rewrit-
ing from REALIGN and use force rewriting. Tab. 6
shows the general alignment and knowledge ability
decrease. This may be because forced rewriting,
while making the responses more structured, ig-
nores the question’s requirements, weakening the
instruction-following ability. In addition, FS has
increased, probably because forced rewriting leads
to a larger amount of REALIGN data, introducing
more retrieved knowledge and boosting factuality.

4.5.4 Alignment Tax
When the model is fine-tuned on the REALIGN

dataset, a question worth exploring is whether there
is a drop in knowledge ability even as alignment
ability improves. To evaluate the knowledge ability,
we follow (Mitra et al., 2023) to employ the follow-
ing benchmarks: Big Bench Hard (BBH) (Suzgun
et al., 2022) and AGIEval (Zhong et al., 2023),
which is multiple choices knowledge-intensive QA
task. As shown in Fig. 5, we can see that RE-
ALIGN has little effect on the knowledge-based
tasks, indicating that our approach does not im-
pair the knowledge in the original dataset. It is
worth noting that in some cases REALIGN will
also provide a significant boost to knowledge, such
as Open-Platypus on AGIEval. Possible reasons
are that a well-defined format can facilitate the ac-
curacy of the knowledge-based tasks (Wei et al.,
2022b) and that retrieving external information can
augment knowledge.

4.5.5 The Scaling Law of REALIGN

We experiment to explore the impact of the number
of REALIGN. Specifically, we randomly sample a
k% (k = 0, 5, 10, 20,Full, with Full being 29.9%)
of REALIGN Alpaca data, and fill in the remain-
der with original responses. The original Alpaca
dataset corresponds to 0%. Interestingly, we find
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Figure 6: The scaling trends in REALIGN data per-
centage, including general alignment ability and knowl-
edge ability. We conduct the experiment in the Alpaca
dataset based on LLaMA-2-13B.

that only 5% of the REALIGN data yields a 67%
boost in general alignment ability compared to the
entire REALIGN data (see Fig. 6). This suggests
that only a small amount of data is required to
learn style and format, to expose the knowledge
and capabilities that were already acquired during
pretraining (Zhou et al., 2023). Additionally, the
knowledge capability continues to improve as the
amount of REALIGN data improves.

4.5.6 Case Study
We show a case from the MT-Bench test set in
Tab. 12. This example shows that the response
given by the REALIGN model has a better format.

5 Conclusion

In this work, we propose REALIGN, a simple and
effective method for alignment, which automati-
cally improves the quality of the existing instruc-
tion datasets while minimizing labor costs and
hallucinations. We create five new high-quality
datasets from Open-Platypus (Lee et al., 2023),
No Robots (Rajani et al., 2023), Alpaca (Taori
et al., 2023), GSM8K (Cobbe et al., 2021), and
MATH (Hendrycks et al., 2021) and high-quality
manual-written natural language formats. Exper-
iments demonstrate that REALIGN significantly
boosts general alignment ability, math reasoning,
factuality, and readability without impairing knowl-
edge ability. Last, we release the code, defined
criteria, and data to facilitate future research.

Limitations

First, our approach relies on the ability of refor-
matting models, which is currently less effective

in open-source models (e.g., LLaMA2 (Touvron
et al., 2023)) but more costly in closed-source mod-
els (e.g., GPT-4 (OpenAI, 2023)). Second, the task
categories we define cannot cover all tasks in re-
ality, as real questions may be more complex and
involve multiple tasks. Therefore, it is necessary
to define more tasks and formats for a wide range
of diverse and regional scenarios. Third, applying
REALIGN only to single-turn conversations has
the potential to hurt the alignment ability of the
second-turn conversations, hence extending RE-
ALIGN to multi-turn conversation would also be
valuable. Fourth, we only explore how REALIGN

affects the math reasoning ability, and need to ex-
plore more complex and diverse reasoning abilities
such as the Olympic competition (Huang et al.,
2024). Last, we explore the reasons behind RE-
ALIGN’s success superficially, and thus will further
explore the science and mechanistic interpretability
behind it in the future.
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A Implementation Details

For retrieval augmentation, we select the top-5 evi-
dence from the retrieval results. For reformatting,
We guide gpt-3.5-turbo-1106 to reformat the re-
sponses. We set the temperature as 0.3, the top-p
as 0.1, and the target length as 2048. Additionally,
we generate two rewrite results at a time and choose
the longest one, hence n is set to 2. For training,
we fine-tune the models based on the LLaMA-2-
13B (Touvron et al., 2023) and Mistral-7B (Jiang
et al., 2023) for 5 epochs on the Open-Platypus
dataset, 20 epochs on the No Robots and Alpaca
datasets, and 3 epochs on the GSM8K and MATH
datasets, using the AdamW optimizer with a se-
quence length of 4,096 tokens. The batch size
is 64 for the Open-Platypus, No Robots, and
Alpaca datasets, and 128 for the GSM8K and MATH
datasets. The AdamW optimizer’s hyperparam-
eters are set as follows: β1 = 0.9, β2 = 0.95,
ϵ = 10−5, and weight decay of 0.1. We employ
a cosine learning rate schedule with a maximum
learning rate of 5.7×10−5 for the Open-Platypus
dataset, 6.25 × 10−5 for the No Robots dataset,
6.55× 10−5 for the Alpaca dataset, and 1× 10−5

for the GSM8K and MATH datasets, which decays to
10% of the maximum value. Following Wang et al.
(2023a) and Granziol et al. (2022), the learning rate
is scaled proportionally to the square root of the
batch size. All models are trained on 8 NVIDIA
A100 80G GPUs.

B Task Description

The task descriptions mentioned in §3.1 and
whether they are retrieved and rewritten are ex-
hibited in Tab. 13.

C Training Details of Task Classifier

In this section, we describe the training details of
the task classifier mentioned in §3.1.

In real scenarios, user questions can be quite
long and complex (with more than 1k words), while
traditional BERT-like models only have a context
length of 512 tokens, urging us to train a large lan-
guage model for classification. Following Li et al.
(2024), we convert the classification task into a
generation task, which directly generates the task
name given a question with the prompt as shown in
Tab. 15. Specifically, we manually label about 33
questions for each kind of task from LIMA (Zhou
et al., 2023), ShareGPT (Zheng et al., 2023), and
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Alpaca (Taori et al., 2023) datasets. For tasks with
less training data, we use ChatGPT to generate a
portion of the questions. Then, we divide ques-
tions in a 9:1 train/test split (Tab. 14). We train the
task classifier from LLaMA-2-13B (Touvron et al.,
2023), and set the max sequence length as 2,048,
epochs as 20, and batch size as 16. We set the initial
learning rate to 2e-5 and consine decaying to 0 by
the end of training with warmup steps as 10. The
optimizer is AdamW with β1 = 0.9, β2 = 0.95.
The loss is only calculated on the output end as well.
The accuracy and F1 of the final task classifier on
the test set are 78.32% and 81.59%, respectively.

D The Description of Auto-J

Auto-J (Li et al., 2024) is an open-source gener-
ative judge designed to evaluate LLMs based on
their alignment with human preferences, which is
the best critique model besides GPT-4 (Sun et al.,
2024). Auto-J stands out due to its generality, being
trained on real-world user queries and responses
from various LLMs across 58 scenarios. It offers
flexibility by enabling both pairwise comparison
and single-response evaluation through prompt ad-
justments. Additionally, Auto-J enhances relia-
bility and encourages human participation in the
evaluation process by offering detailed natural lan-
guage critiques, improving interpretability.

E Why Does REALIGN Boost Math?
(Complete Version)

By carefully observing the cases, we speculate that
the reason for the improvements in math reason-
ing may stem from the easier-to-understand for-
mat, more detailed explanations (Mukherjee et al.,
2023), or length (Jin et al., 2024). To further ex-
plore the reasons, we merely incorporate detailed
step-by-step explanations without including a com-
plete format. These explanations are generated
using gpt-3.5-turbo-1106, with the prompts used
detailed in Tab. 23 and Tab. 24. The results are
shown in Tab. 7.

Moreover, to explore the impact of various for-
mats, we experiment with two other formats based
on REALIGN: (1) The first requires separating nat-
ural language and calculation, meaning that the
natural language does not include the calculation
process and mathematical computations are ex-
pressed separately; (2) The second variant requires
the use of special markers ‘<<>>’ in equations
based on the format of REALIGN, for example,

Test Training Model
Overall

Dataset Dataset LLaMA-2-13B Mistral-7B

GSM8K
GSM8K 46.77 61.25 54.01
+ Explanation 48.60 53.37 50.99
+ REALIGN 56.63 68.16 62.40

MATH
MATH 6.14 13.18 9.66
+ Explanation 7.30 13.94 10.62
+ REALIGN 7.14 15.30 11.22

Table 7: The results of math reasoning on GSM8K, MATH
and them + explanation or REALIGN. We report the
accuracy by exact matching. Bold indicates the best
result.

.

<< 1 + 2 = 3 >>. We merely create these vari-
ants on GSM8K due to the cost of ChatGPT API.
The results are shown in Tab. 8

From the results of the above experiments (see
Tab. 7 and Tab. 8), we can derive insights below:

Insights 1: A well-organized format is more ben-
eficial than merely providing step-by-step expla-
nations. As shown in Tab. 7, we can find that
merely providing a detailed explanation is insuf-
ficient without a well-structured format and may
even result in performance inferior to the origi-
nal dataset (i.e., The results on GSM8K based on
Mistral-7B). For the more complex MATH dataset,
detailed explanations still play a significant role.
However, A well-organized structure may further
enhance their effectiveness.

Insights 2: Length is not all you need. Jin
et al. (2024) suggests that longer reasoning steps
can enhance math reasoning capabilities. To fur-
ther analyze the impact of the length of reasoning
steps, we hypothesize that the longer the response,
the more extensive the reasoning steps involved.
Specifically, we calculate the average length that
is shown in Tab. 9. We can see that the average
length of “GSM8K + Explanation” exceeds that
of “GSM8K” by more than double, and is even
longer than “GSM8K + ReAlign”. However, its
performance is significantly inferior to “GSM8K
+ ReAlign”. Additionally, the average length of
"MATH + Explanation" is shorter than "MATH
+ ReAlign", yet it demonstrates superior perfor-
mance on LLaMA-2-13B. These findings suggest
that length is not the determining factor; rather, a
well-organized format can lead to more substantial
gains.
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Dataset
Model

Overall
LLaMA-2-13B Mistral-7B

GSM8K 46.77 61.25 54.01
+ REALIGN (Separate.) 55.57 62.09 58.83
+ REALIGN (‘<<>>’) 57.01 63.61 60.31
+ REALIGN 56.63 68.16 62.40

Table 8: The results of math reasoning on GSM8K and
them + different formats of REALIGN. We report the ac-
curacy by exact matching. “Separate.” denotes the first
variant that separates natural language and calculation.
“<<>>” denotes the second variant that requires the
use of special markers ‘<<>>’ in equations based on
the format of REALIGN. Bold indicates the best result.

.

Dataset Response Len.

GSM8K 130.59
+ Explanation 341.61
+ REALIGN 327.65

MATH 243.73
+ Explanation 293.57
+ REALIGN 375.35

Table 9: The response length of original datasets and
them + Explanation and REALIGN. Response Len. is
the average number of tokens of the responses.

Insights 3: Human value is the most important
principle in designing formats. As shown in
Tab. 8, we can see that, firstly, expressing natural
language and mathematical calculations together
(REALIGN) performs better. This approach is more
in line with human habits and preferences, making
it easier for users to understand. Secondly, adding
special markers “<<>>” to equations can dimin-
ish performance, potentially because this format
does not align with the customary practices of hu-
man writing and usage, making it less intuitive to
understand. Therefore, the most important princi-
ple in designing formats is human value. A good
format is not only about superior performance but
also about user preference (i.e., formats that are eas-
ier for users to understand). Following this princi-
ple in designing criteria, we observed a significant
improvement in our math reasoning abilities, indi-
cating that formats easier for users to understand
can also lead to better performance. Therefore, we
also advocate that the development of large lan-
guage models should move closer to user values.

Dataset RF Time RF Cost RT Time RT Cost

Open-Platypus 3 hours 5$ 1 hour 0.8$
No Robots 1 hour 2$ 2 hours 1.5$
Alpaca 1.5 hours 3.5$ 6 hours 5.2$
GSM8K 1.5 hours 3$ - -
MATH 1.5 hours 4$ - -

Table 10: The approximate overall time and costs of
our experiments. “RF” denotes Reformatting and “RT”
denotes Retrieval.

Error Category Number

Classification Error 7
Evidence Error 0
Instruction-following Error 6
Incomplete Output 2
Modification of the correct ground truth answers 5

Table 11: The results of error analysis.

F The Description of Human Evaluation

All authors of our paper complete the human eval-
uation. Specifically, we designed an annotation
platform using Streamlit2, an open-source Python
framework to build applications, to evaluate the
response of anonymous models (i.e., pointwise
method for factuality and pairwise method for read-
ability).

G The Cost of REALIGN

This section lists the approximate time and costs of
our experiments, shown in Tab. 10.

H Error Analysis

To further analyze the error reasons, we first ran-
domly select 100 successfully realigned samples
from the Open-Platypus dataset, where the edit
rate exceeds 0.2 (for the calculation method of the
edit rate, please refer to §4.5.1). Then, we manually
compare the REALIGN responses with the original
responses, categorizing the results into REALIGN

Wins, Ties, and REALIGN Loses. The results are
40 wins, 40 ties, and 20 losses. Thus, we have 20
cases of REALIGN Loses. We categorize the errors
into five types: classification error, evidence error,
instruction-following error, incomplete output, and
modification of the correct ground truth answers.
The error analysis results are shown in Tab. 11.

2https://streamlit.io/
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We can observe that the primary types of errors
are Classification Error, Instruction-following Er-
ror, and Modification of the correct ground truth
answers. The Classification Error suggests that
we should enhance the classifier’s capability in the
future by using more diverse training data and im-
proving the base model’s performance (for instance,
by employing the current state-of-the-art LLaMA
3 model with more parameters). The Instruction-
following Error and Modification of the correct
ground truth answers are due to the insufficient
capability of the rewrite model (we are currently
using GPT-3.5). It might be beneficial to use GPT-4
or train a specific model dedicated to reformatting
to address these issues.

I Prompts

The reformatting prompts for non-knowledge-
intensive tasks and knowledge-intensive tasks are
shown in Tab. 16 and Tab. 17. The complete ver-
sion of Fig. 1 and Tab. 2 are shown in Tab. 18 and
Tab. 19, respectively. The example of a knowledge-
intensive task is shown in Tab. 20. The evaluation
prompts for readability and factuality are shown in
Tab. 21 and Tab. 22, respectively. The prompts for
generating explanations for GSM8K and MATH
datasets are shown in Tab. 23 and Tab. 24.
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Query: Benjamin went to a bookstore and purchased a variety of books. He bought 5 copies of a sci-fi novel, each priced at $20, 3 copies of a history book
priced at $30 each, and 2 copies of a philosophy book for $45 each. What was the total cost of his purchases?

Response from Original Model: To find the total cost of Benjamin’s purchases, I need to add up the prices of all the books he bought. I can use the
information given in the problem to set up an equation:
Total cost = Price of sci-fi novel * Number of copies + Price of history book * Number of copies + Price of philosophy book * Number of copies
Plugging in the values from the problem, I get:
Total cost = $20 * 5 + $30 * 3 + $45 * 2
Simplifying, I get:
Total cost = $100 + $90 + $90
Adding, I get:
Total cost = $280
So, the total cost of Benjamin’s purchases was $280.

Response from REALIGN Model: To find the total cost of Benjamin’s purchases, we need to add up the prices of the books he bought.

Step-by-step solution:
1. Calculate the cost of the sci-fi novels: 5 copies at $20 each = $100
2. Calculate the cost of the history books: 3 copies at $30 each = $90
3. Calculate the cost of the philosophy books: 2 copies at $45 each = $90

Detailed explanation:
The total cost of Benjamin’s purchases is the sum of the costs of the sci-fi novels, the history books, and the philosophy books: $100 + $90 + $90 = $280.

Correct result and conclusion:
The total cost of Benjamin’s purchases was $280.

Table 12: An example of the response from a model trained on the original Open-Platypus dataset (denoted as
Original Model) and the response from a model trained on the REALIGN Open-Platypus dataset (denoted as
REALIGN Model). We highlight the content in the better format given by the REALIGN Model in green compared
with the content given by the Original Model in red.
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Task name Description Retrieval Rewriting

Generation

question generation Write some questions based on the given description. % !

story generation Write a story based on the given description. % %

poem generation Write a poem based on the given description. % %

email generation Write an email based on the given description. % !

data generation Generate data based on the given description. % !

text-to-text translation Translate the given text into another language. % %

Brainstorming

advice giving Respond well to users when they seek advice. % %

recommendations Give recommendations to users. ! !

how-to generation Give relevant and complete answer when users ask ‘how to do‘ something. ! !

planning Write a plan for an event or activity. % !

Code

code correction Correct the potential errors in a piece of code. % !

code simplification Rewrite a piece of code to make it more concise and easy to understand. % %

explain code Write an explanation for a piece of code. % !

text-to-code translation Write a piece of code based on the given description. % !

code-to-code translation Convert the given code into another programming language. % !

language learning questions Write an answer for the given question about programming language learning. % !

code language classification Classify the programming language for the given code. % !

code-to-text-translation Write a document for the given code. % !

Rewriting

instructional rewriting Rewrite a given text with a specific instruction. % !

language polishing Polish a piece of text to make it more fluent, natural, and readable. % !

paraphrasing Paraphrase a given text. % %

text correction Correct the potential errors in a piece of text. % !

Extraction

information extraction Extract one or multiple user-specified categories of information from a piece of text attached in the user’s query. % !

keywords extraction Extract the keywords from a piece of text. % !

table extraction Generate a table include the key information from a piece of text attached in the user’s query. % %

Summarization

title generation Generate a title for the given text or based on a description of the work. % %

text summarization Write a summary for a piece of text. % %

note summarization Write a note to summarize a piece of text. % %

Conversation

open qa The user’s query is an open domain question with no attached passage or article. ! !

closed qa Answer the questions that can be directly answered by the attached passage. % !

fact verification Verify if the given fact is true or false. ! !

value judgment Provide a value judgment on a given topic or statement. % !

roleplay Pretend to be a specific person, character, profession or identity, and complete the required task on this basis. % %

explain answer Explain something the user wants to know. ! !

Specialized Educational Dialog

natural language tutor Write an answer for the given question about natural language learning. % !

exam problem tutor Solve an exam question (like fill-in-the-blank, multiple choice, problem solving, etc) with no math involved. % !

ai tutor Write an answer for the given question about machine learning, artificial intelligence or language model. % !

math puzzles Write an answer with the step-by-step reasoning process for a math question. % !

fill in the blank Complete the missing parts with the most appropriate words to make the text coherent and meaningful. % !

Classification

general classification Classify one or multiple objects given by the user into the specified categories. % !

ordering Sort some things, according to some criteria. % !

sentiment analysis Identify and categorize the subjective opinions, attitudes, and feelings of the writer towards a particular subject. % !

language classification Classify the language for the given text. % !

topic classification Extract the high-level topics or themes from a given text, i.e., what kind of topics are discussed in the text. % !

Others

rejecting Reject to respond when the query is beyond capacity or it violates general ethical and legal rules. % !

others You must choose this if none of the other scenarios match the user’s query well. % !

Table 13: Detailed description for each task.
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task train test task train test task train test

question_generation 30 2 code_language_classification 30 2 roleplay 30 3
story_generation 30 4 code_to_text_translation 30 3 explain_answer 30 4
poem_generation 30 3 instructional_rewriting 30 4 natural_language_learning_tutor 30 2
email_generation 30 3 language_polishing 30 2 exam_problem_solving_tutor 31 2
data_generation 30 3 paraphrasing 30 2 ml_ai_language_model_tutor 30 3
text_to_text_translation 30 3 text_correction 30 2 math_puzzles 30 6
advice_giving 30 4 information_extraction 30 3 fill_in_the_blank 30 3
recommendations 30 2 keywords_extraction 30 2 general_classification 30 4
how_to_generation 30 3 table_extraction 30 3 ordering 30 3
planning 30 2 title_generation 30 2 sentiment_analysis 30 3
code_correction 30 5 text_summarization 30 5 language_classification 30 3
code_simplification 30 2 note_summarization 30 2 topic_classification 30 2
explain_code 30 2 open_qa 30 6 rejecting 30 3
text_to_code_translation 30 4 closed_qa 30 2 others 43 8
code_to_code_translation 30 3 fact_verification 30 2 overall 1395 143
language_learning_questions 31 5 value_judgement 30 2

Table 14: The task distribution in the training and test set for task classifier.
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Classification Prompt
You will receive a user’s query. Additionally, you are given some pre-defined tasks below:

[Existing tasks start]
question_generation
story_generation
poem_generation
email_generation
data_generation
advice_giving
recommendations
how_to_generation
planning
instructional_rewriting
language_polishing
paraphrasing
text_correction
code_correction
code_simplification
information_extraction
keywords_extraction
table_extraction
title_generation
text_summarization
note_summarization
explain_code
explain_answer
text_to_text_translation
text_to_code_translation
code_to_code_translation
code_to_text_translation
open_qa
closed_qa
fill_in_the_blank
fact_verification
math_puzzles
language_learning_questions
natural_language_learning_tutor
exam_problem_solving_tutor
ml_ai_language_model_tutor
general_classification
ordering
sentiment_analysis
code_language_classification
language_classification
topic_classification
value_judgement
rejecting
roleplay
default
[Existing tasks end]

Your objective is to choose the most appropriate task that can reflect the high-level intention of this query. You should first clearly give out your choice. Your
choice should exactly match one of the task names provided above, without any modification. Do not include the task description in your choice.

Your output should be just the task name.

User’s query is below:
[User’s query start]
{input}
[User’s query end]

Task name:

Table 15: The classification prompt for the task classifier in the training and inference phase.
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System Prompt
Please act as a rewriter to modify the format of the AI assistant’s response to the user’s question presented below.

Please follow the instructions below:

1. Please first determine whether the given format meets the requirements of the user’s question, if it does not, then copy the AI assistant’s response, if it does,
then modify the response’s format following the provided format.
2. Your task is limited to altering the format while keeping the original meaning and information intact.
3. Please make sure that the revised response can answer the user’s question correctly.
4. Please make sure that the revised response is fluent and has no additional subheadings.

Please first write "Reasoning: <reason>" to provide a brief reasoning you used to modify, and then write "Revised response: <response>" to output your final
revised response without any additional information, ensuring its fluency.

Do not output any additional subheadings.

User Prompt
Below is a user’s question, the AI assistant’s response, and the provided format.

[Question start]
{question}
[Question end]

[Response start]
{response}
[Response end]

[Format start]
{format}
[Format end]

Table 16: Reformatting prompts for non-knowledge-intensive tasks.

System Prompt
Please act as a rewriter to modify the format of the AI assistant’s response to the user’s question presented below.

Please follow the instructions below:

1. Please first determine whether the given format meets the requirements of the user’s question, if it does not, then copy the AI assistant’s response, if it does,
then modify the response’s format following the provided format.
2. Your task is limited to altering the format while keeping the original meaning and information intact.
3. Please make sure that the revised response can answer the user’s question correctly.
4. Please make sure that the revised response is fluent and has no additional subheadings.
5. Evidence is the useful information. You should decide for yourself which parts of the evidence to help rewriting the response.

Please first write "Reasoning: <reason>" to provide a brief reasoning you used to modify, and then write "Revised response: <response>" to output your final
revised response without any additional information, ensuring its fluency.

Do not output any additional subheadings.

User Prompt
Below is a user’s question, the AI assistant’s response, the provided format, and the evidences.

[Question start]
{question}
[Question end]

[Response start]
{response}
[Response end]

[Format start]
{format}
[Format end]

[Evidence start]
{evidence}
[Evidence end]

Table 17: Reformatting prompts for knowledge-intensive tasks.
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Query
How many positive three-digit integers less than 500 have at least two digits that are the same?

Criteria
Task Name: math puzzles
Format: This is a math question. First, analyze the question and give a brief analysis in the first paragraph. Then, use a list to present the step-by-step solution.
Next, give another list to output a detailed explanation. Last, give the correct result and a conclusion.

Original Response
To solve this problem, I will count how many three-digit numbers less than 500 have at least two digits that are the same, and subtract that from the total
number of three-digit numbers less than 500. The total number of three-digit numbers less than 500 is 4 × 10 × 10 = 400, since the first digit can be 1, 2, 3,
or 4, and the second and third digits can be anything from 0 to 9. Now I will count how many of these 400 numbers have no digits that are the same. To have no
digits that are the same, the first digit can be any of the 4 choices, but the second digit has to be different from the first, so it has 9 choices. The third digit has to
be different from both the first and the second, so it has 8 choices.

[* on another note] I am assuming that the second digit can be 0, since the problem does not say otherwise. Therefore, the number of three-digit numbers less
than 500 that have no digits that are the same is 4 × 9 × 8 = 288. This means that the number of three-digit numbers less than 500 that have at least two
digits that are the same is 400 − 288 = 112.

REALIGN Response (Ours)
Analysis:
To solve the problem, we need to count how many three-digit numbers less than 500 have at least two digits that are the same.

Solution:
1. Calculate the total number of three-digit numbers less than 500: 4 × 10 × 10 = 400.
2. Count the number of three-digit numbers less than 500 that have no digits that are the same: 4 × 9 × 8 = 288.
3. Subtract the count of numbers with no same digits from the total to find the number of three-digit numbers less than 500 that have at least two digits that are
the same: 400 − 288 = 112.

Explanation:
- The first digit can be 1, 2, 3, or 4, and the second and third digits can be anything from 0 to 9.
- To have no digits that are the same, the first digit can be any of the 4 choices, but the second digit has to be different from the first, so it has 9 choices. The
third digit has to be different from both the first and the second, so it has 8 choices.

Result:
There are 112 three-digit numbers less than 500 that have at least two digits that are the same.

Conclusion:
There are 112 positive three-digit integers less than 500 that have at least two digits that are the same.

Table 18: A complete example of a query, including the original response and the REALIGN response.

It is an email-writing task. Here is a general guideline for creating a well-structured and professional email:

1. Subject Line: Write a clear and concise subject line that accurately summarizes the content of your email. This helps the recipient understand the purpose
of the email at a glance.

2. Salutation: Begin your email with a formal salutation such as "Dear [Recipient’s Name]," or use a more casual salutation if you have an informal
relationship with the recipient.

3. Introduction: Start your email with a brief introduction, stating who you are and the reason for writing the email. Be clear and to the point, and avoid
unnecessary details.

4. Body: This is the main content of your email. Organize your thoughts into paragraphs or bullet points to make them easier to read. Keep your sentences
concise and focused. Use proper grammar, punctuation, and spelling to maintain professionalism. If you need to discuss multiple topics, consider using
headings or numbered points to separate them.

5. Politeness and Tone: Maintain a polite and respectful tone throughout your email. Be mindful of the recipient’s perspective and use appropriate language.
Avoid using excessive capitalization, exclamation marks, or emoticons, as they can come across as unprofessional.

6. Closing: Conclude your email with a closing remark, such as "Thank you," or "Best regards," followed by your name. If you expect a response or need
specific action, you can mention it in this section as well.

7. Signature: Include your full name, job title, and contact information (e.g., phone number, email address) in your email signature. This helps the recipient
easily identify and contact you if needed.

8. Attachments: If you need to include attachments, mention them in the email body and make sure they are relevant to the email’s purpose. Consider
compressing large files or using cloud storage services if the attachments are too large to be sent via email.

9. Proofread: Before sending the email, proofread it for any grammatical or spelling errors. Make sure the email conveys your message clearly and
effectively.

The best emails are short, direct, professional, and scannable for the recipient. Follow formal business email structure unless you have an established casual
rapport with the recipient.

Table 19: A complete format for “email generation” task.
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Query
Is the given statement true or false?
A robotic vacuum can clean both carpets and hard floors.

Criteria
Task Name: fact verification
Format: This is a fact-verification task. First, give the answer. Then, give an explanation.

Retrieved Evidence
1. Robot vacuums run fully autonomously and automatically. They self-navigate on any flooring type, from hardwoods to carpets, and some models can even
be programmed to have a cleaning schedule and to sync to smartphones and smart home devices.
2. iRobot roomba vacuum works on laminate flooring. In fact they work better on hard floor as compared to carpet since their suction and beater bar is not ...
3. Our top pick among the best vacuums for hardwood floors is the iRobot Roomba 694. iRobot is known as a top choice when it comes to robotic ...
4. Because they lack the power to deep clean, though, robot vacuums are best for flooring other than carpet, such as tile, laminate or hardwood, ...

Original Response
True.

REALIGN Response (Ours)
True.
Robot vacuums can clean both carpets and hard floors. They are designed to self-navigate on any flooring type, from hardwoods to carpets, and some models
can even be programmed to have a cleaning schedule and to sync to smartphones and smart home devices. Additionally, some specific models like the iRobot
Roomba 694 are known as top choices for cleaning hardwood floors. However, it is important to note that robot vacuums may lack the power to deep clean
carpets compared to hard floors.

Table 20: An example of a knowledge-intensive task, including the query, the criteria, the retrieved evidence, the
original response, and the REALIGN response. We highlight the content that is more factual and knowledge in
green.

System Prompt
Please act as an impartial judge and evaluate the quality of the responses provided by two AI assistants to the user question displayed below. You should choose
the assistant that follows the user’s instructions and answers the user’s question better. Your evaluation should consider the readability including clarity, format,
and ease of understanding. Well-organized, grammatically correct response is better. Begin your evaluation by comparing the two responses and provide a
short explanation. Avoid any position biases and ensure that the order in which the responses were presented does not influence your decision. Do not allow the
length of the responses to influence your evaluation. Do not favor certain names of the assistants. Be as objective as possible. After providing your explanation,
output your final verdict by strictly following this format: “[[A]]” if assistant A is better, “[[B]]” if assistant B is better, and “[[C]]” for a tie.

User Prompt
[User Question]
{question}

[The Start of Assistant A’s Answer]
{answer_a}
[The End of Assistant A’s Answer]

[The Start of Assistant B’s Answer]
{answer_b}
[The End of Assistant B’s Answer]

Table 21: Evaluation prompt for readability.

System Prompt
Please act as an impartial judge and evaluate the factuality of the response provided by an AI assistant to the user question displayed below. Your evaluation
should consider correctness. You will be given a reference answer and the assistant’s answer. Begin your evaluation by comparing the assistant’s answer with
the reference answer. Identify and correct any mistakes. Be as objective as possible. After providing your explanation, you must rate the response on a scale of
1 to 10 by strictly following this format: “[[rating]]”, for example: “Rating: [[5]]”.

User Prompt
[Question]
{question}

[The Start of Reference Answer]
{ref_answer}
[The End of Reference Answer]

[The Start of Assistant’s Answer]
{answer}
[The End of Assistant’s Answer]

Table 22: Evaluation prompt for factuality.
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System Prompt
Please act as a mathematics explanation generator to generate a step-by-step explanation of the answer based on the question presented below.

Please follow the instructions below:
1. Please simply generate a step-by-step explanation, including the reason for each step of the calculation.
2. Please do not change the essence of the answer.

Please write "The explanation: <answer>" to output your explanation without any additional information.

Here is an example for your reference:

Question: Natalia sold clips to 48 of her friends in April, and then she sold half as many clips in May. How many clips did Natalia sell altogether in April and
May?

Answer: Natalia sold 48/2 = «48/2=24»24 clips in May.\nNatalia sold 48+24 = «48+24=72»72 clips altogether in April and May.\n#### 72

Explanation:
1. The problem states that Natalia sold clips to 48 friends in April. In May, she sold half as many clips as she did in April. We are asked to find out the total
number of clips she sold over these two months.
2. To find out how many clips Natalia sold in May, we take half of the number of clips sold in April. Since she sold clips to 48 friends in April, we calculate
half of 48: \n$$\frac{48}{2} = 24$$\nThis step involves simple division, where we divide the number of clips sold in April by 2 to find the number of clips
sold in May.
3. Now that we have the number of clips sold in May, we need to add this to the number of clips sold in April to get the total number of clips sold over both
months:\n$$48 + 24 = 72$$\nThis step involves addition, where we sum the clips sold in April and May to find the total sales for the two months combined.
4. Natalia sold 72 clips in total during April and May. This final total gives us the answer to the question asked.

User Prompt
Below is a question and the answer:

[Question start]
{question}
[Question end]

[Answer start]
{answer}
[Answer end]

Table 23: Prompts for generating explanations for GSM8K.
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System Prompt
Please act as a mathematics explanation generator to generate a step-by-step explanation of the answer based on the question presented below.

Please follow the instructions below:
1. Please simply generate a step-by-step explanation, including the reason for each step of the calculation.
2. Please do not change the essence of the answer.

Please write "The explanation: <answer>" to output your explanation without any additional information.

Here is an example for your reference:

Question: Each row of a seating arrangement seats 7 or 8 people. Forty-six people are to be seated. How many rows seat exactly 8 people if every seat is
occupied?

Answer: Let $x$ be the number of rows with 8 people. If we removed a person from each of these rows, then every row would contain 7 people. Therefore,
$46 - x$ must be divisible by 7.\n\nThen $x \equiv 46 \equiv 4 \pmod{7}$. The first few positive integers that satisfy this congruence are 4, 11, 18, and so
on. However, each row contains at least 7 people. If there were 7 or more rows, then there would be at least $7 \cdot 7 = 49$ people. We only have 46 people,
so there must be at most six rows. Therefore, the number of rows with 8 people is $\boxed{4}$.\n#### 4

Explanation:
We have a seating arrangement where each row seats either 7 or 8 people. A total of 46 people need to be seated, and all seats must be filled. The question asks
how many rows seat exactly 8 people.
1. We let $x$ represent the number of rows that seat exactly 8 people.
2. To simplify the problem, imagine removing one person from each row that currently seats 8 people. This would convert every 8-person row into a 7-person
row. Now, all rows (both the original 7-person rows and the adjusted 8-person rows) would seat 7 people.
3. With this adjustment, the total number of people would be reduced by $x$ (since we removed one person from each 8-person row), making it $46 - x$.
4. Since all rows now hypothetically seat 7 people, the adjusted total, $46 - x$, must be divisible by 7 for it to be a possible total number of people seated in
rows of 7.
5. We analyze $46 - x$ in terms of modulo 7. Specifically, we want to find values of $x$ such that $46 - x$ is a multiple of 7. This simplifies to finding
$x$ such that $x \equiv 46 \pmod{7}$. Calculating $46 \mod 7$ yields 4, because when 46 is divided by 7, the remainder is 4. This tells us $x$ must be
equivalent to 4 modulo 7.
6. The numbers that satisfy $x \equiv 4 \pmod{7}$ are 4, 11, 18, etc. However, we need a practical value of $x$ that fits the total people and the row seating
constraint.
7. If there were 7 or more rows of 7 people each, we’d have at least 49 people (since $7 \times 7 = 49$). But we only have 46 people, so there must be fewer
than 7 rows in total. The plausible values of $x$ from the list 4, 11, 18, etc., must be reconsidered within this context.
8. Since the only value from our possible $x$ values (4, 11, 18) that is less than 7 and fits the total people count is 4, we conclude that there are 4 rows of 8
people each.

User Prompt
Below is a question and the answer:

[Question start]
{question}
[Question end]

[Answer start]
{answer}
[Answer end]

Table 24: Prompts for generating explanations for MATH.
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