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Abstract

This paper exploits a sentiment extractor sup-
ported by syntactic and lexical resources to
enhance multilingual sentiment classification
solved through the generative approach, with-
out retraining LLMs. By adding external in-
formation of words and phrases that have pos-
itive/negative polarities, the multilingual sen-
timent classification error was reduced by up
to 33 points, and the combination of two ap-
proaches performed best especially in high-
performing pairs of LLMs and languages.

1 Introduction

The generative approach using Large Language
Models (LLMs) performs very well even for non-
generative tasks such as topic classification (Brown
et al., 2020) and sentiment polarity judgment (Zhao
et al., 2023). LLMs have garnered attention, partic-
ularly for their capability to generalize languages
in addressing those tasks without the need for task-
specific training using ground truth. Many tasks
can be solved in a zero-shot manner by providing
appropriate prompts. However, the language cov-
erage highly depends on LLMs, and the accuracy
can be quite low if the model received insufficient
training or tuning on specific languages. Retrain-
ing LLMs requires a high cost to cover additional
languages, and it tends to cause catastrophic for-
getting in languages that have already been cov-
ered (Winata et al., 2023). In recent attempts at
knowledge editing, difficulties such as knowledge
conflicts have been pointed out (Li et al., 2023),
and it is not easy to apply to many languages.

Thus, we attempt to enhance multilingual sen-
timent classification based on the generative ap-
proach without computationally intensive pro-
cesses for retraining and tuning LLMs. As depicted
in Figure 1, our approach obtains lexical and syn-
tactic information from an external sentiment ex-
tractor and inserts it into the prompt. This approach

Figure 1: Concept of sentiment extraction using the
prompt supported by an external sentiment extractor.

requires knowledge specific to tasks and languages
but has advantages such as stability of outputs and
controllability to add arbitrary knowledge to adapt
to new languages or domains.

The contributions of this paper are threefold: (1)
to integrate syntactic and lexical knowledge with
prompts for LLMs, (2) to evaluate sentiment classi-
fication using six publicly available LLMs and par-
allel data in 15 languages, and (3) to demonstrate
the positive impacts by integrating two components
without any retraining.

2 Related Work

2.1 Multilingual Sentiment Extraction
This paper exploits a multilingual sentiment extrac-
tion method based on syntactic analysis and lexicon
(Kanayama and Iwamoto, 2020). The extractor ap-
plies grammatical rules and a lexical dictionary to
the common syntactic structure across languages
defined by Universal Dependencies (UD) (Zeman
and et al., 2017), and it extracts positive and nega-
tive phrases for many languages with high precision
(although recall tends to be low for lower-resource
languages), taking valence shifting such as nega-
tion into consideration.

Note that the sentiment extractor may detect one
or more polar expressions from a single sentence or
may not output anything when there is no explicit
expression detected, and thus it does not directly
solve the task of sentence-level sentiment classifi-
cation discussed in Section 3.
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2.2 Text Classification via Reasoning

Sun et al. (2023) proposed a prompting method,
CARP, that enhances text classification by encour-
aging models to conduct reasoning. In CARP, a
command to list words with polarity is added to
the prompt, and it asks the model to describe the
reason for classification. This strategy increased
the accuracy of sentiment classification in most
datasets.

In this paper, as shown in Figure 1, external
knowledge is integrated into the prompt given to
LLMs instead of relying solely on the knowledge
embedded in LLMs. This approach enables us to
broaden the language coverage and observe the
characteristics of each LLM and the capability of
knowledge extension using external components.

3 Sentiment Classification using
Generative Model

This section describes the method to predict sen-
tence polarity using an LLM and our proposal to
integrate the output of an external sentiment extrac-
tor with a prompt.

3.1 Prompting

The task is binary classification of an input sentence
into POSITIVE or NEGATIVE. Here we provide the
following English prompt1 to an LLM, in a zero-
shot manner without providing labeled examples.

Classify the next [lang] sentence into POSITIVE
or NEGATIVE. Please just answer the label.
input: [input sentence]
output:

[lang] is filled with the language name such
as “Arabic” and “Japanese”. Then we expect the
model generates either POSITIVE or NEGATIVE af-
ter “output:”.

3.2 Integration with Sentiment Extractor

To enhance the LLM’s decision, when the senti-
ment extractor detects a polar expression, we insert
a hint into the prompt between the ‘input’ and ‘out-
put’ lines2.

1Prompts in the target language may work better, but in
this paper, we always use English prompts to fairly compare
the languages without concerning about the prompt quality in
each language.

2Empirically this place is better than inserting ‘hint‘ line
before ‘input‘ line.

hint: "[word]" is a(n) [lang] word which has
a [polarity] meaning.

[word] is the surface form of the word that was
detected to have a polarity, and [polarity] is
“positive” or “negative”. For example, from a
Chinese sentence “我們很失望，...”, the senti-
ment extractor detects the negative verb “失望”
(‘be disappointed’) through syntactic parsing and
dictionary lookup, then the line

hint: “失望” is a Chinese word which has
a negative meaning.

is inserted in the prompt. If multiple polar expres-
sions are detected, multiple lines are added. When
a polar expression consists of multiple words (e.g.
negation), a “phrase” is added as a hint. Refer to
Appendix A.1 for its prompt.

4 Experimental Settings

4.1 Data Set
For evaluation of multilingual sentiment classifica-
tion, we use Parallel Sentiment3. It consists of 106
parallel sentences (a subset of 1,000 sentences in
the Parallel UD (PUD) corpora) for 19 languages
annotated with positive or negative labels common
for all languages, enabling us to evaluate the mul-
tilingual task with equal difficulty. We test in 15
languages that the sentiment extractor supports.

4.2 Language Models
We compare six LLMs that have diverse encoder-
decoder architectures, language coverage in fine
tuning, and model sizes.

• T5 (google/flan-t5-xxl) (Chung et al., 2024):
The encoder-decoder model T5 with instruc-
tion tuning on 1,800 tasks that covers 60 lan-
guages (11 billion parameters).

• UL2 (google/flan-ul2) (Wei et al.): The
encoder-decoder model UL2 with instruction
tuning (20b).

• MT0 (bigscience/mt0-xxl) (Muennighoff
et al., 2022): Multilingual T5 model with in-
struction tuning on 46 languages (13b).

• Llama2 (meta-llama/llama-2-70b-chat)
(Touvron et al., 2023): Decoder model Llama
tuned for chat (70b). 90 percent of the
pretraining data was English.

3Distributed at https://lrec2020.lrec-conf.org/en/
shared-lrs/.
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Model Base Hints Override
No LLM 35.4 69.4
T5 68.5 78.6 78.6
UL2 73.9 75.2 80.2
MT0 68.8 79.2 80.7
Llama2 92.6 93.7 93.3
Mixtral 91.1 93.6 93.1
Llama3 95.7 96.6 95.9

Table 1: Macro F1 scores of sentiment classification
averaged in 15 languages. Bold letters show the highest
score in each row and the underlined number is the
highest in all cases.

• Mixtral (mistralai/mixtral-8x7b-instruct-
v01) (Jiang et al., 2024): The model
composed from mixture of multiple expert
models and tested on multiple European
languages (45b).

• Llama3 (meta-llama/llama-3-70b-instruct)
(AI@Meta, 2024): The latest Llama model
with instruction tuning. Though English ac-
counts for 95 percent of the pretraining data,
the bigger data and the larger vocabulary size
support multilinguality (70b).

For all models, the answer is generated in a
greedy decoding setting with the minimum and
maximum token numbers set to 1 and 10, respec-
tively. The MT0 model tends to output POSITIVE
in most cases, so we adjusted the prompt as shown
in Appendix A.2 to balance the prediction.

4.3 Sentiment Extractor
We used the sentiment extractor’s outputs for
the Parallel Sentiment data set obtained from
Kanayama and Iwamoto (2020) on request, and
distribute them as supplemental material so that the
entire experiments are reproducible. The detected
sentiment words and phrases are associated with
detailed syntax structures in CoNLL-U format pro-
cessed by StanfordNLP (Qi et al., 2018), which
helped improve the sentiment extraction process
even beyond the gold annotations in PUD4.

5 Experimental Results

5.1 Overall Quality
Table 1 shows the overall results averaged across
15 languages. All numbers represent the macro F1

4This is due to different annotation policies between PUD
and other UD corpora used to train the parser, or the lack of
lemma information in 7 out of 15 PUD corpora.

score of the binary sentiment classification. The
weakest baseline, 35.4, corresponds to always pre-
dicting NEGATIVE5 without utilizing the LLM or the
sentiment extractor. A score of 69.4 was obtained
by using only the sentiment extractor: answering
the polarity of the sentiment expression closest to
the main clause in the sentence when one or more
sentiment expressions are detected6.

Next, the six models are compared. The col-
umn labeled ‘Base’ shows the scores of classifica-
tion using the prompt outlined in Section 3.1. The
smaller models, T5, UL2, and MT0, achieve scores
around 70, while the larger models show much
higher scores over 90, such as 95.7 in Llama3.

The column labeled ‘Hints’ shows the results
when the additional hints described in Section 3.2
are incorporated. By adding this information,
scores increased by more than 10 points in the T5
and MT0 models, and that means 33% of errors
were reduced in MT0. The absolute differences
were smaller in some other models, but it is notable
that 21% of errors were reduced even from the very
high score in the ‘Base’ of Llama3.

The column labeled ‘Override’ reports the scores
when the polarity of sentiment expression detected
by the sentiment extractor replaces the LLM’s de-
cision. When multiple sentiment expressions were
detected the closest one to the root node was used,
and when no expression was detected the LLM’s
decision was used. Therefore, this score estimates
the upper bound of our approach with desirable
prompts to inform the external knowledge to the
LLM, assuming the polarities of expressions de-
tected by the sentiment extractor are always cor-
rect. In UL2 and MT0, ‘Override’ exceeds ‘Hints.’
This implies that the hints in the prompt were not
perfectly recognized by these models. On the other
hand, in the high performing models (Llama2,
Mixtral and Llama3), ‘Hints’ achieved the high-
est score through the integration of LLMs and the
sentiment extractor.

5.2 Evaluation per Language

Figures 2 to 7 show the detailed results for 15
languages. The T5 model in Figure 2 shows
high ‘Base’ scores for Romance and Germanic lan-

5NEGATIVE is the majority (54.7%) label in the data set,
and predicting always NEGATIVE results in the accuracy 54.7
and the macro F1 score 35.4.

6When the sentiment extractor does not detect anything,
the majority label NEGATIVE is used for prediction. It often
happens, due to the design to prioritize precision over recall,
and low dictionary coverage in some languages.
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Figure 2: Macro F1 scores of each language on T5, shown with the sentiment extractor’s scores in ‘No LLM’.

Figure 3: Scores of UL2 model.

Figure 4: Scores of MT0 model.

guages, but for Arabic, Japanese, Korean and Chi-
nese, the scores are close to the baseline, because
the model almost always answers NEGATIVE due to
the model’s ignorance of words, even characters.
The ‘Hints’ bars show the improvements in 13 lan-
guages by incorporating the output of the sentiment
extractor, and it was drastic in Czech, Finnish, and
Japanese. This was achieved even by the sentiment
extractor that is far from perfect for classification,
as shown in “No LLM” bars in Figure 2 and their
average, 69.4 in Table 1.

Figure 3 shows a similar trend in the UL2 model,
but the scores of ‘Hints’ tend to be lower than
‘Override’. This suggests that the model does not
recognize the hints added in the method described
in Section 3.2 as effectively.

The MT0 model, trained on multilingual data,
performs stably for many languages as in Figure 4.
Our method was the most effective for MT0 among
the six LLMs, especially in French and Japanese,
and 33% of errors were reduced in average.

Figures 5 to 7 show that the larger models,
Llama2, Mixtral and Llama3 exhibit high multilin-
gual capability in this task, with ‘Base’ scores of 87
or higher in all languages except for Arabic with

Llama2. Even from these high baseline scores,
our proposed method improved the scores in 9 lan-
guages on Llama2, 12 languages on Mixtral and
7 languages on Llama3. Especially, French with
Llama2 and Finnish with Llama3 were improved
to near-perfect. Unlike the smaller models, ‘Hints’
outperformed ‘Override’ with few exceptions such
as Russian with Llama2 and Finnish with Mixtral.
This suggests that when the LLM has sufficient
knowledge of the language, the best approach is to
integrate the LLM and external knowledge, since
there is still missing information in the model, and
the hints from the external component are appro-
priately recognized through the prompt.

Indonesian is an outlier that tends to reduce
scores from the baseline. It is because the original
corpus UD Indonesian-PUD has significant errors
in white-spacing that cause failure of word detec-
tion, thus it is difficult for syntax-based component
to detect sentiment expressions.

5.3 Error Analysis
Errors occurring only in ‘Override’ showcase the
LLM’s capability to appropriately ignore hints
from external knowledge. Here is an example in
German: in “... so gut wie unmöglich geworden”
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Figure 5: Scores of Llama2 model. Note that Figures 5 to 7 are shown in a different scale from Figures 2 to 4.

Figure 6: Scores of Mixtral model.

Figure 7: Scores of Llama3 model.

(‘become almost impossible’), the sentiment ex-
tractor detected “gut” (‘good’) as a positive word
but it is not true in this context. MT0 was influ-
enced by the hint and wrongly judged as POSITIVE,
but other models recognized this idiom and they
answered NEGATIVE even when an incorrect hint
was provided.

On the other hand, errors occurring only in
‘Hints’ reveal a need for improvement in the hints
provided in prompts. MT0 tends to be confused
with negation. For example, even with the hint
‘hint: “no claro” is a Spanish phrase that has a
negative meaning.’, the model answered POSITIVE.
This suggests the model likely misunderstood that
“claro” (‘clear’) was a negative word and interpreted
it as negated.

6 Conclusion

This paper exploited external knowledge for the
multilingual sentiment classification task on LLMs
and achieved promising results. It demonstrated
that the sentiment extractor can compensate the
lack of linguistic knowledge in LLMs in several
languages. Additionally, even when incorrect in-
formation was provided, the LLMs were able to
handle apparent mistakes, suggesting that the com-

bination of the two approaches works best. How-
ever, several models did not recognize all the hints,
indicating further enhancement of this combination
is possible with better prompting techniques.

7 Limitations

This paper aims to explore the capability to incorpo-
rate external lexical and syntactic knowledge even
when an LLM does not perform adequately for
certain languages and domains, rather than solely
pursuing state-of-the-art scores in a specific clas-
sification task. Therefore, there may be better sys-
tems (e.g. GPT-4) to solve this task more accurately.
Nonetheless, this work is meaningful as it aims to
improve the task even when large models are not
applicable due to computational or legal reasons.
Additionally, there is another advantage for users
to control the resources without needing to retrain
or fine-tune LLMs.

The sentiment extractor utilized in this paper
does not always extract correct sentiment expres-
sions and indeed, the recall is low for languages
such as Korean and Chinese. Such an external
component cannot be perfect but it is possible to
enhance the syntactic rules and lexical resources
when a new language is needed, and the updated
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components can naturally be applied to our tech-
nique.

Since we are using small parallel data sets and
not providing any machine learning model, the
prompts and parameters were not fully optimized
for this task and data set, except for the additional
line for the prompt for the MT0 model described in
Section 4.2. Thus there can be better-performing
prompts and parameters that could potentially im-
prove the results further. Also, the evaluation
datasets with limited number of instances cannot
support the results with statistical significance for
each language, thus we provide qualitative discus-
sion with interpretable instances with outputs by
the sentiment extractor.

8 Ethical Statement

Since we are using an existing dataset and LLMs
for evaluation and we don’t release new text data,
there is no ethical concerns in this paper.
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Figure 8: Example from Parallel Sentiment and extraction results by the sentiment extractor. POSITIVE label was
commonly given for the parallel sentences in 15 languages. Highlighted words in blue are the positive words
detected by the sentient extractor, and the underlined words are the targets of the positive sentiment (targets are not
cared in prompting in this work).

T5 UL2 MT0 Llama2 Mixtral Llama3
hints − + − + − + − + − + − +

ar N N N N P P N N P P P P
cs p N P P P P P N P P P P P
de p N P P P P P P P P P P P
en P P P P P P N N P P P P
es p N P N P N P N P P P P P
fi p N N N N N P N P P P N P
fr p N P P P N P N P P P P P
id N N N N P P N N P P P P
it p N P P P P P N P P P P P

ja N N N N P P P P P P P P
ko N N N N P P N N P P N N
pt p N P N P P P N P P P P P
ru N N N N P P N N N N P P
tr N N P N P P P P P P P P

zh N N N N P P N N P P P P

Table 2: Hints generated by the sentiment extractor, and sentiment classification results without and with hints for
the sentences in Figure 8 on the four models. Highlighted cells indicate the correct predictions.

A Appendix

A.1 Prompt for Phrase
The hint prompt shown in Section 3.2 is for a senti-
ment expression consisting of a single word with
a polarity. When multiple words form a positive
or negative expression, the hint is generated in the
following format:

hint: "[phrase]" is a(n) [lang] phrase which
has a [polarity] meaning.

For example, a sentence ‘we never like it’ has
a negative expression, though “like” is a positive
verb7. The hint in this case is:

hint: “never like” is an English phrase which has
a negative meaning.

7The sentiment annotator cares about the parts-of-speech,
thus “like” used as a preposition is not regarded as a positive
word.

Similarly “have merit” (positive) and “too short”
(negative) are given as phrasal hints.

A.2 Prompt Adjustment
As mentioned in Section 4.2, the MT0 model tends
to output POSITIVE. Therefore, we replace “Please
just answer the label.” in the prompt in Section 3.1
with the following sentence. This increases the
MT0’s base scores by 20% on average.

In this case all input is either of them,
and do not hesitate to select NEGATIVE when
you think the input is relatively negative things
in some way.

A.3 Multilingual Examples
Figures 8 and 9 show the examples in Parallel Sen-
timent. As shown in the result of automatic sen-
timent extraction, the extractor does not always
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Figure 9: Another example with NEGATIVE annotation. The words highlighted in pink are negative words detected
by the system. In Spanish, a preterite form of “solicitar” (‘to request’) was wrongly detected as positive due to a
wrong parsing result in a coordination structure.

T5 UL2 MT0 Llama2 Mixtral Llama3
hints − + − + − + − + − + − +

ar N N N N P P N N N N N N
cs N N N N N N N N N N N N
de N N N P P P N N N N N N
en n N N N N P N N N N N N N
es n,p N N N N P P N N N N N N

fi N N N N N N N N N N N N
fr n N N N N P N N N N N N N
id n N N N N P N N N N N N N
it n N N N N P N N N N N N N

ja n, n N N N N P N N N N N N N
ko N N N N P P N N N N N N
pt n,n N N N N N N N N N N N N
ru n N N N N P N N N N N N N
tr N N N N P P N N N N N N

zh N N N N P P N N N N N N

Table 3: Results for sentences in Figure 9. Highlighted cells indicate the correct predictions.

extract sentiment expressions, and the recall is low
in some languages such as Arabic, Korean and Chi-
nese. It causes the low scores shown in “No LLM”
bars in Figure 2.

Table 2 shows the sentiment classification results
for the sentences in Figure 8. The column labeled
‘hints’ shows positive (p) or negative (n) words
provided as hints, which correspond to highlighted
words in Figure 8. The right part shows the clas-
sification results by six models, without (‘−’) or
with (‘+’) hints. ‘P’ and ‘N’ denote POSITIVE and
NEGATIVE respectively. ‘P‘ is the correct label for
all the languages, so we can see the classification
by all models was changed to the correct one in one
or more languages, and when no hint was given,
the result was unchanged, with an exception due to
nondeterministic behavior of the UL2 model.

Table 3 shows the results for another example in
Figure 9. The correct label is ‘N’. MT0 tends to se-
lect POSITIVE but the hints successfully invert the
decision in 6 languages. The sentiment extractor

outputs both positive and negative expressions in
Spanish and both were added as hints, but it did not
have detrimental results. This was the easy case
for other models so prediction was NEGATIVE even
without hints.
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