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Abstract

Manually annotating a treebank is time
consuming and laborintensive. We conduct
delexicalized crosslingual dependency pars
ing experiments, where we train the parser on
one language and test on our target language.
As our test case, we use Xibe, a severely
underresourced Tungusic language. We as
sume that choosing a closely related language
as the source language will provide better re
sults than more distant relatives. However, it
is not clear how to determine those closely re
lated languages. We investigate three differ
ent methods: choosing the typologically clos
est language, using LangRank, and choosing
the most similar language based on perplexity.

We train parsing models on the selected lan
guages using UDify and test on different gen
res of Xibe data. The results show that lan
guages selected based on typology and per
plexity scores outperform those predicted by
LangRank; Japanese is the optimal source lan
guage. In determining the source language,
proximity to the target language is more impor
tant than large training sizes. Parsing is also
influenced by genre differences, but they have
little influence as long as the training data is at
least as complex as the target.

1 Introduction

For a severely lowresource language, construct
ing a dependency treebank is laborintensive and
timeconsuming, and annotators are difficult to
find. Expanding a small treebank via monolin
gual dependency parsing leads to suboptimal re
sults since we lack enough training data to train
a reliable parser. This situation has led to an
increasing interest in techniques for supporting
lowresource languages by taking advantage of
highresource languages together with methods
for crosslingual transfer (MeechanMaddon and

Nivre, 2019). This is facilitated by the Univer
sal Dependencies (UD) project, which has resulted
in a treebank collection covering a wide range of
language, with the goal of facilitating multilingual
parser development (Nivre et al., 2020). The lat
est release (v2.7) covers 183 treebanks in 104 lan
guages (Zeman, 2020). In our current work, we
carry out preliminary singlesource crosslingual
delexicalized dependency parsing experiments for
the Xibe language. With this method, we train
a parser on the treebank of one source language
and parse the target language, with both treebanks
delexicalized to abstract away from lexical differ
ences between the two languages.
Choosing the source language is crucial for

singlesource crosslingual parsing. The optimal
source language needs to be syntactically close
to the target language as well as highresourced.
However, it is not obvious how to select this lan
guage. We investigate three methods for select
ing the source language: We compare LangRank
(Lin et al., 2019) and typology, and we investigate
whether using perplexity as a similarity metric can
approximate typological knowledge. Then we in
vestigate whether the size of the source treebank or
a genre mismatch affect the quality of the parser.
The remainder of this paper is organized as fol

lows: Section 2 provides a short overview of Xibe
syntax. In Section 3, we describe our research
questions in more detail. In Section 4, we briefly
summarize methods of crosslingual transfer. The
experimental settings are introduced in Section 5.
We then explain the methods for selecting source
languages in Section 6, and in Section 7, we dis
cuss our results. We conclude in Section 8.

2 The Xibe Language and Treebank

Xibe is a Tungusic language. There are twelve lan
guages in the Tungusic language family spoken in
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Figure 1: Dependency tree for ‘My aunt buys tomatoes
at the market’.

Central and Eastern Asia, but the numbers of Tun
gusic speakers have never been large (Robbeets
and Savelyev, 2020). The language of Xibe is the
one with a comparatively larger amount of active
speakers in the whole language family.
Xibe shares morphological and syntactic fea

tures with other transeurasian languages. The
transeurasian languages have a very rich system
of case marking through the use of affixes (or par
ticles in Japanese and Korean). All transeurasian
languages are head final, they use verbfinal word
order, and attributes, complements, and adjuncts
precede their headwords. In Xibe, clausal con
stituents have a rigid SubjectObjectVerb (SOV)
word order, and all phrasal categories are consis
tently headfinal. Like other Tungusic languages,
Xibe has agglutinative morphology, which mainly
focuses on verbs in that verbs are marked for tense,
aspect, mood and voice, as well as converbs and
participles.
Zhou et al. (2020) describe a Xibe treebank an

notated in the Universal Dependencies framework,
containing 810 trees. Figure 1 shows an exam
ple Xibe dependency tree. The matrix predicate
is at the sentence final position with the object and
oblique constituent, marked by corresponding case
markers, preceding the verb and the present tense
suffix mbi attached to the verb root.

3 Research Questions

Our research focuses on crosslingual dependency
parsing using a single target language and concen
trates on determining the best method to select the
optimal source language. More specifically, we in
vestigate the following questions.

Question 1 What are the most important factors
to consider when choosing the best source lan
guage(s)? We investigate three methods: one uses
typological knowledge, the second uses LangRank
(Lin et al., 2019), a machine learning approach to
rank languages based on their relatedness. The
third method uses POS ngram perplexity to deter
mine similarity between languages. Here, our goal
is to determine whether perplexity can be used to
model typological knowledge.

Question 2 Ideally, an optimal source language
should be closely related to the target language as
well as highresourced, since we need a sizable
treebank that can be used for training the parser.
However, is a large treebank size more important
than syntactic similarity with the target language
in delexicalized dependency parsing?

Question 3 The Xibe treebank includes sen
tences from two different genres, grammar exam
ples and news whereas most UD treebanks contain
multiple written genres. Considering that the per
formance of the parsing models trained on one do
main degrades on sentences drawn from a different
domain (McClosky et al., 2010), we assume that
this happens in our setting as well. Therefore, we
investigate how a parser trained on multiple genres
performs on the two target language genres. Is the
mixture of genres in the source data robust enough
to cover both of our target genres?

4 Related Work

Crosslingual transfer learning has been useful in
improving the accuracy of a lowresource target
language and has been applied in a multitude of
tasks (Lin et al., 2019). The process of cross
lingual transfer learning refers to resources and
models from highresource source languages to
lowresource target languages on different levels.
There are four main crosslingual parsing ap

proaches for dependency parsing: annotation pro
jection (Yarowsky et al., 2001; Hwa et al., 2005),
model transfer (Zeman and Resnik, 2008; McDon
ald et al., 2011), treebank translation (Tiedemann
et al., 2014; Tiedemann and Agić, 2016), and mul
tilingual parsing models (Duong et al., 2015b; Am
mar et al., 2016; Kondratyuk and Straka, 2019).
The annotation projection approach requires par
allel treebanks of both source language and target
language, and the treebank translation approach re
quires a machine translation system, while in the
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model transfer approach, models trained on source
language treebanks are directly applied to parse tar
get languages. A multilingual parsing model is ei
ther a model trained on one source language which
is refined by taking advantage of similar structures
shared with the target language, or a multilingual
model usingmultilingual word clusters and embed
dings or languagespecific features.

The main challenge for crosslingual parsing
is to reduce the language discrepancies on differ
ent levels between the source language and the
target language. To reduce the great differences
in writing systems and vocabulary, Zeman and
Resnik (2008) used delexicalization, based on the
hypothesis that the interaction between morphol
ogy and syntax in two languages is similar; they
applied this approach in parsing Swedish using
Danish as the source language. Since this method
does not require bilingual parallel data, it is exten
sively implemented combining with other features.
McDonald et al. (2011) implemented the idea of
delexicalizing the parsing models and adapting the
parsers with a constraint driven learning algorithm
that achieved accuracy gains. Søgaard (2011) im
proved the approach by Zeman and Resnik (2008)
by selecting the source sentences that are most
similar to the target language. Rosa and Žabokrt
ský (2015) trained an MSTParser model interpola
tion as an alternative for multisource crosslingual
delexicalized dependency parser transfer. The
work by Rosa (2015) involved the training of sev
eral independent parsers which were applied to the
same input sentence. The resulting tree was ob
tained by finding the maximum spanning tree of a
weighted directed graph of the potential parse tree
edges from the different parsers.

In addition to delexicalized methods, cross
lingual lexical representations can also be used in
dependency parsing. Täckström et al. (2012) used
parallel data to induce crosslingual word clusters,
and added them as features for their delexicalized
parser. Xiao and Guo (2014) proposed that the
source and target language words with the same
meaning share a common embedding. The em
beddings are jointly trained with a neural model
and are used for dependency parsing. Duong et al.
(2015a); Ahmad et al. (2019); He et al. (2019)
proposed different methods to develop multilin
gual word representations and used them for de
pendency parsing. Also, these approaches utilize
zeroshot parsing since the trained parsing mod

els parse a target language without any training
target instances (RomeraParedes and Torr, 2015).
It is a suitable method for parsing lowresource
languages because knowledge between different
languages is transferable and labeled lowresource
language data is difficult to obtain.
For Xibe, there are currently no parallel corpora

or machine translation systems available, which
makes model transfer the most feasible approach.
In order to achieve zeroshot singlesource cross
lingual parsing, we first train a parsing model on
one source language treebank, then parse the tar
get language using this model. As Xibe is written
in the traditional Mongolic alphabet, which differs
greatly from all the candidate source languages,
we must minimize these differences. Therefore,
we use treebank delexicalization by replacing lexi
cal items with only partofspeech tags in both the
source and target languages.

5 Experimental Settings

5.1 LangRank and Perplexity Calculation

5.1.1 LangRank
When predicting transfer languages, LangRank re
quires four types of input: a segmented target
language dataset, an unsegmented target language
dataset, target language code (in our case sjo)
and task label (DEP). We use the 1 131 Xibe
sentences (see Section 6.2) as the unsegmented
dataset, and we create the segmented dataset with
SentencePiece (Kudo and Richardson, 2018)1.
SentencePiece is a languageindependent sub
word tokenizer and detokenizer, which creates sub
word models directly from raw sentences, along
with tokenization. Such a subword model is
required by LangRank. We use the following
SentencePiece parameters: We set the final vo
cabulary size to 8 000 since the Xibe dataset is
small. We use the default value for the other two
parameters, that is, the amount of characters cov
ered by the model is set to 1.0, and the model type
is set to unigram.

5.1.2 Perplexity
We compute perplexity scores based on POS bi
grams. We build the bigram language models us
ingNLTK (Bird, 2006) and use Laplace Smoothing
to avoid zero probability for unseen bigrams, then
calculate perplexity of each Xibe sentence over the

1https://github.com/google/sentencepiece



1629

source language model. The final score is aver
aged over all Xibe sentences per source language
model.

5.2 Treebanks

The training data we use come from the Univer
sal Dependencies (UD) project, version 2.72. That
is, we retrieve treebanks of the candidate source
languages described in Section 6. Since Turk
ish, Korean, and Japanese have multiple treebanks
in UD, we use three Turkish treebanks: tr_gb,
tr_imst and tr_boun, and three Japanese tree
banks, ja_modern, ja_bccwj and ja_gsd. The
perplexity score of ko_kaist is 22.77 which is
much higher than ko_gsd, we therefore only use
ko_gsd (see Table 3). As for the remaining lan
guages, if the language has more than one tree
bank, we only select the largest. We use the con
catenation of train/dev/test splits per source lan
guage treebank as our training data. Moreover,
the treebanks of candidate source languages dif
fer from one another in size (see Table 4 and Ta
ble 5). bxr_bdt, kk_kdt, and ja_modern have
only around 1 000 trees, the other treebanks range
between around 3 000 and almost 90 000 trees.
The size discrepancy is reduced by limiting each
language to at most 3 000 trees, sampled randomly
where necessary.
Since we use treebanks from the Universal De

pendencies project, all treebanks share the same
annotation scheme. However, we are aware that
there may be differences in terms of annotation
quality or the interpretation of language specific
characteristics. Such issues are beyond the current
project, but need to be addressed in future work.
The test data comes from the Xibe treebank,

which generates three test datasets based on genre:
1. grammar: 544 grammar examples

2. news: 266 news sentences

3. mixed: the two genres combined, 810 trees
We delexicalize all the treebanks by replacing

their word forms with their POS tags.

5.3 Parser

We use UDify (Kondratyuk and Straka, 2019) for
the parsing experiments. UDify is a stateofthe
art multilingual multitask model capable of accu
rately predicting universal parts of speech, mor
phology features, lemmas, and dependency trees

2https://universaldependencies.org/

simultaneously. It uses the pretrained multilin
gual BERTmodel, which allows it to handle a large
number of languages with reasonable performance,
without requiring any languagespecific compo
nents. On top of the BERT model, the parser uses
an attention layer and amultitask learning setup so
that each of the linguistic tasks, predicting partof
speech, morphological features, lemmas, and de
pendencies are single tasks that are learned jointly.
To determine whether UDify can parse Xibe

straightforwardly without removing lexical items,
we parse Xibe with the pretrained UDify model,
obtaining a UAS of 24.28% and an LAS of 6.79%.
These results provide a strong indication that the
vocabulary differences between Xibe and other
languages cannot be bridged by the multilingual
BERT model. Consequently, we decided to delex
icalize our data and use (gold) POS sequences in
stead.
We train the individual models on the delexical

ized treebank of each source language and parse
theXibe texts (also delexicalized) using thosemod
els. We use the default parameters, but set the
warmup_steps and start_step to 256.

5.4 Evaluation
Evaluation is performed using the Unlabeled At
tachment Score (UAS) and Labeled Attachment
Score (LAS), as computed by the official evalua
tion script provided for the CoNLL 2018 shared
task3.

6 Source Language Selection Methods

In this section, we describe the three methods for
determining the best source languages, and present
the languages chosen by these methods.

6.1 Typology Based Selection
The first approach uses linguistic knowledge: As
described in Section 2, Xibe is a Tungusic lan
guage that shares morphological and syntactic fea
tures with other transeurasian languages. There
fore, transeurasian languages are assumed to be
good candidates, including those belonging to Tur
kic, Mongolic, Tungusic, Koreanic and Japonic
language families. To ensure that the candidate
source languages have at least one dependency
treebank, we limit our experiments to the follow
ing languages, which are included in the most re

3https://universaldependencies.org/conll18/
evaluation.html

https://universaldependencies.org/
https://universaldependencies.org/conll18/evaluation.html
https://universaldependencies.org/conll18/evaluation.html
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Genre Top 3 predictions
grammar examples Czech ces

Norwegian nor
Spanish spa

news Finnish fin
Slovenian slv
Korean kor

mixed Finnish fin
Slovenian slv
Slovak slk

Table 1: LangRank predictions on three genres.

cent release of the Universal Dependency treebank
collection: Buryat (Mongolic), Japanese (Japonic),
Korean (Koreanic), Kazakh (Turkic), Turkish (Tur
kic), and Uyghur (Turkic).

6.2 LangRank Based Selection

LangRank (Lin et al., 2019) is an approach for
choosing source languages for crosslingual NLP
tasks including machine translation, entity link
ing, partofspeech tagging, and dependency pars
ing. The task of selecting the optimal source lan
guages for an NLP task is formulated as a ranking
problem. Given a lowresource target language
and a set of candidate source languages, a model
is trained to rank the source languages according
to the performance achieved when they are used
in training to process the target language. Each
candidate source language is represented with a
set of datasetdependent and datasetindependent
features. The datasetdependent features include
dataset size, typetoken ratio, word overlap and
subword overlap, and the datasetindependent fea
tures include geographic distance, genetic distance,
inventory distance, syntactic distance, phonologi
cal distance, and feature distance. Based on these
features, the system implements gradient boosted
decision trees (GBDT; Ke et al. (2017)) to select
the best transfer languages for the four NLP tasks.
In our experiment, we use the Xibe treebank sen

tences (544 grammar examples and 266 news sen
tences) for prediction. We collect 321 more sen
tences from news to keep the two genres balanced,
since LangRank does not define how much data is
needed. Note that we use sentences as input for
LangRank, we do not delexicalize the data for this
step.
Table 1 lists the top three predicted source lan

guages for each genre. Czech, Norwegian and

Feature Top 3 languages
geographic Russian rus

Hindi hin
Latvian lav

genetic Latvian lav
Czech ces
Norwegian nor

word overlap Chinese zho
Indonesian ind
English eng

Table 2: Top 3 predictions using a single feature in
LangRank.

Spanish rank among the top three when we feed
in grammar examples. Finnish, Slovenian and Ko
rean are the top three predictions when only news
is used as input. Additionally, Finnish and Slove
nian are also top languages when mixed data is
used, followed by Slovak.
Lin et al. (2019) mentioned the possibility that

LangRank cannot generalize well on certain lan
guages since it is trained only on a few languages
for the particular tasks. To obtain more educated
guesses for choosing the transfer language, they an
alyzed the learned models and extracted the most
important features for given tasks. In the depen
dency parsing task, geographic distance, genetic
distance and word overlap are features that yield
good scores on their own. Table 2 lists the top 3
predictions when only one relevant feature is used.
In Table 1 and Table 2, only Czech and Norwe
gian appear in both results. But the results can be
explained more easily. For example, Russia and
India are geographically closer to the area where
Xibe is spoken, and Xibe has larger word overlap
with Chinese as a result of longterm language con
tact.

6.3 Perplexity Based Selection

Here, we attempt to automatically approximate
the typological approach by determining similar
ity via POS bigrams. We use perplexity as a sim
ilarity metric. Basically, we determine the opti
mal source languages among the languages cov
ered by Universal Dependencies by computing the
perplexity between each of the treebanks (see Sec
tion 5.2) and Xibe. As vocabularies and orthogra
phies among languages differ greatly, we use POS
bigrams instead of words to calculate perplexity.
The inherent assumption is that the POS bigrams
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Language ISO Lang.family Treebank PP

Buryat bxr Mongolic bxr_bdt 7.93
Kazakh kaz Turkic kk_ktb 8.30
Turkish tur Turkic tr_imst 8.59
Uyghur uig Turkic ug_udt 8.69
Turkish tur Turkic tr_boun 9.22
Turkish tur Turkic tr_gb 9.25
Japanese jpn Japonic ja_modern 12.48
Japanese jpn Japonic ja_bccwj 13.94
Japanese jpn Japonic ja_gsd 14.36
Korean kor Koreanic ko_gsd 13.27
Korean kor Koreanic ko_kaist 22.77

Table 3: Perplexity scores for source languages.

give us a local view of Xibe syntax that will allow
us to determine syntactic similarities to other lan
guages. A language that is close to Xibe should
have a low perplexity score.
We find that the perplexity scores of the Mon

golic and Turkic languages are closest to Xibe
(lowest perplexity) among all languages (see Ta
ble 3). Comparing these languages with the ones
chosen based on typology in Section 6.1, there
are considerable overlaps, except for Japanese and
Korean. We also examine the perplexity scores
for KoreanXibe and JapaneseXibe: These scores
are higher than those for Turkic and Mongolic lan
guages but lower than most of the other languages.

7 Results and Analysis

In this section, we provide the results for our three
research questions.

7.1 How to Choose the Source Language?
Table 4 shows the parsing results for source
languages selected by typology. Among the
transeurasian languages, Kazakh achieved the
highest LAS of 58.69% on grammar examples
while Japanese achieved the highest LAS of
38.59% when tested on news and the highest LAS
of 44.91%when tested on mixed data. On all three
test datasets, Korean had the lowest LAS, with
40.54% on grammar examples, 29.16% on news
and 33.41% on mixed genres. Table 5 shows the
results for source languages selected by LangRank.
Korean scored the highest LASwhereas the lowest
was achieved by Spanish with 15.11% on grammar
examples, 8.45% on news and 10.94% on mixed
genres.
Based on Table 4, we find the most suitable

source language to be Japanese. Training on the
ja_gsd treebank results in the highest LAS for

news and mixed genres, but its LAS for grammar
examples is 3.19% lower than when training on
Kazakh. This proves that Kazakh is more accurate
than Japanese at labeling dependency relations. In
terms of news and mixed genres, the gap with
Japanese is actually larger, which we will inves
tigate in section 7.3. In addition, Uyghur also per
forms well, its LAS on mixed genre is only 1.21%
lower.

When using perplexity on POS bigrams to
choose the source language, we assume that a low
perplexity corresponds to a good match. How
ever, when we compare the complexity scores in
Table 3 and the parsing results in Tables 4 and
5, the situation is more complex: The Japanese
treebank ja_gsd performs best in parsing even
though it has a high perplexity score. The Ko
rean treebank ko_gsd has a slightly lower perplex
ity than the Japanese ja_bccwj, but the Japanase
LAS is about 11 points higher than the Korean
LAS (on mixed). Similarly, Kazakh, Uyghur, and
the Turkish tr_imst have similar perplexities, but
the Kazakh and Uyghur LAS are about 10 points
higher than the Turkish LAS (on mixed), even
though the Kazakh treebank is by far the smallest.
This shows that bigram POS perplexity is not an
ideal measure of syntactic similarity, even though
it performs better than LangRank.

As described in Section 6.2, standard LangRank
may not be able to provide the best predictions.
Therefore, we also investigate single features that
are important for dependency parsing (see Table 2).
According to the geographic feature, Hindi has
the highest LAS 39.93% (on mixed genre, see Ta
ble 6). Similar to Xibe, Hindi has a SubjectObject
Verb (SOV) word order. Hence, we assume that
the good performance of Hindi is a result of its syn
tactic similarity to Xibe rather than its geographic
proximity. The genetic feature alone is not a good
indicator for source language selection as all three
languages achieve LAS around or below 20% (see
Table 6). Languages selected via the wordoverlap
feature have poor results as well. On the mixed
genre, Chinese achieves an LAS of 21.03% while
Indonesian and English achieve only 13.97% and
13.22% respectively (see Table 6). Since we only
used POS tags, we ignore borrowed Chinese words
in Xibe sentences, and the higher performance of
Chinese shows that Xibe is syntactically closer to
Chinese than to English and Indonesian. Neverthe
less, the LAS of Chinese is much lower than that of
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Language Treebank Treebank Training grammar news mixed
name size size UAS LAS UAS LAS UAS LAS

Buryat bxr_bdt 927 927 65.00 43.70 44.89 32.45 52.40 36.65
Kazakh kk_kdt 1 078 1 078 72.17 58.69 45.40 34.30 55.41 43.42
Turkish tr_gb 2 880 2 880 69.22 50.39 33.08 23.91 46.58 33.81
Turkish tr_imst 5 635 3 000 65.03 43.74 48.04 32.77 54.39 36.87
Turkish tr_boun 9 761 3 000 66.61 47.21 51.97 37.77 57.44 41.30
Uyghur ug_udt 3 456 3 000 69.45 52.48 54.60 38.46 60.15 43.70
Korean ko_gsd 6 339 3 000 54.35 40.54 41.26 29.16 46.15 33.41
Japanese ja_modern 822 822 69.94 52.42 51.82 38.95 58.60 43.98
Japanese ja_bccwj 57 028 3 000 73.34 55.41 53.68 37.26 61.03 44.04
Japanese ja_gsd 8 071 3 000 73.68 55.50 55.01 38.59 61.99 44.91

Table 4: Parsing results with typologically related languages as source languages, based on perplexity.

Language Treebank Treebank Training grammar news mixed
name size size UAS LAS UAS LAS UAS LAS

Czech cs_pdt 87 913 3 000 31.74 19.68 18.13 10.54 23.00 13.95
Norwegian no_bokmaal 20 044 3 000 33.35 21.87 21.02 14.48 25.63 17.25
Spanish es_ancora 17 680 3 000 23.03 15.11 13.87 8.45 17.30 10.94
Finnish fi_ftb 18 723 3 000 52.72 37.47 34.32 26.02 41.20 30.30
Slovenian sl_ssj 8 000 3 000 32.64 19.66 18.68 10.15 23.89 13.71
Korean ko_gsd 6 339 3 000 54.35 40.54 41.26 29.16 46.15 33.41
Slovak sk_snk 10 604 3 000 30.19 19.94 14.48 8.74 20.35 12.89

Table 5: Parsing results for languages chosen by LangRank.

any transeurasian language in Table 4, even lower
than Korean by 12.38 points.

7.2 Syntactic Similarity vs. Data Size

In the previous section, we have found Japanese to
be the optimal source language for Xibe, followed
byUyghur andKazakh. However, the Kazakh tree
bank only contains 1 078 trees while the Japanese
ja_gsd and Uyghur models are trained with 3 000
trees. We investigate whether the training set size
is the main factor in reaching good parsing accu
racy. Consequently, we sample 1 000 trees from
the Japanese ja_gsd treebank, making the train
ing set size comparable to Kazakh kk_kdt. Pars
ing results are displayed in Table 7. On all three
test datasets, when training with 1 000 trees, the
LAS slightly decreases compared to 3 000 trees.
Despite this, both LAS and UAS are still higher
for the 1 000 Japenese trees than for Kazakh, with
the exception of the LAS on the grammar exam
ples. This shows clearly that the training set size
is contributing only minimally.
As the Japanese results increase slightly when

increasing training data from 1 000 to 3 000 trees,
an obvious question is whether we can improve

results by increasing the training set size further.
Thus, we train parsing models by sampling 6 000
trees from ja_gsd and using all 8 071 trees respec
tively (see Table 7). However, we only see a min
imal increase in LAS (45.03% vs. 44.91%) and a
small decrease in UAS (on mixed). Thus we can
conclude that larger training data do not necessar
ily lead to an improvement in performance.
We also had a closer look at Japanese and Ko

rean, which share many linguistic features, de
spite which Japanese performs better than Ko
rean. On mixed data, Korean obtains an LAS of
33.41%. One possible reason for such a large gap
can be found in the differences in annotations be
tween the two languages. As described by Han
et al. (2020), in the UD Korean treebanks, a sen
tence is segmented into eojeols. An eojeol can
consist of lexical morphemes and functional mor
phemes, which means the functional morpheme is
agglutinated to the lexical item preceding it. In
contrast, the Japanese treebank adopts the Short
Unit Word (SUW). This means that functional
morphemes are annotated as separate units in the
Japanese treebank, and their dependency relations
are present. In Xibe, function words are written as
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Language Treebank Treebank Training grammar news mixed
name size size UAS LAS UAS LAS UAS LAS

geographic feature
Russian ru_syntagrus 61 889 3 000 28.14 17.84 18.79 9.42 22.28 12.56
Hindi hi_hdtb 16 647 3 000 67.99 50.65 50.80 33.53 57.22 39.93
Latvian lv_lvtb 13 643 3 000 37.78 23.68 26.67 18.36 30.82 20.35

genetic feature
Latvian lv_lvtb 13 643 3 000 37.78 23.68 26.67 18.36 30.82 20.35
Czech cs_pdt 87 913 3 000 31.74 19.68 18.13 10.54 23.00 13.95
Norwegian no_bokmaal 20 044 3 000 33.35 21.87 21.02 14.48 25.63 17.25

wordoverlap feature
Chinese zh_gsdsimp 4 997 3 000 47.16 25.67 33.80 18.26 38.80 21.03
Indonesian in_gsd 5 593 3 000 23.40 16.28 16.39 12.60 19.01 13.97
English en_ewt 16 662 3 000 28.51 18.45 19.03 10.10 22.58 13.22

Table 6: Parsing results for source languages chosen using a single feature in LangRank.

Language Treebank Treebank Training grammar news mixed
name size size UAS LAS UAS LAS UAS LAS

Japanese ja_gsd 8071 1000 72.57 54.79 53.27 37.74 60.48 44.11
3000 73.68 55.50 55.01 38.59 61.99 44.91
6000 73.16 55.62 54.43 38.38 61.43 44.82
8071 73.20 55.74 54.33 38.64 61.39 45.03

Table 7: Parsing results with sampling different amounts of data from ja_gsd

separatewords inmost cases and overtly annotated,
which is more similar to the Japanese treebank.

7.3 Does Genre Matter?
As shown in Section 5.2, the Xibe treebank con
sists of two different genres (grammar and news)
while most of the source treebanks have multiple
genres. This design allows us to see how different
genres influence parsing results. One prominent
difference between Xibe grammar examples and
news is that news sentences are much longer and
use more complex syntactic structure. Thus, we
expect to reach higher accuracy on the grammar ex
amples. This is born out by the results in Tables 4
and 5: Among transeurasian languages in Table 4,
Turkish tr_gb has the largest LAS difference be
tween grammar examples and news by 26.48%
whereas Uyghur has the smallest by 9.44%. In Ta
ble 5, Finnish displays the largest LAS discrepancy
between the two genres by 11.45% whereas Span
ish has the smallest difference by 6.66%. We find a
general tendency that results on grammar are con
siderably higher than those on news, with sizable
differences.
We now have a closer look at the three Turkish

treebanks since tr_gb mainly contains grammar

examples while the other two contain news and
nonfictional data. Comparing performance of the
models trained on the three treebanks, when we
test with grammar examples, tr_gb outperforms
the other two even though it is smaller in size.
When testing on news, tr_boun and tr_imst
reach similar results: tr_boun reaches an LAS of
37.77% and tr_imst reaches an LAS of 32.77%.
However, tr_gb declines by 13.86% in LAS com
pared to tr_boun. The results indicate that genre
does influence parsing. When the training data
contains mainly simpler syntactic structures than
the test data, the parser cannot analyze the more
complex test data adequately.

8 Conclusion

In this research, we have investigated crosslingual
dependency parsing for Xibe. As we do not have
parallel data or a machine translation system for
this language, we delexicalize treebanks to avoid
orthographic and lexical differences. We propose
three criteria to select source languages, that is, ty
pology, perplexity, and automatic predictions by
the LangRank tool. Then, we train parsing mod
els with UDify and test them with the three sets of
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Xibe data. Our results demonstrate that syntactic
similarity is considered the most important factor
in delexicalized crosslingual parsing. Japanese is
found to be the optimal source language for pars
ing Xibe. Differences in genre also influence pars
ing. Parsers trained on simpler sentence structures
cannot analyze more complex test data.
In our current work, we use only one source lan

guage to parse Xibe. We will determine the best
concatenation of source languages for multilingual
parsing in the future. Additionally, we will re
segment the current units of the Korean treebanks
into smaller units and create dependency relations
by rules in order to determine if a more similar seg
mentation will lead to an improvement. Alterna
tively, we can use lexical information in parsing,
such as creating a bilingual dictionary or training
Xibe word embeddings.
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