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Abstract
Multimodal Machine Translation (MMT)
systems utilize additional information from
other modalities beyond text to improve
the quality of machine translation (MT).
The additional modality is typically in the
form of images. Despite proven advan-
tages, it is indeed difficult to develop an
MMT system for various languages primar-
ily due to the lack of a suitable multi-
modal dataset. In this work, we develop
an MMT for English→Bengali using a re-
cently published Bengali Visual Genome
(BVG) dataset that contains images with
associated bilingual textual description.
Through a comparative study of the de-
veloped MMT system vis-a-vis a Text-to-
text translation, we demonstrate that the
use of multimodal data not only improves
the translation performance improvement
in BLEU score of +1.3 on the development
set, +3.9 on the evaluation test, and +0.9
on the challenge test set but also helps to
resolve ambiguities in the pure text descrip-
tion. As per best of our knowledge, our
English-Bengali MMT system is the first
attempt in this direction, and thus, can act
as a baseline for the subsequent research in
MMT for low resource languages.

1 Introduction
Over the last decade, deep neural networks
(DNN) achieved state-of-the-art results for
many tasks including computer vision, natural
language processing, and speech processing—
which encouraged researchers to design a sys-
tem that will get benefit from the fusion of
multiple modalities (Caglayan et al., 2016).

English Text: A girl playing tennis.
Bengali Text: একিট েমেয় েটিনস েখলেছ

Figure 1: A sample from the BVG dataset: an im-
age with a specific region marked and its descrip-
tion in English and Bengali.

Multimodal Translation refers to the ex-
traction of information from more than one
modality where it is assumed that alternative
views would be used for input data (Suluba-
cak et al., 2020; Yao and Wan, 2020; Elliott,
2018). The tasks and applications in multi-
modal translation involve translation of image
captions, translation of video content, trans-
lation of spoken language, and others. These
applications exploit more than one modality
such as translation from video content includes
audio and visual modality, and translation of
image captions includes visual modality and
caption text. Although there are different
opinions on the performance of machine trans-
lation using visual modality but under lim-
ited resources, visual input generates better
translation (Caglayan et al., 2019). It is ob-
served that multimodal translation systems do
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not leverage the visual signal to produce the
correct translation in case of mistakes in the
source language sentence (Chowdhury and El-
liott, 2019).

When images are considered as an addi-
tional modality, the recent research can be
divided into two major approaches based on
their utilization of image features for the
MMT: processing the global image features
(Calixto and Liu, 2017), and processing the ob-
ject tags derived from the images (Gupta et al.,
2021). Cross-lingual visual pre-training which
learns multimodal cross-lingual representa-
tions also found effective in MMT (Caglayan
et al., 2021).

Bengali (also known as Bangla) is an Indo-
Aryan language widely spoken in India and
Bangladesh and considered as the 6-th most
spoken language of the world with approx-
imately 230 million speakers. Although
English-to-Bengali text-only parallel corpora
(Haddow and Kirefu, 2020; Ramesh et al.,
2021) are available for building MT systems
(Hasan et al., 2019, 2020; Parida et al., 2020);
the multimodal dataset for Bengali did not
exist. Thus, English-Bengali MMT systems
have not been developed until now. Recently,
the first English-Bengali multimodal dataset:
Bengali Visual Genome (BVG) has been pub-
lished (Sen et al., (in press) —which has facili-
tated research and development of correspond-
ing multimodal as well as image captioning
tasks.

The primary objective of this paper is to
develop an MMT system for Bengali where
the multimodal input is provided as an image
and its description in English. We have used
the BVG dataset to demonstrate our MMT
system. The BVG consists of image descrip-
tions (or captions) in the bilingual corpus for
a specific rectangular region in the image as
shown in Figure 1. The bounded box region
information (X, Y, width, height) for each of
the images is provided in the dataset. The
MMT system uses both text and the associ-
ated image to build the model to translate into
the target Bengali text. We extracted the ob-
ject tags as image features. Then the object
tags are appended to the original English sen-
tence which is then translated using mBART
(Liu et al., 2020), a multilingual sequence to

sequence model trained on millions of unsu-
pervised multilingual sentences. We also per-
form a comparative study between the English-
Bengali Text-to-text translation system and
the built MMT system.

2 Related Work
There is limited research conducted in the do-
main of multimodal machine translation for In-
dian languages. Other than Hindi, no MMT
system is available in other Indian languages
due to the unavailability of the multimodal
dataset for translation.

The Flickr30k dataset with Hindi descrip-
tion is used for multimodal NMT task by
Dutta Chowdhury et al. (2018). They at-
tempted to conduct multimodal translation
from Hindi to English and examined whether
visual image features can improve translation
performance. They used synthetic Hindi de-
scriptions for the Flickr30k dataset and pro-
vided validation and test corpus of English
translations of the Flickr30k dataset. Sim-
ilarly, Madaan et al. (2020) considered the
Flickr30k dataset and asked five different
crowd workers to provide Hindi translation of
an image from the dataset and generated En-
glish captions with evaluating the quality of
the translation.

Laskar et al. (2020) used Hindi Visual
Genome 1.1 dataset (Parida et al., 2019) and
used OpenNMT-py to build text-only NMT
and multimodal NMT. They had used pre-
trained CNN with VGG19 for extracting lo-
cal and global features from the images for
the multimodal translation. The multimodal
NMT performs better as compared to text-
only NMT.

3 Description of the MMT System
In this section, we describe the multimodal
translation system developed for English
→Bengali using the multimodal data which
consists of images accompanying text. Our
model is adapted from ViTA (Gupta et al.,
2021)1 which uses mBART (Liu et al., 2020),
a multilingual sequence-to-sequence denoising
auto-encoder that has been pre-trained us-
ing the BART objective (Lewis et al., 2020).
Gupta et al. (2021) built a English→Hindi

1https://github.com/kshitij98/vita

https://github.com/kshitij98/vita
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Figure 2: Multimodal machine translation. The object tags extracted from images along with the English
source text input to the mBART to generate the Bengali translation output.

multimodal translation system by utilizing
the object tags extracted from the images of
the Hindi Visual Genome multimodal dataset
(Parida et al., 2019) which is a dataset simi-
lar to the Bengali Visual Genome (see Section
4.1).

Similar to the ViTA approach, we first de-
rive the list of object tags for a given image us-
ing the pretrained Faster R-CNN with ResNet-
101-C4 backbone. Based on their confidence
scores, we pick the top 10 object tags. In cases
where less than 10 object tags are detected, we
consider all the tags. The object tags are then
concatenated to the English sentence which
needs to be translated to Bengali. The con-
catenation is done using the special token ‘##’
as the separator. The separator is followed
by comma-separated object tags. Adding ob-
jects enables the model to utilize visual con-
cepts which may not be readily available in
the original sentence. The English sentences
along with the object tags are fed to the en-
coder of the mBART model. The mBART’s
decoder generates the Bengali translations au-
toregressively. The block diagram of the mul-
timodal translation using object tags is shown
in Figure 2.

Gupta et al. (2021) applied ViTA for
English to Hindi translation by using the
mBART-25 model which has been pre-trained
using the BART objective (Lewis et al., 2020).
For this pre-training, only multilingual un-
supervised data spanning 25 languages was
used (Liu et al., 2020). Then they finetune
the model for the machine translation task
using 1.6 million English-Hindi parallel sen-
tences. Finally, they finetune the model on
the English-Hindi multimodal data with the
addition of object tags by (a) first masking

out 15% of the English tokens in the input
and then (b) with no masking. For translat-
ing from English to Bengali, however, we do
not perform a large-scale machine translation
pre-training using a million training examples.
We instead use the pre-trained mBART-502

model finetuned on the machine translation
task in a one-to-many setup using multilin-
gual data which contains merely 4487 English-
Bengali parallel sentences (Tang et al., 2020).
We take this pre-trained model and train it
further on the machine translation task using
the Bengali Visual Genome multimodal data
by adding object tags to the English source
sentences. Because of the scarcity of the pre-
training machine translation English-Bengali
parallel data (nearly 320 times smaller) as com-
pared English-Hindi parallel data, our system
represents a low-resource scenario.

Although the main approach we use is simi-
lar to the ViTA method by Gupta et al. (2021),
we state the one modification in our implemen-
tation and the reason behind it. The original
ViTA method stochastically masks out 15% of
the tokens in the input English sentence. This
is done to incentivize the model to utilize the
object tags while generating the Bengali trans-
lation and not rely only on the English sen-
tence. However, in our experiments, we do
not mask out 15% of the English tokens. This
is done because we already see gains above
the text-only results without masking. Us-
ing masking can potentially improve the mul-
timodal translation scores further.

2The mBART-50 model is trained using the same
objective as the mBART-25 model. The difference is
that the former supports 50 languages one of which is
Bengali. Bengali is not supported by the latter.
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4 Experiment Details

In this section, we first describe the dataset
used followed by details of model training con-
figurations.

4.1 BVG Dataset
Our experiments have been carried out using
the BVG (Sen et al., (in press) dataset. The
BVG dataset is segmented under four parts
as the Training set, Development test set (D-
Test), Evaluation test set (E-Test), and Chal-
lenge test set (C-Test). The BVG dataset
statistics are shown in Table 1.

4.2 Translation using image and text
modality

We used the large mBART one-to-many pre-
trained model3 in Huggingface Transform-
ers library (Wolf et al., 2020). We did
not freeze any model parameters during fine-
tuning, therefore, the number of trainable pa-
rameters was 610M. The fine-tuning did not
fit in the memory of a 28 GB GPU so we de-
creased the batch size to 1 and trained on a
48 GB GPU which was successful. The train-
ing time per epoch was 170 min. The model
was fine-tuned for a maximum of 30 epochs.
Adam optimizer (Kingma and Ba, 2014) was
used with a learning rate of 1e-4. The training
was stopped early if the development BLEU
score did not improve for 5 consecutive epochs.
The decoding beam size was set to 5. Model
checkpoints were saved after every epoch and
the best checkpoint was selected based on the
development BLEU score.

4.3 Translation using text modality
only

To demonstrate the impact of using image sig-
nals in the form of object tags, we conducted
the experiments described in the previous sec-
tion but without using any object tags. We did
not modify any other configuration to ensure
a fair comparison. We also note that adding
object tags results in a large increase of tokens
in each sentence. As a result, while not us-
ing object tags we observed that the training
time per epoch reduced to 60 min, that is, the
training was nearly 3 times faster.

3https://huggingface.co/facebook/
mbart-large-50-one-to-many-mmt

4.4 Translation using Text-to-text
transformer

In addition to the mBART pre-trained mod-
els, we also experimented with training a plain
transformer model (Vaswani et al., 2017) from
scratch. We first trained sentencepiece sub-
word units (Kudo and Richardson, 2018) set-
ting maximum vocabulary size to 8k. The vo-
cabulary was learned jointly on the source and
target sentences of the Bengali Visual Genome
training dataset. The implementation was
done using PyTorch (Paszke et al., 2019). The
number of encoder and decoder layers was set
to 3 each and the number of heads was set
to 8. The hidden size was set to 128, along
with the dropout value of 0.1. We initialized
the model parameters using Xavier initializa-
tion (Glorot and Bengio, 2010) and used the
Adam optimizer (Kingma and Ba, 2014) with
a learning rate of 5e− 4 for optimizing model
parameters. Gradient clipping was used to clip
gradients greater than 1. The training was
stopped when the development loss did not im-
prove for 5 consecutive epochs. For generating
translations, we used greedy decoding and gen-
erated tokens auto-regressively till the end-of-
sentence token was generated or the maximum
translation length was reached, which was set
to 100.

5 Result and Discussion

We have used the popular machine translation
metric BLEU (Papineni et al., 2002) for the
automatic evaluation, computed using sacre-
BLEU toolkit (Post, 2018).

The development BLEU scores during train-
ing are shown in Figure 3.

The development BLEU score increases as
the training progress. The mBART based
scores (both Text-to-text and Multimodal)
reach a notably high BLEU score even after
one epoch of training. This is because of the
prior knowledge acquired from pre-training,
which is missing in the case of the Text-to-text
transformer.

The MMT results on the D-Test, E-Test,
and C-Test are shown in Table 2. The C-Test
scores are consistently lower than D-Test and
E-Test scores, indicating that the C-Test con-
sists of more challenging segments which are
harder to translate to Bengali. The Text-to-

https://huggingface.co/facebook/mbart-large-50-one-to-many-mmt
https://huggingface.co/facebook/mbart-large-50-one-to-many-mmt
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Dataset #Sentences #Tokens
EN BN

Train 28930 143156 113993
D-Test 998 4922 3936
E-Test 1595 7853 6408
C-Test 1400 8186 6657

Table 1: Statistics of BVG for experiments. The number of tokens for English (EN) and Bengali (BN)
for each set are reported.
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Figure 3: Development BLEU scores during train-
ing.

text mBART performs better as compared to
the Text-to-text transformer model. The mul-
timodal mBART performs the best overall.

The object tags added to the original En-
glish sentences provide more context about the
image and enable the generation of a better
translation, which is indicated by the higher
overall BLEU scores. The improvement is seen
in translating C-Test as well.

We performed the comparison of MMT sys-
tem with the best Text-to-text translation sys-
tem without using any image features. There
is a performance improvement (BLEU score)
of +1.3 on D-Test, +3.9 on E-Test, and +0.9
on C-Test. Apart from performance, MMT
systems help to resolve ambiguities as shown
in the Table 3.

The MMT system can correctly translate
the ambiguous word court which the Text-to-
text MT system fails. We compared the trans-
lation output between both Text-to-text and
MMT systems and observed the MMT system
produces a better translation, correct word or-
der, no ambiguity as compared with the Text-
to-text MT system.

6 Manual Evaluation

To validate the automatic scoring, we man-
ually annotated 100 randomly selected sen-

tences from the C-Test set as translated by the
Text-to-text machine translation system and
MMT system. The annotation was performed
by the native Bengali speaker. Bengali Cap-
tions in the MMT translation outcomes fall un-
der five different sets where some of them are
translated perfectly without any issue, some of
them are very close to perfect, some of them
have parts of speech or grammar issues, some
of them have ambiguity in meanings, and some
of them have lack of words than original anno-
tation.

In this annotation, each annotated segment
gets exactly one label from the following set
(Parida and Bojar, 2018):

Flawless for translations without any error
(typesetting issues with diacritic marks
due to different tokenization are ignored),

Good for translations which are generally OK
and complete but need a small correction,

Partly Correct for cases where a part of the
segment is correct but some words are mis-
translated,

Ambiguity for segments where the MT sys-
tem “misunderstood” a word’s meaning,
and

Incomplete for segments that run well but
stop too early, missing some content
words. This category also includes the rel-
atively rare cases where the Text-to-text
or MMT system produced just a single
word, unrelated to the source.

The manual evaluation results are summa-
rized in following graph Figure 4. The MMT
system generates more flawless and good trans-
lation output as compared to the Text-to-text
system (see Figure 4). The Text-to-text sys-
tem obtained more partial correct and incom-
plete translation output. It observed that still
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MT System D-Test BLEU E-Test BLEU C-Test BLEU
Text-to-text transformer 42.8 35.6 17.2
Text-to-text mBART 49.8 39.6 25.9
Multimodal mBART 51.1 43.5 26.8

Table 2: Text only and multimodal translation performance on the BVG dataset.

Input Image Input Caption Text-to-text
Result

MMT Result

The water bottle
on the stand Ưয্ােŦ জেলর েবা-

তল
Ưয্ােŦ জেলর েবা-
তল

“Water bottle on
the stand”

“Water bottle on
the stand”

Two people wait-
ing to cross দজুন েলাক Èস

অেপক্ষা করেছ
দজুন েলাক Èস
অেপক্ষা করেছ

“Two people are
waiting cross”

“Two people are
waiting cross”

Man standing on
a tennis court েটিনস েকােটর্ দঁািড়-

েয় েলাক
েটিনস েকােটর্ দঁািড়-
েয় েলাক

“Man standing on
a tennis court”

“Man standing on
a tennis court”

stamp on boy’s
left hand েছেলিটর বাম হােত

Ưয্াĭ
েছেলিটর বাম হােত
Ưয্াƇ

“Stank on boy’s
left hand” (in-
correct Bengali
word ‘Stank’ ob-
tained in T2T
translation)

“Stamp on boy’s
left hand” (cor-
rect Bengali word
‘stamp’ obtained
in MMT transla-
tion)

fence around the
court আদালেতর চারিদ-

েক েবড়া
েকােটর্র চারপােশ
েবড়া

“Fence around
the court” (court
is translated by
T2T as Judicial
Court in Bengali)

“Fence around
the court” (court
is translated by
MMT as Tennis
Court in Bengali)

Table 3: Samples of Text-to-text and Multimodal Translation obtained from the Text-to-text mBART
and the Multimodal mBART systems. First two columns from left provide the input image and its
corresponding English caption. The third and fourth columns are the Bengali captions generated by
Text-only and Multimodal translation systems. For each Bengali caption, we also provide the English
translation.

there are ambiguities exist in the translation
output of both systems. Some translation sam-

ples are shown in Figure 5.



37

Figure 4: Manual evaluation summary. Out of 100
translation samples, five categories are chosen for
observing Text-to-text and Multimodal Machine
Translation Accuracy

7 Conclusion
In this paper, we build an English-Bengali
MMT system utilizing bi-lingual text and the
associated images which improves the trans-
lation quality (based on an automatic eval-
uation) and resolve ambiguities. Our work
helps to build a better English-Bengali MT sys-
tem and encourages researchers to explore the
MMT system for Bengali. The future work in-
cludes exploring other state-of-the-art MMT
systems on the BVG dataset and performs
a comparison analysis (Tamura et al., 2020;
Caglayan et al., 2021; Tan et al., 2020; Liu
et al., 2021).
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