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Abstract

Relevant information extraction in dis-
aster situation plays an important role
for crisis management. In this pa-
per we propose a deep learning based
method for event extraction in Hindi
from the man-made and natural dis-
aster related texts. The overall task
is to identify the event triggers from
text and then classify them into pre-
defined categories of interest. Our pro-
posed model follows an ensemble ar-
chitecture where we use Convolutional
Neural Network (CNN) and Bidirec-
tional Long Short-Term Memory (Bi-
LSTM) network as the base learning
models. We crawl the data from vari-
ous newswire sources, define the event
types and its annotation guidelines, an-
notate the datasets and then create a
benchmark setup for event extraction.
Experiments on 5-fold cross-validation
with approximately 80K token datasets
show the macro average and micro av-
erage F1-scores of 0.40 and 0.59, re-
spectively for event trigger detection
and classification.

1 Introduction
Event extraction is a very important task in
Natural Language Processing. Event is a
basic unit of knowledge representation, and
has been drawing growing attention of the
researchers and practitioners as an effective
mean for information organization. Event is
an occurrence that happens at a particular

place and at a particular time or time inter-
val. Different agencies and individuals intro-
duce a large amount of data in the web re-
lated to any particular event, by publishing
news reports in platforms like personal blogs,
web sites and news portals. The amount of
data is tremendous and hence retrieving rel-
evant information through manual process is
infeasible. Hence, there is a necessity to build
robust systems that would be able to mine the
desired information in an automated way. Ex-
tracting event triggers, classifying them into a
predefined set of categories and then associat-
ing arguments to these events plays an impor-
tant role in building an information extraction
system. In some of the domains such as disas-
ter, extracting relevant information in appro-
priate time is very important, in order to alert
both, the public and the government. Armed
with this effective information, post disaster
management activities can be carried out be-
cause it not only seeks public attention but
also the attention of government as well as
non-government agencies which are the key
players in post disaster management. Some
of the existing works focusing on English lan-
guage are reported in (Nugent et al., 2017;
Dittrich and Lucas, 2014; Yun, 2011; Klein
et al., 2013; Burel et al., 2017; Tanev et al.,
2008). In contrast, there has not been any
significant attempt to build event extraction
system in Indian languages. In recent times,
some of the works as reported in (Kuila and
Sarkar, 2017; Singh et al., 2017) focus event
extraction in Indian languages such as Hindi,
Tamil and Malayalam. These were mostly fo-
cused on extracting events from disaster re-122



lated tweets. Where as the first paper used
deep learning techniques to solve the prob-
lem, later one used classical machine learning
techniques such as Support Vector Machine
(SVM), Gradient Boosting and Random For-
est.

In our current work we propose a deep neu-
ral network based model for event extraction
that operates in two steps, viz. identification
of event triggers from text and then classify-
ing them into a set of predefined categories of
interest. Our focus is on Hindi language.

1.1 Problem Definition and
Contributions

Given a Hindi sentence of the form
w1,w2,w3,....wn, the task is to (i). iden-
tifying event triggers from text and (ii).
classifying event triggers into a set of prede-
fined categories.

(i) Predict the sequence of labels of the form
l1,l2,l3,....ln, where each label li corresponds
to wi and li∈ I,O,B. The tags I,O and B indi-
cate the inside, outside and beginning of entity
of an event 1. The example mentioned below
depicts the input sentence and output label se-
quence. Event triggers are boldfaced in input
sentence example.

• Input Hindi Sentence: गृह मंśालय मुंबई के
बम Ƞवĥफोटȋ के मǩेनजर इस बात कɏ ȟवशेष तौर पर
जांच कर रहा है ȟक अWरधाम मंȟदर और १९९३ के मुंबई
बम Ƞवĥफोटȋ के फैसलȋ कɏ ŠȠतȟŌया के ɴप मȅ तो यह
हमले नहȂ ɷए

• Transliteration: grih mantraalay mum-
bai ke bam visphoton ke maddenajar is
baat kee vishesh taur par jaanch kar raha
hai ki aksharadhaam mandir aur 1993
ke mumbai bam visphoton ke phaisa-
lon kee pratikriya ke roop mein to yah
hamale nahin hue

• Gloss: home/ ministry/ mumbai/ of/
bomb/ blasts/ of/ in_wake_of/ this/
talk/ of/ special/ modus/ on /investiga-
tion /do /stay /is / that /akshardhaam

1The encoding scheme is according to IOB2, where
I indicates the tokens that appear within trigger, B
denotes the beginning of a trigger and O denotes the
outside of an event trigger. The B is used only when
two events of the same type appear in consecutive se-
quence

/temple /and /1993 /of /mumbai /bomb
/blasts /of /decisions /of /reaction/ of
/form / in/ so/ this/ attack/ not/ hap-
pened

• Translation: In view of the Mumbai
bomb blasts, the Home Ministry is spe-
cially investigating the fact that these at-
tacks did not take place as response to
the Akshardham Temple and the 1993
Bombay bomb blasts.

• Output: O O O O I I O O O O O O O
O O O O O O O O O O O O I I O O O
O O O O O O I O O

(ii) Classify the detected event triggers into
predefined event types. For example, in
the above Hindi input sentence the boldfaced
event triggers belong to Terrorist_Attack
type.

The key contributions of our proposed work
lies in the following:

• Building a deep learning based event ex-
traction system in Hindi for disaster do-
main. Our proposed model is an en-
semble of both Convolution Neural Net-
work (CNN) (Kim, 2014) and Bidirec-
tional Long Short-Term Memory (Bi-
LSTM) (Schuster and Paliwal, 1997).

• Creating a benchmark setup for event ex-
traction in Hindi. This may be used as
a baseline model for further research to-
wards this direction.

2 Related Works
Event extraction is a well-known problem in
Natural Language Processing (NLP). Both the
feature based as well as neural network based
approaches have been used to solve this prob-
lem. Some of the feature based approaches
framed the entire event extraction task into
two subtasks, and solve each subtask sepa-
rately (Ji and Grishman, 2008; Liao and Grish-
man, 2010; Hong et al., 2011). The main dis-
advantage of this approach is the error prop-
agation. To overcome this problem (Li et al.,
2013) proposed a joint event extraction algo-
rithm which predicts both event triggers and
its arguments simultaneously. In (Yang and
Mitchell, 2016) both the approach are used i.e123



extracting event and entities jointly and that
also in document level. Chen et al. (Chen
et al., 2015) introduced a convolutional neu-
ral network (CNN) based word representation
model to capture meaningful semantic regu-
larities for words. CNN captures only the
most important information in a sentence but
may miss other valuable information. So for
multiple-event sentences, they proposed a dy-
namic multi-pooling CNN (DMCNN). DM-
CNN uses a dynamic multi-pooling layer ac-
cording to event triggers and arguments, to
reserve more crucial information. They re-
ported that their system significantly outper-
forms other state-of-the-art systems.

Event extraction task has also been ad-
dressed in specialized tracks dedicated in the
Text Analysis Conference (TAC). Many re-
search groups participated in the workshop
and submitted their works covering various
methods (classical supervised and deep learn-
ing models). We present here a brief survey
of the works that focused on deep learning
based methods. Frank et. al. submitted
a system at TAC KBP 2016 (Mihaylov and
Frank, 2016). They built a neural architecture
for event trigger detection, event type classi-
fication and event realis classification. They
used a Bidirectional Long Short-Term Mem-
ory (Bi-LSTM) based system for detecting
event triggers from text. They carried out ex-
periments with various configurations includ-
ing using Part-of-Speech (PoS) and depen-
dency label embeddings as additional infor-
mation into deep neural network. They also
performed experiments with short-cuts to the
output layer and reported improvement in the
performance. The work reported in (Dubbin
et al., 2016) implemented two variants of event
detection systems. Their first system used
manually created rules and a set of a very rich
linguistic resources whereas their second sys-
tem used deep neural networks.

Event extraction in disaster situation is
very crucial as it assists in supplying relevant
information to the affected people and the var-
ious other stakeholders including the govern-
ment agencies. A real-time news event ex-
traction system was developed by Joint Re-
search Center of the European Commission
(Tanev et al., 2008). The developed system

could extract violent and disaster events accu-
rately from on-line news though their system
was linguistically lightweight. Another study
(Yun, 2011) described a rapid event detection
system of disaster events and showed how to
detect a target event from tweets. They used
features like location, time, keywords and fre-
quency of keywords in tweets. A prototype of
real-time multilingual natural disaster identi-
fication and monitoring system based on Twit-
ter was introduced by (Dittrich and Lucas,
2014). In (Nugent et al., 2017) the authors
compared a set of supervised learning methods
to event type classification on English news
data. Majority of the works have been car-
ried out mostly in English and some other
resource-rich languages. In contrast there has
been a very little works on event extraction
on resource-poor languages such as the Indian
ones. A deep learning based system was built
by (Kuila and Sarkar, 2017) for event extrac-
tion in Indian languages like Hindi, Tamil and
Malayalam. The system was built for han-
dling tweets. Event classification and location
prediction was done in (Singh et al., 2017) us-
ing traditional machine learning techniques.
Event extraction in Tamil language was re-
ported in (SharmilaDevi et al., 2017). They
extracted features and classified each word or
chunk into event and non-event class using
SVM. In another work (Sristy et al., 2017) for-
mulated the event extraction task as sequence
labeling problem and used Conditional Ran-
dom Fields(CRF) to extract events.

It is seen that most of the previous works
used tweets for event extraction and classifi-
cation but our focus is on more structured
newswire data, which are collected from differ-
ent on-line news portals in Hindi language. We
follow a pipelined approach where event de-
tection and event classification are tackled in
two consecutive steps. Each of the modules is
based on an ensemble of Convolutional Neural
Network (CNN) and Bidirectional Long Short-
Term Memory (Bi-LSTM).

3 Methodology

Our overall task consists of detecting the trig-
ger words and phrases from a given sentence,
and classifying these into different types. The
schematic diagram of the complete system is124



shown in the Figure 1.
We use these models in a pipeline to get the

final output. Each sentence is passed through
the ‘Trigger Detection Model’, the task of
which is to detect trigger expressions denoting
the events. Trigger refers to the textual con-
tent that corresponds to the tokens denoting
the events related information. The detected
triggers are then passed through ‘Trigger Clas-
sification Model’ which classifies the triggers
into different event types.

3.1 Word Embedding Representation
The proposed system uses word-embedding
vectors of size 300 to represent the words as
input to the models. The word embeddings
are trained using word2vec algorithm (Mikolov
et al., 2013) on Hindi Wikipedia dump. The
size of corpus is 323M and vocabulary size is
30,393 tokens. However the word-embeddings
are pre-trained and downloaded from github
page2. To represent Part-of-Speech (PoS)
tags, we use one-hot encoding representation.

3.2 Trigger Detection Model
We formulate the task of event trigger detec-
tion as a sequence labeling problem, i.e. for
each token in the sentence we need to de-
cide whether it denotes an event expression or
not. Our proposed model is ensemble in na-
ture where the base models are Bi-LSTM and
CNN (c.f. Figure 2).

The word embedding of each word is passed
through a Bi-LSTM model, and we obtain
an output representation for each word. The
word embedding of each word is passed
through CNN and convoluted features are ob-
tained. The one-hot vector representation of
PoS tag of each word is also passed through
a separate Bi-LSTM. We obtain the PoS in-
formation from the Hindi Shallow Parser 3.
We obtain an output representation of each
PoS tag. Finally, all these output represen-
tations are concatenated. This concatenated
feature is then passed through a Multi Layer
Perceptron (MLP) followed by a Softmax layer
which computes the probability distribution
over the possible tags of I_Event_Trigger or
O_Event_Trigger 4.

2http://github.com/Kyubyong/wordvectors
3http://ltrc.iiit.ac.in/analyzer/hindi/
4Here I and O denote the intermediate tokens of an

3.3 Trigger Classification Model
The input to this event trigger classification
model is the trigger expression or phrase and
the output is a possible class to be assigned
to that particular trigger. Our current work is
a multi-class classification problem that classi-
fies each trigger into seventeen possible classes.
Similar to trigger detection, we also use here
an ensemble network model consisting of Bi-
LSTM and CNN. The overall schematic dia-
gram of the classification model is depicted in
Figure 3. We pad each trigger phrase by the
placeholder ‘<pad>’, to make each phrase of
equal length. Word embedding of each word
is passed through a CNN to obtain the con-
voluted feature representation. These convo-
luted features are flattened and concatenated
with Bi-LSTM representation. This concate-
nated feature is then passed through a Multi
Layer Perceptron model followed by a Softmax
layer, which is used to obtain the probability
distribution over a set of seventeen classes.

4 Datasets and Experiments

In this section, we provide the description of
the datasets, experimental setup, results and
provide necessary analysis of the results.

4.1 Datasets
The news data are crawled from several Hindi
news portals. In the dataset there are 253
news documents consisting of 4,403 sentences.
In total 80,136 words are present among which
1,179 words are trigger words. All the news
documents are annotated by three annotators
who are from linguistic background and hav-
ing sufficient knowledge of the related area,
particularly the TAC-KBP event and entity
annotation guidelines. In order to measure
the inter-annotator agreement ratio, we asked
three annotators to annotate 5% of total docu-
ments. We found the multi-rater Kappa agree-
ment ratio of 0.85.

The news data crawled, belong to disaster
domain. Seventeen disaster event types in-
cluding both man-made and natural disaster.
The event types are: Terrorist_Attack, Storm,
Cyclone, Normal_Bombing, Earthquake,
Transport_Hazard, Floods, Land_Slide,

event expression and outside token, respectively.125



Figure 1: Schematic diagram of the overall system

Figure 2: Trigger Detection Model

Train_Collision, Armed_Conflict, Hurri-
cane, Shoot_Out, Riots, Aviation_Hazard,
Hail_Storm, Tsunami, Surgical_Strike.

While annotating the event triggers, the
above disaster types are used as classes, and
each event trigger is associated with one of the
seventeen classes. Thus our data contains the
event information as well as the fine-grained
class information of the event.

4.2 Experimental Setups
For implementing the deep learning models a
Python based library Keras 5 is used. We use
the IOB format (Ramshaw and Marcus, 1999)

5http://keras.io

Figure 3: Trigger Classification Model

6.
The trigger detection model (c.f. Figure 2)

has word-embedding vectors of size 300, and
one hot encoding of PoS tags of size 27 as in-
puts to the Bi-LSTM and CNN layers. The Bi-
LSTM layer with word embeddings as input
has 150 neurons and the Bi-LSTM layer with
encoded PoS tags as input has 20 neurons.
The CNN layer has 100 filters sliding over 2
words at a time. ‘Relu’ is used as an activa-
tion function for CNN and ‘dropout’ of 30%
is used between layers for regularization. The
multi-layer perceptron comprises of 150 and 75
neurons in the first and second layer respec-

6B, I and O denote the beginning, intermediate and
outside of an event trigger126



tively. ‘Softmax’ is used in the final layer for
classification of trigger and non-trigger words.

The input to the trigger classification model
(c.f. Figure 3) is also word-embedding vec-
tors of size 300. Similar to trigger detection
model, Bi-LSTM layer has 150 neurons and
CNN layer has 100 filters sliding over 2 words
at a time. The ’dropout’ and activation func-
tions used are the same as in the trigger detec-
tion model. The multi-layer perceptron com-
prises of 600 and 100 neurons in the first and
second layer respectively and ‘Softmax’ is used
in the final layer for classification of 17 event
classes.

Training is done using a learning rate of
0.001 and ’Adam’ optimizer is used for fast
convergence. The data is fed to the neural net-
work in batches of 32. ’Checkpoints’ are used
to save the best weights of the model based on
training accuracy.

For evaluation we use ‘Precision’, ‘Recall’
and ‘F1-Score’ as the metrics for event trigger
detection. We further use micro and macro
averaging of the precision,recall and F1-score
of each class for evaluating event classification
model. Macro-average computes the metrics
independently for each class and then takes
the average (hence treating all the classes
equally), whereas micro-average aggregates
the contributions of all classes to compute
the average metric. Thus in case of class
imbalance micro-average is a more preferred
criteria.

5 Results and Analysis

In this section we present the details of exper-
iments and the results that we obtain along
with necessary analysis.

5.1 Trigger Detection Model
For trigger detection we develop three differ-
ent variations of event trigger detection. First
model is based on Bi-LSTM. The word em-
bedding of each word in the sentence is con-
catenated with one hot vector of its PoS tag.
This is then passed through a Bi-LSTM. The
output representation of the Bi-LSTM is clas-
sified into event and non-event by Softmax at
the output layer.

The second model is based on CNN. The

input to the CNN is same as that of Bi-LSTM.
100 filters were used to obtain features with a
kernel size of 2. The convoluted features, thus
obtained, are classified using Softmax at the
output layer.

The third model is described in Section
3.2 (Figure 2). We also re-implement the sys-
tem of event extraction proposed in (Kuila and
Sarkar, 2017) and evaluate it on our dataset.
Their system uses two back to back CNNs and
then a Bi-LSTM in sequence.We demonstrate
the results of 5-Fold cross-validation in Table
1.

Precision Recall F1-Score
Bi-LSTM 0.74 0.71 0.72
CNN 0.70 0.69 0.69
Ensemble Model 0.74 0.75 0.74
Kuila et. al, 2017 0.68 0.75 0.71

Table 1: Results of different event trigger de-
tection models: 5-fold cross-validation

From the results in Table 1 it can clearly be
seen that the ensemble model performs better
than the individual Bi-LSTM and CNN mod-
els. The Bi-LSTM model treats the problem
as a sequence to sequence labeling task and it
tries to classify the current word by looking at
the context from both the directions as well as
the current input word. The CNN model has
a kernel size of 2, i.e. it tries to extract bi-
gram features that are relevant in classifying
a word into trigger or non-trigger. These two
approaches are combined through an ensemble
model that exploits both the contextual infor-
mation from Bi-LSTM and the bi-gram feature
extracted from CNN to make prediction. It is
able to make use of the strength of both the
models and optimize it to solve the problem.

5.2 Trigger Classification Model
For trigger classification we again build three
different models. Similar to the trigger de-
tection model we use Bi-LSTM, CNN and the
ensemble model (c.f. Figure 3) for trigger clas-
sification. We obtain the results in terms of
macro-averaging and micro-averaging of pre-
cision, recall and F1-score of each class.

Evaluation results of 5-Fold cross-validation
are shown in Table 2. Results show that the
ensemble model performs better than the in-
dividual models.

We present the detailed class-wise evalua-
tion results in Table 3 for the ensemble model.127



Macrop Macror Macrof1

Bi-LSTM 0.40 0.45 0.42
CNN 0.42 0.44 0.43
Ensemble Model 0.45 0.46 0.45

Microp Micror Microf1

Bi-LSTM 0.69 0.69 0.69
CNN 0.70 0.70 0.70
Ensemble Model 0.72 0.72 0.72

Table 2: Evaluation results of 5-fold
cross-validation for trigger classification.
Here, Macro-averaged Precision: Macrop,
Macro-averaged Recall: Macror, Macro-
averaged F1-Score: Macrof1, Micro-averaged
Precision:Microp, Micro-averaged Recall:
Micror, Micro-averaged F1-Score: Microf1

For the classes for which the performance are
very less are due to the less number of in-
stances for the respective class.

Class Precision Recall F1-Score
Terrorist_Attack 0.82 0.95 0.88
Storm 0.72 0.97 0.80
Cyclone 0.67 0.32 0.43
Normal_Bombing 0.20 0.22 0.21
Earthquake 0.44 1.00 0.62
Transport_Hazard 1.00 0.33 0.50
Floods 0.70 1.00 0.82
Land_Slide 1.00 1.00 1.00
Train_Collision 0.02 0.02 0.02
Armed_Conflict 0.01 0.01 0.01
Hurricane 0.00 0.00 0.00
Shoot_Out 0.70 0.95 0.72
Riots 0.40 0.15 0.21
Aviation_Hazard 0.33 0.18 0.23
Hail_Storm 0.02 0.20 0.04
Tsunami 0.20 0.20 0.20
Surgical_Strike 0.20 0.20 0.20

Table 3: Evaluation results of class-wise trig-
ger classification: 5-fold cross-validation. Here
we report macro scores.

5.3 Pipelined Model for Trigger
Detection and Classification

The final system (c.f Figure 1) uses both event
trigger detection model (c.f. Figure 2) and
event classification model (c.f. Figure 3).
Each document is divided into sentences, and
each sentence is represented by the sequence
of word-embeddings of its words. This se-
quence is passed through the trigger detection
model and triggers are obtained. These trigger
phrases are again represented as a sequence of
word-embeddings of its words. The trigger ex-
pressions so detected are passed through the
trigger classification model, and the appropri-
ate classes of triggers are obtained.

The macro and micro-averaged results of
5-fold cross-validation are shown in Table 4.

Precision Recall F1-Score
Macro-Averaged 0.35 0.48 0.40
Micro-Averaged 0.59 0.59 0.59

Table 4: Evaluation results of 5-fold cross-
validation

From Table 4 it can be clearly seen that
the performance in this pipelined model is less
compared to what are reported in the earlier
section. This is because the errors encoun-
tered in the trigger detection model are prop-
agated to the next stage, i.e. event classifica-
tion model. We also show the class-wise eval-
uation results obtained through 5-fold cross-
validation in Table 5.

Since a lot of triggers are not detected by
the trigger detection model (i.e. false nega-
tive cases), these triggers are not classified at
all. A number of false positives in the trigger
detection phase also contributes to the overall
classification error. These two factors causes
a degradation of the overall performance.

Class Precision Recall F1-Score
Terrorist_Attack 0.82 0.97 0.88
Storm 0.40 0.80 0.53
Cyclone 0.51 0.32 0.39
Normal_Bombing 0.77 0.35 0.49
Earthquake 0.63 0.20 0.4
Transport_Hazard 0.89 0.22 0.35
Floods 0.50 0.20 0.28
Land_Slide 0.67 0.32 0.60
Train_Collision 0.20 0.26 0.22
Armed_Conflict 0.01 0.01 0.01
Hurricane 0.00 0.00 0.00
Shoot_Out 0.20 0.61 0.30
Riots 0.36 0.20 0.25
Aviation_Hazard 0.30 0.18 0.22
Hail_Storm 0.02 0.20 0.04
Tsunami 0.1 0.1 0.1
Surgical_Strike 0.2 0.2 0.2

Table 5: Evaluation results of 5-fold cross-
validation for pipelined model. Here we report
macro scores.

5.4 Error Analysis
We analyze the errors for both trigger detec-
tion and trigger classification models. For er-
ror analysis we split the data into training set
(80% of data) and testing set (20% of data).
The training set contains 3,522 sentences and
the testing set contains 881 sentences.

5.4.1 Trigger detection model
Out of total triggers of 323 in the test data, 255
triggers are captured by our trigger detection
system. Few examples of the errors caused by
our system are as follows:128



1. The system sometimes confuses between
an actual event and a hypothetical event.

(a) Sentence-1: छǥीसगढ़ मȅ नĆसली हमले मȅ
3 जवान शहीद
Transliteration: Chhatteesagadh
mein naksalee hamale mein 3
javaan shaheed
Translation: 3 soldiers killed in
Naxal attack in Chhattisgarh

(b) Sentence-2: इन आतंकवाȟदयȋ कɏ ȟदġली मȅ
हमले कɏ योजना थी
Transliteration: In
aatankavaadiyon kee dillee mein
hamale kee yojana thee
Translation: These terrorists had
plans to attack Delhi

In the above example, Sentence-1 talks
about a real event but Sentence-2 talks
about a hypothetical event. However, the
system is unable to detect the real event
in Sentence-1 but detects the hypothet-
ical event in Sentence-2.

2. Long phrases used to describe an event
are being confused by the system.

(a) Sentence-3 अलबामा मȅ Ŗांसफॅमăरȋ मȅ बाȝरश
का पानी भर गया
Transliteration: Alabaama mein
traansaphairmaron mein baarish
ka paanee bhar gaya
Translation: Rain water was
flooded in transformers in Alabama

(b) Sentence-4 Ƞनचले इलाके मȅ मौजूद एकǲȡǘ
ȟŌस रॅȬब�सन ने फोन से बताया ȟक पानी तेजी से
भर रहा है
Transliteration: nichale ilaake
mein maujood ek vyakti kris raibin-
san ne phon se bataaya ki paanee
tejee se bhar raha hai
Translation: Chris Robinson, a per-
son in the lower area, told on the
phone that water is filling up fast.

In Sentence-3 the phrase मȅ बाȝरश का पानी
भर गया describes ‘flooding’, but this is
not captured by the system. However, in
Sentence-4, the phrase पानी तेजी से भर रहा है
is not used for an event, but the system

wrongly captures it as an event. This is
because both these phrases are very close

in meaning, and the context for proper
disambiguation is lacking.

3. Another major cause of error is the class-
imbalance problem. Out of a total 1,179
trigger words, 543 are of class Terror-
ist_Attack. On the other hand there are
only 5 trigger words of type Tsunami, 7
triggers of type Hail_Storm, 9 triggers of
type Aviation_Hazard and Riots, 14 trig-
gers of type Shoot_Out and 15 triggers
of type Hurricane. Uneven class distribu-
tion influences to the overall error. Bal-
ancing these classes may reduce such er-
rors.

5.4.2 Trigger classification model
The results of event classification model are
discussed in Section 5.2. The confusion matrix
after classification (by ensemble model) on the
test data can be seen in Figure 4.

Figure 4: Confusion matrix of classification by
event classification model (ensemble model)

From the confusion matrix it can be seen
that the system is confused between the types
that are very close to each other. Ter-
rorist_Attack is being confused with Nor-
mal_Bombing and Normal_Bombing is being
confused with Terrorist_Attack. We can also
see that Storm is being confused with Cy-
clone, Cyclone is being confused with Storm
while Hurricane is being classified to either
Storm and Cyclone. This is because the events
Storm, Cyclone and Hurricane are very close
in nature. Also the Hindi word used for all
the three is ‘तूफान’, which further confuses the
system.129



6 Conclusion and Future Works
In this paper we have presented a hybrid
deep learning approach based on Bi-LSTM
and CNN for event trigger detection and clas-
sification. As there was no readily avail-
able data, we have collected Hindi docu-
ments from the various web sources, anno-
tated data with event triggers and a prede-
fined set of categories. Preliminary evalua-
tion shows promising results. Experiments on
these datasets show that our proposed ensem-
ble model performs better compared to the in-
dividual model. This can be used as a bench-
mark setup for further research and devel-
opment in the related areas.pr We have also
performed detailed analysis to understand the
shortcoming of our proposed system. To fix
these errors we would like to explore ways in
which context could be added to the input.
This will help the system in making better in-
formed decision for trigger detection. To mit-
igate the class imbalance problem, we would
like to crawl enough documents relevant to the
specific classes that suffer from the data spar-
sity problem. Another future direction would
be to develop a stacked based classifier with
Bi-LSTM as a base followed by Conditional
Random Field (CRF).
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