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Abstract 

 

Evaluation of training effectiveness is a long-standing problem of cognitive intervention 

research. The interpretation of transfer effects needs to meet two criteria, generality and 

specificity. We introduce each of the two, and suggest ways of implementing them. First, the 

scope of the construct of interest (e.g. working memory) defines the expected generality of 

transfer effects. Given that constructs of interest are typically defined at the latent level, data 

analysis should also be conducted at the latent level. Second, transfer should be restricted to 

measures that are theoretically related to the trained construct. Hence, the construct of interest 

also determines the specificity of expected training effects; to test for specificity, study 

designs should aim at convergent and discriminant validity. We evaluate the recent cognitive 

training literature in relation to both criteria. We conclude that most studies do not use latent 

factors for transfer assessment, and do not test for convergent and discriminant validity. 
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Introduction 
 
Recently, positive transfer to performance on untrained tasks has been observed in response to 

working memory (e.g., Borella, Carretti, Riboldi, & De Beni, 2010; Jaeggi, Buschkuehl, 

Jonides, Perrig, 2008; Klingberg et al., 2005 Kuwajima & Sawaguchi, 2010) and executive 

control training (e.g., Forte et al., 2013; Karbach & Kray, 2009). Together with findings 

showing that cognitive engagement can result in changes at the neuronal level (Brehmer et al., 

2011; Kühn et al., 2012; Lövdén et al., 2012; McNab et al., 2009; Olesen et al., 2004; Wenger 

et al., 2012), these observations have fostered optimism about the effectiveness of cognitive 

training procedures. This optimism is contrasted, however, by the cautious conclusions drawn 

by a recent meta-analysis (Melby-Lervåg & Hulme, 2013) and several systematic reviews 

(e.g. Lövdén, Bäckman, Lindenberger, Schäfer, & Schmiedek, 2010; Morrison & Chein, 

2011; Noack, Lövdén, Schmiedek, & Lindenberger, 2009; Shipstead, Redick, & Engle, 2010; 

2012). For example, Melby-Lervåg and Hulme (2013) argue that “…there was no convincing 

evidence of the generalization of working memory training to other skills.” (p.270).  

Here we propose that the validity of observed training gains is threatened from two 

sides, task-specific training gains and non-cognitive factors. We describe these two aspects in 

more detail, and suggest measures to minimize their effects. We then evaluate the recent 

training literature, asking if these measures have been commonly applied. 

Generality of Transfer 

Are training effects general? That is, are the training-related improvements meaningful 

in the sense that more than task-specific skills and strategies have been improved? This 

question is related to the old issue of separating task-specific from task-general effects of 

training (e.g. Baltes & Lindenberger, 1988; Lövdén et al., 2010). One way to answer this 

question is to try to determine and evaluate the distance of transfer tasks (Barnett & Ceci, 

2002; Noack et al., 2009; Zelinski, 2009; cf. Baltes, Dittmann-Kohli, & Kliegl, 1986). In 
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previous reviews (Lövdén et al., 2010; Noack et al., 2009), we suggested that the distance 

between trained and transfer tasks could be evaluated based on their relationship within a 

hierarchical structure of human cognitive ability (e.g., Carroll, 1993). One such model, 

introduced by Carroll, spans over three strata, starting at the less abstract level of narrow 

abilities at the bottom, going over the more abstract broad abilities in the middle, and arriving 

finally at a general cognitive ability at the top. Rather than using vaguely defined attributes 

like near and far, the taxonomy of transfer distance proposes to qualify transfer distance 

according to the highest stratum that must be passed to connect trained and transfer task 

(Noack et al., 2009). Transfer between simple reaction time tasks and choice reaction time 

tasks would, for example, represent transfer at the level of broad abilities because the two 

narrow abilities of simple reaction time and choice reaction time can only be connected by the 

broad ability of processing speed.  

However, if evidence is restricted to one or two rather homogeneous tasks, more 

parsimonious explanations, such as the assumption of shared common elements among the 

tasks (Thorndike, 1906; Thorndike & Woodworth, 1901) that allow for the transfer of task-

specific rather than task-general improvements, should be considered (e.g., Moody, 2009). 

This holds especially because tasks are always imperfect indicators of some cognitive ability 

and, inversely, cognitive abilities never explain the total variance of indicator tasks. Jensen 

(1998) noted, for example, that that the intelligence factor,g, predicts only around 65% of the 

variance in its best predictor, matrix reasoning, leaving another 35% that must be governed by 

other factors, which could alternatively account for observed transfer (see also Shipstead et 

al., 2012). Thus, if the aim is to make claims about some latent aspect (i.e., a cognitive 

process or ability) of the transfer task, and if the ultimate “…goal is not to train for the 

specific task but to impact the construct underlying the task” (McArdle & Prindle, 2008, p. 

703; see also Baltes et al., 1986; Baltes & Lindenberger, 1988), then analyses must be 
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conducted at the latent level, which first requires the definition of a content domain (Cattell, 

1952) or a target construct that should be affected by training. Then, multiple heterogeneous 

transfer tasks (i.e., implementing different paradigms and tapping into different content 

dimensions) must be sampled from the theoretically determined task space (Little, 

Lindenberger, & Nesselroade, 1999; Lövdén et al., 2010). Finally, the appropriate analytic 

methods, such as structural equation modeling that forms a latent factor representing the 

common variance among its indicators, must be used (e.g., McArdle & Nesselroade, 1994; 

McArdle, 2009).  

It is essential to note at this point that these kinds of analyses do not have to be 

restricted to psychometric hypotheses. The concept of latent constructs is independent of the 

theoretical concept that is being modeled. Latent constructs simply represent the shared 

variance of various measures (e.g., Kline, 1998) – irrespective of the underlying source being 

a cognitive ability or a cognitive resource/process/mechanism, defined on the basis of 

whatever theoretical (e.g., neural or cognitive) model. Besides potentially increasing the 

validity of transfer measures, latent measures of change are also free of measurement error 

and may, therefore, overcome the problems associated with low reliability in the study of 

change (e.g., Cronbach & Furby, 1970; McArdle, 2009). Having these desirable 

characteristics in mind and acknowledging the call for analyses of transfer at the latent level 

(e.g., McArdle & Prindle, 2008; Morrison & Chein, 2011; Noack et al., 2009; Schmiedek et 

al., 2010; Shipstead et al., 2012), we investigated the prevalence of these methods among 

recent cognitive training studies that had some emphasis on transfer. 

Specificity of Transfer 

Are transfer effects specific? From a practical point of view this second question may 

be of minor relevance because the main criterion for training effectiveness is generality 
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(Barnett & Ceci, 2002). From a theoretical point of view, however, generality per se may not 

be as important as the precise pattern of transfer effects (Lövdén et al., 2010; see also Baltes 

et al., 1986). If this pattern is not theoretically plausible, that is, if the observed pattern 

contradicts the expected commonality between various transfer tasks, broad effects of transfer 

may even threaten rather than support the theoretical concept underlying the training 

intervention (Campell & Fiske, 1959). Changes at the level of non-cognitive, state-like, 

factors such as test motivation (e.g., Revelle, 1993) or test anxiety (Ashcraft & Kirk, 2001; 

Eysenck, Derakshan, Santos, & Calvo, 2007; Hopko, Crittendon, Grant, & Wilson, 2005), 

may offer more parsimonious explanations than changes at the level of general cognitive 

ability. The potentially broad effect of non-cognitive factors (e.g., Shipstead et al., 2010) is of 

major concern for latent analyses of training-related gains because latent constructs represent 

the common variance among multiple variables. To the extent that these variables are all 

sensitive to manipulations of non-cognitive factors, a proportion of the common variance in 

change will be attributable to these manipulations. As a consequence, researchers need to 

show that training-related change can be attributed to the targeted construct instead of any 

other confounding variables. As mentioned above, latent factors as well as latent measures of 

change are not tied to some theoretical construct of interest, which results in great flexibility 

and a broad range of possible applications but also requires careful interpretation.  

Placebo-controlled designs have been proposed to minimize the effects of systematic 

biases like expectancy and motivation (Boot et al., 2011; 2013; Klingberg, 2010; Shipstead et 

al., 2012). Based on the classical ‘Hawthorne Effect’, Shipstead and colleagues (2012) argue, 

for example, that differences in expectations between trained and untrained participants may 

lead to differences in performance. Thus, according to these authors, challenging control 

conditions are needed to obscure group membership (experimental or control) to the 

participant. Rather than through direct manipulations of challenge or training intensity, this 

could be achieved through manipulations of the ability that is being targeted by treatment and 
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control condition respectively (e.g., Shipstead et al., 2012; Redick et al., 2013, but see Boot et 

al., 2013). Following this logic, all participants would receive challenging interventions but 

one focusing on one ability (e.g., working memory) and the other focusing on another ability 

(e.g., processing speed). However, besides the obvious benefits of establishing challenging 

control conditions for minimizing non-cognitive biases, another complication arises from 

these designs: target and control training must have differential effects on the targeted transfer 

construct. Thus, these kinds of designs require a specific model of transfer that allows for the 

prediction of positive but also the prediction of absent transfer. That is, if researchers contrast 

the effects of improved working memory and perceptual speed on fluid intelligence (e.g., 

Colom et al., 2010), and argue for a positive relationship between working memory capacity 

and intelligence (Conway, Kane, & Engle, 2003; Kyllonen & Christal, 1990), they should also 

predict the absence of beneficial effects of increased perceptual speed on fluid intelligence. At 

least, they need to specify ways to distinguish differential impacts of the two abilities. Thus, 

the original idea to control for group differences in motivation and outcome expectancy 

(Shipstead et al., 2012; Redick et al., 2013) could then be extended to further validate the 

construct of training-related change. The training and assessment of multiple latent constructs 

(e.g., working memory and perceptual speed) as well as the theoretical model predicting the 

associations between the trained constructs and the targeted transfer construct (e.g., fluid 

intelligence) would allow for tests of discriminant validity of training-related change 

(Campbell & Fiske, 1959). In the present example, convergent validity could be assumed if 

working memory training leads to improvements in working memory and fluid intelligence, 

while discriminant validity could be assumed if working memory training would not lead to 

improvements in perceptual speed and perceptual speed training would not lead to 

improvements in fluid intelligence.  

Transfer Models 
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We argued above that investigations of transfer require a theoretical model that 

includes both the definition of targeted transfer constructs and assumptions on the 

relationships between trained and transfer constructs. The model should be sufficiently 

specific to allow for predictions of positive and absent transfer. Beyond this requirement, 

however, the level of abstraction at which latent constructs may be defined is not of great 

importance for the argument presented here.  

For example, such a model can be defined at the level of broad cognitive abilities. One 

such model draws on the observed association between working memory capacity and fluid 

intelligence (Conway et al., 2002; Engle, Tuholski, Laughlin, & Conway, 1999; Kyllonen & 

Christal, 1990). This model has been invoked frequently in recent training research. With only 

few exceptions, however, a discriminant part of the model was lacking. Being one of these 

exceptions, a study by Redick and colleagues (2013) implemented a visual search training 

based on the empirical finding that visual search performance is not related to working 

memory capacity or fluid intelligence respectively (Kane, Poole, Tuholski, & Engle, 2006).  

Note, however, that Conway and Getz (2010) question the study of training-related 

changes at the level of cognitive abilities such as working memory and fluid intelligence, 

arguing that these concepts are too complex to allow for specific conclusions about where 

change is actually happening. According to these authors, mechanisms should be more at the 

focus of training research. We subscribe to this conclusion to the extent that the proposition of 

process models or mechanisms might allow for more specific predictions of expected patterns 

of transfer. However, theoretical constructs used to describe such mechanisms are typically 

defined at a latent level too and, as such, are not directly observable either. A small number 

(e.g., typically, one or two) of manifest variables, therefore, may not be sufficient to capture 

them well and the methodological considerations raised above apply to mechanisms as well as 

to cognitive abilities. For example, mental set switching as one component of executive 

control (Miyake et al., 2000) is typically operationalized using the task-set switching 
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paradigm (e.g. Kray & Lindenberger, 2000). The task-set switching paradigm is only one 

possible instance of the latent construct of mental set switching, however, and, thus, change 

should be demonstrated at the latent level using multiple heterogeneous indicator variables to 

show that the latent construct of mental set switching had been altered with training. Recently, 

von Bastian and Oberauer (2013) provided an excellent example for how cognitive process 

models can be used to design specific training conditions and to derive specific predictions on 

transfer patterns. Very much inline with the present proposal, these authors also used multiple 

indicator variables and factor analytic methods to validate trained and transfer constructs. 

Another possible transfer model can be derived from the neuronal overlap hypothesis, 

which posits that transfer can only be expected if trained task and transfer task share some 

overlap in neuronal activation (e.g., Dahlin et al. 2008; Jonides et al., 2004; Kuwajima & 

Sawaguchi, 2010; Lustig, et al., 2009; Thorell et al., 2009). As a test of the model, this 

overlap has to be shown to be sensitive and specific to the process or ability of interest. In a 

study of updating training, Dahlin and colleagues (2008) showed, for example, that trained 

(updating) and transfer (n-back) task invoked overlapping areas in the striatum. Based on 

earlier research showing that memory updating is related to striatal activity (e.g., Hazy, Frank, 

& O’Reilly, 2006), they argued that the common process shared among the trained and 

transfer tasks was updating. The finding that another transfer task (Stroop), which did not 

seem to involve memory updating, did not invoke striatal activity substantiated their 

hypothesis further. In fact, the transfer pattern conformed to the model showing transfer only 

to n-back but not to Stroop. Still, a note of caution should be voiced here because overlap in 

activation can be related to task-general targeted process (i.e., updating in this case) but it may 

also be related to task-specific skills transferring from the trained task to n-back but not to 

Stroop. The latter case would hold especially if the two tasks were rather similar at the 

surface, in which case overlapping areas of brain activity would be trivial. Thus, in principle, 
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the same line of reasoning holds, no matter whether behavioral or neuroscientific approaches 

are used to investigate transfer: Single tasks are never process-pure and, therefore, it is 

difficult to know whether it is the targeted constructs (i.e., process, mechanism, or cognitive 

ability) rather than the specific skills and strategies that are being reflected in overlapping 

brain activation. One way to extract the targeted process more purely would, therefore, be to 

use multiple indicators and analyses at the latent factor level. 

Interestingly, transfer models seem not only to exist in scientific theorizing but also in 

the heads of the participants. Boot and colleagues (2013) recently reported evidence for 

subjective transfer models in two survey studies with a total of 400 participants. They showed 

that participants expected differential training effects on multiple transfer tasks depending on 

the suspected training procedure. For example, after imagining playing Unreal Tournament 

for an extended period of time they expected greater improvements on measures of visuo-

spatial functioning and processing speed than after imagining playing Tetris. On the other 

hand, for mental rotation they expected greater improvements after seeing a video of Tetris 

than after seeing a video of Unreal Tournament. Obviously, these findings add onto the 

notion of a broad effect of non-cognitive factors thereby challenging the suggested strategy of 

using the pattern of convergent and discriminant transfer to disentangle treatment from 

placebo effects. The effect of subjective transfer models may be difficult to anticipate in 

practice because these models may be in line with, independent of, or even opposed to the 

theoretical model underlying the study design. Thus, additional measures may be needed to 

account for the effect of subjective transfer models. Possible measures have been described 

recently (see Boot et al., 2013) and will not be further discussed here. 

Measurement Invariance 

When using latent-factor models to investigate training and transfer effects 

implementing, for example, latent change score models (McArdle, 2009), longitudinal 

measurement invariance becomes an important issue. The investigation of measurement 
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invariance addresses the question of whether the meaning of the common factors is likely to 

have stayed the same over the course of the training intervention (McArdle & Nesselroade, 

1994; Meredith & Horn, 2001). According to this concept, training-related changes at the 

latent level can only be interpreted at the latent factor level if the measurement model (i.e., 

factor loadings, intercepts, and residual variances) remained constant over time. Strict 

measurement invariance implies that all changes in task variables are represented by changes 

in the latent factor means and (co)variances.  

Instead of, or in addition to, transfer at the latent factor level, however, there could 

also be task-specific effects. The presence of such task-specific effects is likely to disturb 

measurement invariance. A specific positive effect for one of the tasks of a common factor, 

for example, will lead to an increase of this variable’s intercept at posttest. Likewise, 

individual differences in the strength of such a specific effect can increase the residual 

variance of this variable at posttest. As described above, only if the pattern of changes in 

means and (co)variances of specific effects mimicked the pattern of changes in means and 

(co)variances that would have to be expected if there was change at the latent factor level 

(e.g., through the action of general non-cognitive factors), specific effects could be mistaken 

for latent factor effects. As this is not a very likely scenario, task-specific effects will typically 

degrade measurement invariance. Importantly, however, the finding that measurement 

invariance does not hold needs not imply that transfer effects are only task-specific. It might 

well be that a training intervention leads to a combination of effects at the common factor 

level and task-specific effects, which in combination lead to a loss of measurement 

invariance. 

In sum, these considerations lead to the conclusion that investigating measurement 

invariance in training research is important and informative, and that one should aim for the 

highest level of invariance possible. If strict measurement invariance holds and significant 
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improvements are present for a latent factor that is operationalized with several heterogeneous 

tasks that all differ in content and/or paradigm from the trained tasks, this is strong evidence 

for improvements in the targeted construct. If only strong (invariant factor loadings and 

intercepts), weak (invariant factor loadings), or configural (same pattern of present and absent 

factor loadings) measurement invariance can be achieved, this might indicate the presence of 

task-specific effects, changes in the reliability of tasks, or changes in the nature of the latent 

construct itself (i.e., changes in validity). Whatever the exact reason, it is an informative 

finding that calls for further investigation. Just ignoring the whole issue of measurement 

invariance, for example, by creating composite scores at pretest and posttest is not a sensible 

option, in our view.  

Statement of Problem 

Above, we discussed the validity of transfer effects in training research. We showed 

that validity can be hampered by the acquisition of task-specific skill rather than improvement 

of task-general abilities, on the one hand, and by improvements of general non-cognitive 

factors rather than the specific targeted ability, on the other hand. We summarized possible 

strategies to strengthen the assumption that transfer effects actually represent effects at the 

level of the targeted construct. These calls for analyses of training-related gain at the latent 

level (McArdle & Prindle, 2008; Morrison & Chein, 2011; Schmiedek et al., 2010; Shipstead 

et al., 2010; 2012) and the corresponding investigations of measurement invariance, and for 

adequate placebo conditions (Boot et al., 2011; 2013; Redick et al., 2013; Shipstead et al., 

2012), have been voiced before. Here, we review the recent training literature, investigating if 

these calls have been heard and if respective strategies have been implemented in practice. 

 

Literature Review 

We surveyed the prevalence of latent variable approaches in current training research doing a 

literature search in Thomson Reuters Web of KnowledgeSM. Key words used in the searches 
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included training, transfer, and latent but also the terms intelligence, working memory, 

executive control, and executive functions, which imply that latent constructs may have been 

targeted. We included studies of the last 5 years (i.e. 2007-2013 FOOTNOTE: Searches were 

conducted in March 2013), which were categorized in one or more of the research areas, 

Psychology, Neuroscience, Geriatrics, Education, or Behavioral Sciences. In the resulting list 

of articles, we scanned titles and abstracts for relevance and discarded those articles that 

featured certain exclusion criteria (for example, studying non-human animals or unhealthy 

populations). Following this procedure, we obtained a list of 133 original articles, 32 review 

articles, 8 commentaries, and 2 book sections. We evaluated the methods reported in original 

articles, categorizing the targeted cognitive ability or process (e.g., working memory, 

inductive reasoning, or executive functioning), the study design including sample size and 

training duration, the scope of training (single task, multiple tasks, or complex), scope of 

transfer assessment (none, single task, multiple tasks, complex), and the type of transfer 

evaluation (e.g., single, composite, latent). After evaluation, another 51 studies were classified 

irrelevant mostly because transfer was not assessed or control groups were not included and, 

thus, a final sample of 82 studies entered our evaluation. In the following sections, we give a 

short overview of the studies in the sample before discussing study design and analytic 

strategies. 

 

Study Sample Overview  

Training Targets 

Working memory (n = 35) training was the most common approach in the current 

sample of studies. This strong focus can be attributed to the promising results reported by 

Jaeggi and colleages (2008) and the work by Klingberg and colleagues (2005) but also to the 

presence of a plausible transfer model (e.g., Morrison & Chein, 2011; Shipstead et al., 2012).  
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Similarly, training of executive control produced some promising results in the past 

(e.g., Bherer et al., 2005; Karbach & Kray, 2009; Kramer, Larish, & Strayer, 1995; see Noack 

et al., 2009 for reviews) motivating further investigation of the trainability of this ability (n = 

16). Thirteen of the 16 studies reported data from older samples while, for example, only 9 of 

the 35 studies on working memory reported data from older samples. The focus on older 

participants may in part be due to the assumption that deficits in executive control and 

inhibition are central determinants of age-related cognitive decline in general (e.g., Hasher, 

Stoltzfus, Zacks, & Rypma, 1991; West, 1996).  

Improvements in fluid abilities are a common aim of cognitive training procedures 

because of their strong association with scholastic success (e.g., Deary, Strand, Smith, & 

Fernandes, 2007), health, and longevity (Gottfredson & Deary, 2004). Tasks of inductive and 

deductive reasoning (n = 10) are central to fluid cognitive abilities (Cattell, 1972) and given 

“the difficulties of inducing transfer effects to reasoning ability following working memory 

training, an alternative approach is to train directly on tasks that load highly on reasoning 

ability.“ (Söderquist, Bergman Nutley, Ottersen, Grill, & Klingberg, 2012, p.2; see also 

Bergman Nutley et al., 2011; Mackey et al., 2011; Thorell, Lindquist, Bergman Nutley, 

Bohlin, & Klingberg, 2009). Training of general cognitive ability (n = 7) subsumed studies 

including various training tasks tapping into different mental abilities like processing speed, 

working memory, and episodic memory (e.g., Schmiedek et al., 2010) but also studies 

investigating the effects of broader commercial programs for brain fitness like Brain Age 

(Nouchi et al., 2013) or Brain Fitness (McDougall & House, 2012).  

Other studies investigated the effects of video gaming (n = 5), memory strategy 

instruction (n = 4), physical fitness training (n = 3), processing speed training (n = 3), and 

musical ability (n = 3). Finally, some unique training approaches were also tested in single 

studies (n = 4). One study, for example, tested the effect of origami practice on imagination 

performance in younger women (Jausovec & Jausovec, 2012). 
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Sample Sizes 

The 82 studies in the sample reported data on a total of 20826 participants ranging 

from 11 months to more than 85 years of age. On average, studies included 253 participants. 

This relatively large number is strongly biased, however, by three studies, which contributed 

almost 75% of all the participants (Irwing et al., 2008: n = 2492; McArdle & Prindle, 2008: n 

= 1397; Owen et al., 2010: n = 11430). Fifty percent of the studies reported data of 45 

participants or fewer and 90% of the studies reported data of 100 participants or fewer. 

Dependent on study designs, these participants belonged to variable numbers of groups and, 

thus, the average group size may be a more sensible marker. Single groups comprised 93 

participants on average, but again this estimate is strongly biased by the three large scale 

studies mentioned above (Irwing et al., 2008; McArdle & Prindle, 2008; Owen et al., 2010). 

Remarkably, 50% of the studies had an average group size of 20 participants or fewer and 

90% of the studies had an average group size of 45 participants or fewer (see Fig. 1). Of note 

for the focus of the present review, sample sizes of fewer than 45 participants are generally 

insufficient to fit common factor models (MacCallum, Widaman, Zhang, & Hong, 1999). 

Thus, the vast majority of the reviewed studies are not well suited for latent transfer analyses 

because sample sizes are too small. 

Training Durations 

Studies varied also considerably with respect to training durations. Among those 

studies that provided sufficient information to estimate the average training duration at the 

level of hours (FOOTNOTE: Exact training duration could not be estimated in three studies 

(Lustig & Flegal, 2008; Mårtensson & Lövdén, 2011; McDougall & House, 2012)), three 

studies reported training durations of at least 100 hours (Degé, Wehrum, Stark, & Schwarzer, 

2011; Schmiedek et al., 2010; Voelcker-Rehage, Godde, & Staudinger, 2011). Of these three, 

only one was designed as a cognitive intervention study (Schmiedek et al., 2010), one focused 



Noack, Lövdén & Schmiedek 16 

on the effect of physical fitness training (Voelcker-Rehage et al., 2011), and one evaluated the 

effect of extended music education in school (Degé et al., 2011), which included learning to 

play an instrument as well as lessons in music theory. The majority of the studies, however, 

implemented much less extensive training regimes (Fig. 2). Fifty percent of the studies 

reported training durations of 8 hours and 20 minutes or less and even ninety percent of the 

studies reported training durations of 32 hours or less. From a conceptual point of view, short 

training durations are troublesome, as training duration is likely to be a critical factor 

determining transfer magnitude (Lövdén et al., 2010).  

Scope of Training 

Training studies differed in scope of the training procedures. While 26 studies 

investigated the effects of practice on single tasks like the dual n-back task (e.g. Chooi & 

Thompson, 2012; Jaeggi et al., 2008; Rudbeck et al., 2012; Redick et al., 2013; Salminen, 

Strobach, & Schubert, 2012), the dual task (e.g. Bherer, Kramer, & Peterson, 2008; Lussier, 

Gagnon, & Bherer, 2012; Mackay-Brandt, 2011), or the task-switching paradigm (e.g. 

Karbach & Kray, 2009; Kray, Karbach, Haenig, & Freitag, 2012; Zinke et al., 2012), another 

31 studies provided multiple task training that either tapped into one single cognitive ability 

(e.g. Chein & Morrison, 2011; Jackson, Hill, Payne, Roberts, & Stine-Morrow, 2012; 

McArdle & Prindle, 2008; Owen et al., 2010; Richmond, Morrison, Chein, & Olson, 2011; 

Söderquist et al., 2012; Thorell et al., 2009) or that spanned a broad set of different cognitive 

abilities (e.g. Penner et al., 2012; Schmiedek et al., 2010; Simpson, Camfield, Pipingas, 

Macpherson, & Stough, 2012). To train episodic memory, Schmiedek and colleagues (2010), 

for example, used three different training tasks pertaining to three different content domains: 

verbal, spatial, and numerical. The rationale for using multiple different training tasks is to 

reduce the relative importance of task-specific in favor of more task-general improvements. It 

is important to note, however, that multivariate training regimens may also have shortcomings 

compared the univariate task procedures when training-related improvements are not 
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investigated at the latent level. Given that transfer effects are observed, it is much more 

difficult to evaluate where exactly such gains came from. Was it then the strengthened 

underlying ability, which caused the transfer, was it the broader set of acquired task-specific 

skills, or was it the task-specific skill of one of the various tasks alone? 

Conceptual clarity is traded even more for ecological validity in complex training 

regimens (n = 25). Complex tasks, like action video gaming (e.g., Basak et al., 2008; Green, 

Sugarman, Medford, Klobusicky, & Bavellier, 2012; Maillot, Perrot, & Hartley, 2012; 

Sanchez, 2012), origami practice (Jausovec & Jausovec, 2012), painting (Tranter & Koutstaal, 

2008), music education (Degé et al., 2011; Moreno et al., 2011), virtual breakfast cooking 

(Wang, Chang, & Su, 2011), or the participation in volunteer senior services (Carlson et al., 

2008) were distinguished from the other tasks (in single and multiple-task trainings) because 

these activities were not designed to address one well-defined cognitive ability or to draw on 

one psychological process alone. It is important to note, however, that this distinction is 

somewhat arbitrary from an ecological perspective because all tasks, if designed for a specific 

purpose or not, are not process pure and usually draw on multiple cognitive abilities (e.g., 

Redick et al., 2013).  

 

Evaluation of the Research Questions 

Study Designs 

We first analyzed study designs of the 82 studies in the sample to see whether the 

comparison of active control and treatment groups on the basis of trained abilities rather than 

training intensity was implemented in practice. This approach is preferable over the often 

used non-adaptive placebo design for three reasons (see also Boot et al., 2011; 2013; 

Shipstead et al., 2010; 2012; Sternberg, 2008): (1) Treatment and placebo conditions may be 

more comparable in terms of motivation because both conditions remain challenging over the 
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entire training period; (2) conditions may differ less in outcome expectancy; and (3) 

theoretical implications of training gains can be clarified because more specific contrasts can 

be made with respect to the targeted cognitive ability. This holds particularly if transfer tasks 

are selected for construct validation of training gains (see below). 

Among the 82 studies, only one study explicitly applied a study design implementing 

an active control condition selected based on expected relationships with the treatment 

condition and the transfer condition (Redick et al., 2013). Several other studies had similar 

designs, however. In contrast to the clear theoretical assignment of training and control group, 

however, these studies compared multiple training regimens to explore if one or more of them 

were effective or not (e.g., Bergman Nutley et al., 2011; Mackey et al., 2011; Söderquist et 

al., 2012; Thorell et al., 2009). For example, Thorell and colleagues (2009) investigated the 

effects of working memory and inhibition training in children between 4 and 5 years of age. 

Originating from the observation of a positive effect of working memory training on ADHD 

(Klingberg et al., 2005), the observation of a strong association between inhibition and 

working memory (Engle & Kane, 2004), and the observation of overlapping patterns of brain 

activity (McNab et al., 2009), the authors asked if inhibition training and working memory 

training would show transfer specific to the trained ability or general transfer to the respective 

other, non-trained, ability. The authors found within-ability transfer for the working memory 

training but not for inhibition training. These results suggest that – in contrast to inhibition – 

working memory can be improved by training. Obviously, the rationale behind this third 

approach strongly overlaps with the idea of construct validation mentioned above. However, 

in contrast to it, the separation between training and control condition seems less clear. This is 

reflected in the analytic strategy used in the example described above (Thorell et al., 2009). 

Rather than comparing the effects of inhibition and working memory directly, these authors 

contrasted each condition to the active control condition (i.e. computer games with emphasis 

on sensori-motor coordination). 
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It is often difficult to say if contrasts are being made between multiple treatments or 

between treatment and placebo. We still tried to classify the observed study designs, in order 

to give a short impression of current preferences in training research. We decided to subsume 

the two aforementioned approaches under the category of group comparisons (n = 26), which 

also included studies in which specific components of single tasks were tested – for example, 

when dual n-back training was compared to single n-back training (Jaeggi et al. 2010; Studer-

Luethi, Jaeggi, Buschkuehl, & Perrig, 2012) or when full emphasis training was compared to 

variable priority training in the space fortress game (e.g., Boot et al., 2010; Lee et al., 2012; 

Stern et al., 2011). The defining criterion of this category of study designs was that training 

effects may be expected in multiple groups and that the focus of the analyses was on the 

differences between the respective outcomes. In contrast, the category of active control 

designs (n = 26) subsumed studies where control conditions mimicked the level of physical 

and social engagement related to coming to the lab or to doing certain tasks for a certain 

amount of time but where no specific training effect was expected. These control conditions 

included non-adaptive or non-demanding forms of the trained task or alternative activities like 

watching documentaries or answering trivia questions using the Internet. Finally, the largest 

portion of studies (n = 30), however, still contrasted training effects to passive control groups. 

It is important to note that these categories were mutually exclusive but not homogeneous. 

Studies implementing a passive control condition might, for example, implement an active 

control condition, and a group comparison as well (see e.g., Thorell et al., 2009; Wen, Butler, 

& Koutstaal, 2013). We ordered our categories hierarchically, starting with group 

comparisons at the top and ending at passive control designs at the bottom. Studies were 

classified according to their highest-ranking contrast on this continuum. 

Patterns of Transfer 

Although the focus of the present article was not on the effectiveness of training 
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procedures, we evaluate the reported transfer effects in the study sample to exemplify the 

usefulness of using a transfer model with accompanying criteria for convergent and 

discriminant validity. Seventy-one of the 82 studies in the sample (87 %) reported reliable 

training-related differences in some transfer measure, suggesting that cognitive training is 

largely effective. However, we argued above that the observation of transfer might only be of 

limited value if the precise pattern of transfer effects is not considered. In the present sample, 

transfer was assessed using multiple transfer tasks in 74 of the 82 studies (90%) – with only 6 

of these studies (8%) reporting transfer to all of the measures assessed. As described above, 

however, even training-related gains on all transfer measures would not necessarily imply 

training effectiveness and generality. To the contrary, general transfer could falsify the 

theoretical concept of training if theory predicted transfer to one construct but not to another 

(Lövdén et al., 2010). In one study, for example, Borella and colleagues (2010) reported 

reliable transfer effects of auditory working memory training in older people on measures of 

visuo-spatial working memory, performance in Cattell’s Culture Fair, Color Stroop, and 

pattern comparison. Based on findings of parallel decline of working memory and processing 

speed in aging (e.g., Craik & Salthouse, 2000), the authors expected transfer of working-

memory training gains to processing speed. The processing speed hypothesis of aging 

(Salthouse, 1996), however, posits that causality points from processing speed to other 

cognitive abilities. Therefore, it remains theoretically unclear how improved working memory 

performance could manifest in simple reaction time tasks. This example illustrates that 

statements on training effectiveness can only be made with appreciation of the specific study 

designs and hypotheses at hand. Such in-depth analyses would clearly go beyond the scope of 

the present review. Some examples may still be helpful to give a short overview of what we 

found.  

First, 11 studies did not observe any transfer at all. These findings are rather clear with 

respect to the pattern of transfer but it may still be instructive to investigate the theoretical 
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context within which they were obtained. Two studies reported the effects of long-term 

aerobic physical fitness training on cognition and brain activity (Voelcker-Rehage et al., 

2011; Voss et al., 2010). The absence of transfer is surprising given the meta-analytic 

observations by Colcombe and Kramer (2003) who found that physical fitness training is 

effective in increasing cognitive performance especially if training persists over a long period 

of time. Depending on the underlying transfer model, however, the absence of transfer to 

other cognitive measures can still be theoretically plausible. If one assumes that beneficial 

effects of aerobic exercise are mediated by neurogenesis through up-regulation of 

neurotrophic factors (Perreira et al., 2007; van Praag, Kempermann, & Gage, 2000). If the 

integration of new neurons in the nervous system is experience-dependent (Fabel et al., 2009; 

Kempermann, 2008), it may follow that manipulations of physical exercise without additional 

manipulations of cognitive context may lead to altered patterns of brain activity that do not 

surface at the level of cognitive performance (Voelcker-Rehage et al., 2011; Voss et al., 

2010). Whereas absent transfer in the studies just described may not be in conflict with the 

transfer model, there were two other illustrative studies where absent transfer actually 

indicated that training was ineffective and that the hypothesized transfer model did not 

provide an adequate description of the data (Chooi & Thompson, 2012; Redick et al., 2013). 

Both studies employed the dual n-back paradigm that had been used before to induce reliable 

transfer in measures of matrix reasoning (e.g., Jaeggi et al., 2008; 2010). Although both 

studies showed substantial improvements in the criterion task, they failed to demonstrate 

transfer to any of the transfer measures assessed, including measures of fluid intelligence, 

multitasking, working memory capacity, crystallized intelligence, and perceptual speed 

(Redick et al., 2013), as well as measures of verbal, perceptual, and mental rotation abilities 

(Chooi & Thompson, 2012). 

The majority of the studies (n = 58) found transfer to some measures together with 
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absent transfer to other measures. This pattern can be in accordance with the theory if transfer 

tasks are selected according to the logic of convergent and discriminant validity. In one study, 

Mackey and colleagues (2011) tested the effects of commercial games drawing either on 

reasoning abilities or processing speed in children at the age of 7 to 9 years. They expected 

transfer of the processing speed games to psychometric tests of processing speed and transfer 

of the reasoning games to psychometric tests of reasoning. In fact, their results supported their 

assumptions, showing that processing speed games led to improvements on a variant of digit-

symbol substitution, and that reasoning games led to an improvement in matrix reasoning. 

Processing speed training, on the other hand, did not lead to improvements in matrix 

reasoning and reasoning training did not lead to improvements in one task of processing 

speed. Some other studies also found systematic transfer, which was not in full agreement 

with the transfer model, however. Implementing a working memory training with spatial n-

back tasks, Li and colleagues (2008) found transfer of training gains to a numerical variant of 

the n-back task but no transfer to other measures of working memory capacity like operation 

span or reading span. Thus, it seems rather likely in this case that some specific task-related 

skill rather than working memory capacity per se was increased (see also Peng, Wen, Wang, 

& Gao, 2012, for similar results).  

Different from this systematic absence of transfer, however, several studies also 

showed some unsystematic patterns of transfer. For example, Basak et al. (2008) examined 

the effect of playing strategy computer games on executive control and visuospatial attention 

in older participants. To test for improvements in executive control, operation span, task-

switching performance, n-back speed and accuracy, and inhibition were compared between 

training and control group. Given that executive control is governed by three executive 

functions (shifting, updating, and inhibition; Miyake et al., 2000) and given that computer 

gaming enhanced executive control, improvements on all five measures can be expected. This 

expectation was not met by the data, however. Although the positive transfer to two of the 
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five measures (task-switching, n-back speed) is certainly promising, the absence of transfer to 

the other three measures seems to cast some doubt on the validity of the underlying transfer 

model. Similarly, Anguera and colleagues (2013) recently showed transfer of gains in dual-

task training to a measure of delayed recognition and a measure of visual attention. The 

authors interpret these results in terms of improvements in cognitive control abilities 

extending to working memory and visual attention. In addition to the finding of positive 

transfer, these authors also report that training gains did not transfer to other classical 

measures of dual-tasking, visual attention, or working memory, however. This inconsistency 

in the pattern of transfer results makes it difficult to support interpretations of training gains at 

the broad level of cognitive abilities or cognitive processes without further restraint. 

Data Analysis and Methods 

As outlined above, the central aim of training research is to identify improvements at 

the level of cognitive abilities rather than at the level of task-specific skills (e.g., McArdle & 

Prindle, 2008; Morrison & Chein, 2011; Schmiedek et al., 2010; Shipstead et al., 2010; 2012). 

This aim is reflected in the high number of studies that claim training effects and transfer at 

the level of latent constructs like working memory, executive functioning, or fluid 

intelligence. We argued that these claims would be strengthened considerably if theoretical 

constructs were analyzed at the latent level. Here, we evaluate if these kinds of analyses were 

common practice rather than the exception. The short answer to this question is clear: Only 6 

of the 82 studies (7%) referred to the latent level in some way. Another 14 studies reported 

composite or sum scores, which tend to show better psychometric properties than individual 

task scores. Four studies used multivariate Analysis of Variance to establish an omnibus 

effect of training effectiveness including all transfer measures at the same time, and, finally, 

the vast majority of studies used univariate methods including ANOVA, ANCOVA, and 

simple t-tests of difference scores (n = 58). Unfortunately, univariate techniques are not only 
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the most common but also the most problematic technique because single task scores show 

potentially low reliability together with high proportions of task-specific variance (i.e., low 

construct validity). A related problem is alpha-error accumulation due to multiple testing 

when several transfer measures are included in the study. 

Similar to the univariate category, the latent category was not homogeneous with 

respect to the techniques used. Only three studies actually tested training gains and transfer 

effects at the latent level using latent growth curves (Jackson et al., 2012) or latent differences 

(McArdle & Prindle, 2008, Schmiedek et al., 2010). One study estimated factor scores at 

pretest and posttest separately and analyzed these estimates using univariate methods 

(Bergman Nutley et al., 2011). Two studies implemented the correlated vectors approach, 

introduced by Jensen (1998; Colom et al., 2010; Redick et al., 2013). 

Correlated Vectors 

Originally developed to identify the source of test differences between ethnic groups, 

this approach can also be used to determine the degree to which training-related differences 

can be attributed to some latent construct of interest (i.e., cognitive ability). In training 

research, correlated vectors simply represent the correlation between mean effect sizes on 

several tests and the respective loadings of the tests on the ability of interest. Factor loadings 

can either be estimated from the sample using factor analytic methods or, if available, can be 

taken from the standardization sample of the respective psychometric test (Jensen, 1998). 

Rather than analyzing training-related change (and individual differences therein) at the latent 

level, this approach is restricted to the estimation of the extent to which average gains can be 

attributed to some latent construct of interest. Construct validation is built-in in this approach 

because transfer is expected to occur only to variables that are related to the transfer construct.  

Results of the correlated vectors analysis in the present sample of studies are not quite 

satisfactory, however. Colom and colleagues (2010) used the method post-hoc to explore the 

pattern of transfer onto four reasoning tests, where one of the four tests did not show transfer 
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while the others did. The authors conducted exploratory factor analyses at pretest and posttest 

respectively interpreting the resulting factor in the sense of g. Correlation estimates between 

effect sizes and factor loadings were strongly negative, suggesting that those tasks showing 

the highest association with g were those that showed the smallest training effect. These 

results are difficult to interpret, however, at least for three reasons: (1) Factor loadings are 

obtained from exploratory analyses of pretest and posttest data separately, and there is, thus, 

no way of knowing whether these two factors actually capture the same construct (McArdle, 

2007). (2) The reported correlations are based on four data points only and it must be 

suspected that their reliability is low. (3) The critical test is not specified. Should one simply 

expect higher correlations in the training group compared to the control group or should the 

control group show no or even negative correlations? It would also be possible that 

correlations were the same in the two groups but that mean changes were different. 

Unfortunately, Colom and colleagues do not discuss the theoretical implications of different 

patterns of correlations. 

Redick and colleagues (2013) addressed the latter issue by assessing a set of 17 

transfer measures before and after training. Unfortunately, these authors did not observe 

transfer in any of their transfer measures, and hence refrained from analyses of the latent 

level.  

Univariate Analyses of Factor Score Estimates 

In comparison to the correlated vectors approach, the procedure taken by Bergman 

Nutley and colleagues (2011) seems much more direct. These authors asked if improvements 

can be observed at the latent level. Rather than answering this question at the latent level 

directly, however, they estimated individual factor scores at pre- and post-test separately to 

analyze them at the manifest level. Despite of being practical, this step is somewhat at odds 

with the concept of latent factors, which implies that scores are not directly observable. 
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Consequently, estimation procedures are needed to make latent factor scores manifest. 

Estimation is never perfect, however, and the exact properties depend on the procedure that is 

being employed (Horn, 1965). Bergman Nutley and colleagues (2011) did not specify which 

procedure they used. Another critical aspect, which potentially hampers the interpretation of 

their results, is related to the fact that factor solutions were obtained separately at the two time 

points. Moreover, factor solutions were obtained for the whole sample at once, not separating 

between experimental conditions. Although this is straightforward at pretest, where no 

differences between groups should be expected, intervention might have influenced the factor 

structure differently in intervention and control groups, respectively, such that a formal 

demonstration of measurement invariance between groups at posttest appears in order. As 

noted above, the potential lack of measurement invariance, that is, the demonstration that 

factor solutions are comparable across time points and groups, weakens the interpretation of 

latent change scores in the sense of the underlying common factors (McArdle, 2007; 2009). In 

fact, factor loadings seem to have changed over time in the example of Bergman Nutley and 

colleagues (2011). 

Analyses of Latent Change 

In contrast to the studies discussed above, those three studies that investigated change 

at the latent level all established invariant measurement models first. The property of 

measurement invariance later allows for interpretation of latent change scores or latent slopes 

in the sense of actual change at the level of latent abilities.  

Jackson and colleagues (2012) investigated potential changes in the personality trait 

“openness to experience” (Costa & McCrae, 1992) in response to inductive reasoning 

training. Assuming that personality traits and intellectual ability are mutually influencing each 

other, the authors expected to see increases in openness to experience in response to the 

training intervention. Personality measures were assessed in the training group and a passive 

control group four times over the course of the 16-week training program and cognitive 
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measures were assessed before and after the intervention. Change in openness to experience 

was assessed using second-order latent growth curve models and change in cognitive 

measures was analyzed using latent change score models. These two methods overlap in 

many respects. Both build on metrically invariant common factors estimated at each time 

point. Change is then represented by latent change scores in the latent change score models 

(McArdle & Nesselroade, 1994) and by latent slopes in the latent growth curve models. Using 

these models, the authors found that – at the latent level – the training group gained more on 

reasoning ability than the passive control group, showing that training was effective. In 

agreement with their hypothesis, this improvement in reasoning ability was paralleled by 

increments in openness to experience. The latent slope for openness was positive in the 

training group but negative in the control group, leading to different levels of openness at 

posttest. Although these analyses may serve as a good example for the use of latent measures 

in training research, there is still more potential. The transfer model by Jackson and 

colleagues (2012) rests on the assumption of mutual influences between intellectual ability 

and personality traits, which seems to suggest correlations between baseline levels but also 

between baseline levels and change on the two dimensions. That is, one might expect, for 

example, that those who have high baseline levels of openness may also be those who profit 

most from the intervention. Similarly, it would have been interesting to see if training gains in 

reasoning performance were correlated to changes in the personality trait. Note that changes 

at the group level do not allow for inferences about individual differences in change within 

the trained group (Baltes, Reese Nesselroade, 1988; McArdle & Prindle, 2008; Noack, 

Lövdén, Schmiedek, & Lindenberger, 2013; Robinson, 2009). That is, there may be 

participants improving in reasoning performance and participants increasing in openness to 

experience, but these individuals need not to be the same. Correlations between changes in 

openness and changes in reasoning performance would be informative in this regard. Latent 
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measures of change allow for these kinds of analyses because their estimates are free of 

measurement error and reliable correlations can, therefore, be obtained. Jackson and 

colleagues (2012) tested none of these correlations, however. 

Schmiedek and colleagues (2010) went one step further. Their main focus was on 

demonstrating that improvements at the ability level can be achieved through broad, intensive, 

and extensive training. They constructed factors of the trained abilities (working memory, 

episodic memory, and reasoning) using indicator variables that were not part of the training. 

Training-related differences in change were then investigated at the latent level for each 

ability. In a second step, these authors compared correlations between latent measures of 

change derived from trained tasks and latent changes derived from transfer tasks. Now, 

looking at different abilities, the authors had the opportunity to cross-validate changes for 

each ability. In fact, the high correlation between changes in working memory trained and 

change in working memory transfer, and between changes in episodic memory trained and 

changes in episodic memory transfer point to the convergent validity of the observed transfer 

effects. On the other hand, lower correlations between working memory trained and episodic 

memory transfer as well as between episodic memory trained and working memory transfer 

may represent discriminant validity indicating that training-related improvements were 

specific for each ability. 

Finally, McArdle & Prindle (2008) sought to test for relationships between baseline 

performance and change both within and between near and far measures of transfer. 

Conforming to theory, they assumed a directed link of change in near transfer to change in far 

transfer. They reanalyzed data from the reasoning training of the ACTIVE study (Ball et al., 

2002; Jobe et al., 2001). In this study, trained participants received 10 sessions of reasoning 

training while control participants took part in the pre- and posttest assessment only. 

Measures of near transfer included the trained task but also two more non-trained tasks of the 

same ability, and measures of far transfer included tests of everyday functioning. Starting 
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with a group-invariant bivariate latent change score model with common factors, these 

authors sequentially tested for group differences in latent change of near and far transfer, for 

lagged and cross-lagged regressions, and finally, for the crossed regression from near transfer 

change to far transfer change. This sequential model testing procedure revealed that latent 

change differed between groups in near transfer while all regression weights did not, 

suggesting that the task structure was invariant across groups and that training-related 

differences were restricted to differences in level. A positive standardized regression weight 

between change in near transfer and change in far transfer showed, however, that the observed 

mean level differences between the two measures can indeed be generalized to the individual 

to some degree. That is, participants who showed high gains in near transfer tended to show 

high gains in far transfer as well.  

 

Conclusion 

The recent review, together with others (e.g., Hertzog et al., 2009; Lövdén et al., 2010; 

Morrison & Chein, 2011; Noack et al., 2009; Klingberg, 2010; Shipstead et al., 2010; 2012), 

revealed that some transfer is typically observed with training procedures targeting working 

memory, executive functioning, general cognitive ability, and other constructs. However, the 

validity of positive transfer depends on both theoretical and methodological considerations. 

The threat of confusing task-specific effects with task-general effects, which are typically 

defined at a latent level, can be overcome using multiple heterogeneous transfer measures and 

analyzing them at a latent level. We emphasized that the analysis of latent measures applies to 

any theoretical construct that cannot be assessed with perfect reliability and validity at the 

manifest level. The call for latent methods in training research has been voiced before 

(Lövdén et al., 2010; McArdle & Prindle, 2008; Morrison & Chein, 2011; Noack et al., 2009; 

Schmiedek et al., 2010; Shipstead et al., 2010; 2012). Our review of the literature of the past 



Noack, Lövdén & Schmiedek 30 

five years revealed, however, that the theoretical ideal does not often transfer to the daily 

practice of training research. 

Though latent analyses of transfer are well suited to arrive at valid conclusions about 

transfer, we noted that they may be sensitive to the operation of general but non-cognitive 

factors. We suggested implementing active control groups on the basis of a priori transfer 

models. Together with the assessment with multiple transfer tasks pertaining to different 

abilities, following the multitrait-multimethod logic (Campbell & Fiske, 1959), this would 

allow for estimates of convergent and discriminant validity. With the exception of one study 

(Redick et al., 2013; see also Mackey et al, 2011), placebo-controlled designs of this kind 

were not present among the studies in our sample. Our evaluation showed, to the contrary, 

that most studies implemented passive control conditions.  

Finally, we highlighted the utility of latent change score models, showing that 

theoretical assumptions about associations between trained and transfer tasks can be modeled 

explicitly. These analyses are very helpful in verifying (or falsifying) hypothesized positive 

correlations between trained and transfer tasks within the trained group when group 

differences are present (Baltes, et al., 1988; McArdle & Prindle, 2008; Noack et al., 2013; 

Robinson, 2009). 

Despite the potential conceptual benefits of the proposed methodological approaches, 

we acknowledge that these strategies are themselves tied to additional assumptions and 

preconditions, which might in part explain the low prevalence in research practice. For 

example, analysis of latent change requires the assessment of large samples using 

comprehensive test batteries. As described above, sample sizes in at least 90% of the studies 

reviewed here were likely too small to allow for this type of analyses, suggesting that 

investigation of latent measures of change is also a matter of costs. Besides these practical 

issues, there are some open conceptual questions as well. As mentioned earlier, testing for 

convergent and discriminant validity depends on the availability of a transfer model, which 
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allows for predictions of the relationships between the trained and the transfer construct but 

also between a control construct and the earlier two. These predictions can only be made on 

the basis of good conceptual and empirical knowledge of the matter, which may not always be 

available from the start. Additionally, the presence of subjective transfer models may interfere 

with the theoretical assumptions and – if not properly addressed – may lead to false alarms as 

well as false negative results (Boot et al., 2013). Finally, latent factor models of cognitive 

constructs come with additional implications. For example, interpretation of latent factor 

models at the level of single individuals relies on the implicit assumption of ergodicity (i.e. 

the assumption that the data structure of multiple assessments of a single individual 

corresponds to the data structure of single assessments of multiple individuals; see Molenaar 

& Campbell, 2009). This means that measurement invariance does not only need to hold for 

the between-person structures across measurement occasions, but also for each individual, 

which could only be tested by measuring individuals multiple times to analyze their 

individual within-person structures. If within-person structures deviate from the between-

person structures, findings on latent factor changes cannot be generalized to these individuals. 

Because the question of whether the efficiency of cognitive trainings differs across people and 

how such individual differences can be explained is highly relevant, these issues deserve 

careful investigation. Here again, latent factor approaches should be seen as opening 

opportunities rather than imposing constraints, in our view, because they provide the 

necessary means to investigate the structural equivalence of cognitive constructs. 

To conclude, latent measures of change possess the potential to overcome the old issue 

of separating task-specific from task-general effects. The validity of these measures depends 

on the presence of a theoretical model of transfer and a study design that adheres to this 

model. 
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Figure Captions 

 

1. Histogram of average group sizes in the study sample. Three studies were omitted 

from the plot for better visualization (Irwing et al., 2008: n = 1246; McArdle & 

Prindle, 2008: n = 699; Owen et al., 2010: n = 3810). 

2. Histogram of reported training durations. Three studies spanned more than 100h of 

training (Degé et al., 2011: ~400h; Schmiedek et al., 2010: ~ 116h; Voelcker-

Rehage et al., 2011: 144h). These studies were omitted in the plot for better 

visualization. 
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Figure 1 
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Figure 2 
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