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his field of physics was originally identified as Solid State
Physics. Later P.W. Anderson coined the term Condensed

Matter Physics and more recently it has merged with Statistical
Physics to lead to the Physics of Complex Systems.

This area of physics is in a way complementary to that of ele-
mentary particles which is based on a reductionistic approach. The
traditional approach of physics in fact, is to consider the simplest
systems and study them in great detail. This approach focuses on
the elementary “bricks” which are the building blocks of matter.
This reductionistic vision can be applied to a great deal of situa-
tions and it implies necessarily the existence of characteristic scales:
the size of an atom, of a molecule or of some macroscopic object.

On the other hand, there are many situations in which the
knowledge of the individual elements is not sufficient to character-
ize the properties of the whole system. In fact when many elements
interact in a nonlinear way, they can lead to complex structures
which cannot be directly related to the individual elements. In these
cases we can think at a sort of “Architecture” of nature, which
depends in some way on the individual elements but, in addition,
it manifests properties and fundamental laws which cannot be
deduced from the individual elements. This point of view was first
exposed in a famous article of P.W. Anderson (PWA) which had a
deep impact in the development of complexity ideas.

More is different
This is the title of the famous article of PWA (Science 177, 393,
1972) which is considered a sort of manifesto of Condensed
Matter physics first, and later of Complexity. This article had a
deep influence on the way scientists think about the problems
they consider. In this paper Anderson questions the generality of
the reductionist point of view according to which the funda-
mental laws are only those associated to elementary particles.
The basic idea is that nature is organized in a hierarchical way
and that there are individual elements and collective emergent
properties every time one moves from a level of the hierarchy to
the next one. The later development of the renormalization
group has provided a formalism which permits to interpret these
intuitions within a rigorous framework. Examples of these var-
ious levels can be quarks and nuclear physics, atoms, molecules,
proteins, the emergence of life and on up to the macroscopic
scales and the entire universe. The idea is that each discipline
refers to the step between one level and the next one. In this
process the essential concepts are the basic elements and their in-
teractions. These lead to emergent properties and collective be-
haviours which cannot be identified from the original elements.
From these collective properties one can then identify the basic
elements of the next level of the hierarchy. Each of these steps
is characterized by its own fundamental laws. In the recent years
there have been many attempts to apply this reasoning also to
fields which may appear very far from physics like socio-
economic disciplines.

In a Conference in Aspen in January 2000 Anderson re-
calls the origin of this paper. At the end of the sixties, in the
political and economic area, various slogans appeared like
“Small is beautiful” and “More is worse” of the British envi-
ronmental movement. The establishment replied with “More
is better” and, according to Anderson, it was natural to sug-
gest that simply “More is different”. The article originated
from a sort of resentment that physicists in the field of con-
densed matter developed with respect to a certain arrogance
of the field of elementary particles. For example V. Weiskopf
(first CERN director) divided science between “intensive” (el-
ementary particles) and “extensive” (all the rest). This vision
implied the concept that elementary particle physics would
be the only real intellectual challenge and the other fields
would be “just chemistry”. This hierarchical vision was ac-
cepted in some sense by Anderson but he subverted its terms:
one cannot assume that the laws of a given science are just
consequences of those of another one. The technical example
with which this thesis was presented was that of the symme-
try breaking and the properties of the superconductive state.
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� Fig. 1: example of scale invariance in financial data.
the exchange rate yen/usd is plotted for various time scales. the top left
panel refers to 13 years, the next panel to one year, then one month, one
day and so on up to seconds. up to the time scale of hours, the panels
show a similar behavior (self-similarity) which changes drastically at very
short times (Courtesy of H. takayasu e M. takayasu).
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This example shows that radically new properties and con-
cepts can emerge from a relatively simple substrate. In fact
the problem of superconductivity had challenged the best the-
oretical physicists of the first half of the 20th century like
Bloch, Wigner and Heisenberg who, however, moved along
wrong directions. Some of them even thought that the solu-
tion would be impossible. The problem was finally solved by
the “phenomenologist” John Bardeen with an intuition about
the nature of the state which could not be derived with the
traditional methods, however sophisticated.

The concept of “emergence” was instead borrowed from
biology in relation to the emergence of life from unanimated
matter. This concept was then exported in the field of physics
and generalized. The subsequent concepts of the renormal-
ization group and the associated properties of universality
have then provided a formalism for this new vision. Univer-
sality, in fact, corresponds to the simplest way to demonstrate
that the same macroscopic results can be obtained from
widely different microscopic causes. The process on which
this phenomenon is based is the spontaneous symmetry
breaking. All the properties that characterize solids - like the
crystalline structure, the metallic or insulating properties,
elasticity and macroscopic coherence - are meaningless in a
world of individual atoms. On the opposite they develop nat-
urally as emerging properties of a systems with many atoms
interacting among them.

This process reaches its completeness only if the number
of particles is very large. In nuclei, which typically contain
only about a hundred nucleons, there are elements of geo-
metric structure and superfluidity. But, given the limited
number of components, the process remains incomplete, be-
cause these properties are well defined only for an infinite
number of particles.

In summary, the aim was to demonstrate the intellectual au-
tonomy of the higher level phenomena with respect to the
“tyranny” of the fundamental equations which were supposed to
constitute the “theory of everything” (a term introduced later).

Also in the case of deterministic chaos one can observe, even
in a classical system, a substantial decoupling between the ini-
tial conditions and the evolution of the system.

In conclusion: there are no absolute fundamental laws which,
starting from the smallest scale, permit (at least in principle) the
derivation of all the other properties at all the other scales. There
are different levels and fundamental laws for each of them which
permit the step to the next level. In this perspective the various
scientific disciplines become part of the same global system with
much more possibilities to be integrated among them. �

� Fig. 2: aggregate generated by laplacian growth process (diffusion
limited aggregation or dielectric Breakdown Model).
a classical example of self-organized fractal growth dynamics correspon-
ding to an irreversible process in which the growth probability is
proportional to the gradient of the laplacian field around its contour.
given the generality of the laplace equation this process captures the
properties of several, apparently different, phenomena.

� Fig. 3: Cosmic complex structures.
galaxy distribution in three dimensional space from the recent sloan
data. larger sample volumes constantly show larger correlated structures
challenging the traditional conjecture of a homogeneous distribution of
matter. recently also the dark matter (lensing effect) shows complex
structures analogous to those of visible matter.
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the science of complexity today
The study of complex systems refers to the emergence of col-
lective properties in systems with a large number of parts in
interaction among them. These elements can be atoms or
macromolecules in a physical or biological context, but also
people, machines or companies in a socio-economic context.
The science of complexity tries to discover the nature of the
emerging behaviour  of complex systems, often invisible to the
traditional approach, by focusing on the structure of the inter-
connections and the general architecture of systems, rather than
on the individual components.

It is a change of perspective in the forma mentis of scientists
rather than a new scientific discipline. Traditional science is
based on a reductionistic reasoning for which, if one knows
the basic elements of a system, it is possible to predict its be-
haviour  and properties. It is easy to realize, however, that for
a cell or for the socio-economic dynamics one faces a new sit-
uation in which the knowledge of the individual parts is not
sufficient to describe the global behaviour  of the structure.
Starting from the simplest physical systems, like critical
phenomena in which order and disorder compete, these emer-
gent behaviour s can be identified in many other systems,
from ecology to the immunitary system, to the social behav-
iour  and economics. The science of complexity has the ob-
jective of understanding the properties of these systems.
Which rules    govern their behaviour ? How do they adapt to
changing conditions? How do they learn efficiently and how
do they optimize their behaviour?

The development of the science of complexity cannot be
reduced to a single theoretical or technological innovation: It
implies a novel scientific approach with enormous potentiali-
ties to deeply influence the scientific activities, social, eco-
nomic and technological.

statistical Mechanics
The science of complexity arises naturally from statistical me-
chanics which, in the seventies, introduced a fundamental
change of paradigm with respect to the reductionistic scien-
tific vision. At the equilibrium point between order and
disorder one can observe fluctuations at all scales; the system
cannot be described any more with the usual formalism in
which one tries to write simple equations for average quanti-
ties. From this conceptual grain many new concepts have
developed which produced a revolution in our way of looking
at nature: scaling laws, renormalization group, fractal geome-
try, glassy and granular systems, complex liquids, colloids and
many others. More recently it begins to be clear that these
concepts can have much broader applications with respect to
the physical systems from which they originated. This led to a
large number of interdisciplinary applications which are
sometimes surprising and which probably represent just the
beginning of the many possible applications.

Complexity in the science of new materials
Superconductivity, which is a sort of historical paradigm of com-
plex collective behaviour , developed in the last years into the
new field of high temperature superconductivity. It represents
one of the most challenging open problems in science. In addi-
tion, the development of new materials, like for example the
new carbon compounds, the electronic bio-molecular materi-
als, the nanostructured meta-materials and photonic crystals re-
quire a radically new approach for their preparation and
understanding. Their formation corresponds in fact to a dissi-
pative dynamics far from equilibrium with possible elements of
self-organization. This perspective has been described in the
paper “Basic Research in the Information Technology Industry” in
Physics Today (July 2003, p.44-49) from T.N. Theis and P.M.
Horn (IBM labs). In this paper it is argued that dissipative sys-
tems, hierarchy of energy scales, critical self-organization and
inspiration from evolutive biological systems will be funda-
mental for the development of the new nanomaterials.

� Fig. 5: wrapped piece of paper.
a very simple process, wrapping a piece of paper, leads to a complex frac-
tal structure with dimension d = 2.5. this conceptually powerful example
shows that highly complex structures may be generated by very simple
dynamical processes.

� Fig. 4: Complex vs. complicated: internet network structure.
a complicated object is a computer for which there is always a detailed
top down project. for internet the situation is different, the links are
added bottom up and there is no global project. this we call complex.  
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self-organization at work
An important example of the above scenario is the development of
complex networks like Internet and the World-Wide-Web, which
represent today the basic substrate for all sort of communications,
personal, business and military at the planetary level. These net-
works have the remarkable property that they have not been de-
signed by anybody! The usual “top down” approach to the
engineering of a telephone or a satellite communication system
has been replaced by a “bottom up” dynamics in which new servers
are added to the networks or are eliminated. This type of dynam-
ics presents properties of self-organization and biological evolu-
tion which require a completely new and interdisciplinary vision.

the search for relevant information
A characteristic feature of our society, for both the scientific and
the socio-economic activities, is the necessity of finding one’s way
in the enormous amount of information available, in order to

extract the relevant information. This is an epochal problem which
requires the development of an information theory with innovative
characteristics in which the theory of complexity and critical phe-
nomena can play a crucial role. An example of this situation is given
by the Google search engine which uses concepts from statistical
physics to explore the WEB and for the hierarchical categorization
of the information. At the moment Google is the best search engine
for the quality of the ordering of information, and there is great ac-
tivity to improve it and to define the new generation. Most likely this
will require a new interdisciplinary effort in which linguistic and se-
mantic ideas are also included in the optimization process.

The examples mentioned describe some typical situations in which
an interdisciplinary approach based on the concepts and methods of the
Science of Complexity appear particularly relevant. One could easily
add many more and the situation is highly dynamical. In fact, it would
be easy to speculate about the potential of these methods in scientific
areas which have not yet been explored from this perspective. �
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t happens to all of us, once in a while: We go to open up a
bottle of wine only to discover that the temperature isn’t right.

If it is a red wine and it’s too cold, it’s easy: we can simply put
it in the microwave oven for a few seconds (don’t tell the wine
maker). But if it’s a white wine that is much too warm, we have
a problem. All we can do is put the bottle in the refrigerator –
and be patient. How long will it take for the wine to reach the
desired temperature? 

Being physicists, we realize that the answer is determined by
exponential decay of the temperature difference between bottle
and refrigerator, with the time constant being the thermal re-
laxation time of a bottle of wine in air. This is not exactly a prob-
lem treated in the textbook, but it is easily solved. The thermal
relaxation time simply equals RC, the product of thermal re-
sistance R and heat capacity C. Since C can be well approxi-
mated by the value of water, all we need to find out is the
thermal resistance R of the glass. This may sound cumbersome
for an exotic shape like a wine bottle, but an approximation in
terms of a parallel-plate geometry will do. Therefore we put R
= d/kA, where d is the glass thickness, k
its thermal conductivity coefficient
and A its total outer surface area.

The calculation is easy to do, with d
just over 3 mm as determined from the
weight of an empty bottle, its outer sur-
face area and the density of glass. The
resulting relaxation time is found
to be almost exactly 3 minutes.

Three minutes! Or even less if we include radiation! That
can’t be right, as we know from experience. And indeed, it isn’t.
The reason is that we have grossly underestimated the value
of R. We must include the thin layer of air surrounding the
bottle, which is effectively convection-free, and in which ther-
mal transport relies on conduction. This layer represents a
much larger thermal resistance than the glass does. The 3 min-
utes just calculated must be considered a lower limit. The real
value of the relaxation time of a wine bottle in the refrigerator
is found to be about 3 hours, corresponding to an effective air
layer of a few mm thick.

Of course we could speed up the cooling process by putting
the bottle in iced water rather than air. If natural convection in

water and wine is sufficiently effective, we may approach the
limit calculated above.

But there is a better way to cool our wine:
use a commercial ‘cooling jacket’ which con-
tains a cooling gel that has a large latent heat ca-
pacity. The advantage is that it may be

pre-cooled to far below 0°C and provides a good
thermal contact with the wine bottle.

Obviously, this trick works for any bottle,
regardless of its contents. But in view of the
heavy brain work we have just done, it seems
only fair to treat ourselves to a delicious
Pouilly-Fumé from the Loire, or a Pinot
blanc from Alsace. At just the right tempera-
ture… after only 8 minutes. �
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