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Abstract

We present a part of broader research on word @idgng at finding factors influencing word orderCzech (i.e. in an inflectional
language) and their intensity. The main aim of plaper is to test a hypothesis that obligatory dwats (in terms of the valency)
follow the non-obligatory (i.e. optional) ones imetsurface word order. The determined hypothesss tested by creating a list of
features for the decision trees algorithm and layceng in data ofhe Prague Dependency Treebarsing the search to&IML Tree
Query Apart from the valency, our experiment also eatds importance of several other features, suehgasnent length and deep
syntactic function. Neither of the used methods prased the given hypothesis but according to #seilts, there are several other
features that influence word order of contextualiy-bound free modifiers of a verb in Czech, nanpelsition of the sentence in the
text, form and length of the verb modifiers (theoléhsubtrees), and the semantic dependency reldtioator) of the modifiers.
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1. Introduction and Maotivation the obligatory sentence elements follow the non-

- obligatory ones. Valency is a universal linguistic
We use a treebank and the decision trees algorithm gatory . y . g

. . : phenomenon and its effects on systemic orderirggziech
evaluate a hypothesis that being an obligatory nezrob

‘ . have not yet been studied.
a verbal valency frame plays an important rolehiword . . )
order in Czech, as it does in some other languagedhe @im of the paper is to test the valency-hypsigheor

Additionally, we try to describe the strength ofrpother ~ CZ€ch and to find out whether the obligatorinesgeirbal
word order factors. valency works in accordance with the systemic ander

s or is one of the factors that cause changes irottier of
The knowledge of force of individual word order . .
sentence elements. By studying relevant cases én th

phenomena in a language rich in morphology can imelp Prague Dependency Treebank 2.0 (&lafi al., 2006), we
tasks concerning language generation, e.g. machine . ' NN

) . . assemble a list of features and use a machineingarn
translation. Unsuitable word order in translatectge

. : . . - algorithm (decision trees) to evaluate the hypathesad
(especially in case of inflectional languages) tif the : . L
. . . . we complete this method with a linguistics analysis
task to solve in machine translation (cf. e.g. i8terger,

1994 and 1992; Engelkamp, Erbach, Uszkoreit, 1962- sentences from the Prague Dependency Treebank 2.0.
Liang, 2011). In this paper, we focus on testinigrey as
a word order factor in Czech by studying resultsaof
series of corpus queries and the decision treesitig. To test the hypothesis that the (contextually nooral)
The hypothesis will be tested on adverbials of @i~ OPligatory ~sentence elements follow the (as well
(DIR1: “from where”; DIR2: “which way”; DIR3: “to contextually non-bound) non-obligatory ones in tiwrd
where”), Locative, Manner and Extent in the role oforder, we use language data from the Prague Depeyde
obligatory sentence members (i.e. we deal withcaires  1reebank 2.0 (PDT).

like: optional adverbial of any type — obligatoryvarbial PDT is a treebank of Czech written journalistic tsex

3. Language Material

of Directional or Locative or Manner or Extent). annotated manually at three layers: the morphaébgic
layer where each token is assigned a lemma and& PO
2. Theoretical Framework tag, the so-called analytical layer, at which theface-

syntactic structure of the sentence is represeated
dependency tree, and the tectogrammatical layevhizh
e linguistic meaning of the sentence is captufdmost
50 thousand sentences have been annotated orresl th
layers.

Prague generative linguists Sgall, Kajia and Buréova
(1980) assume that there is a general langua
phenomenon connected with word order cabgdtemic
ordering the sequence of contextually non-bound
sentence elements is not arbitrary but grammaicall ) .
fixed. This sequence varies for different languagesthe At the tectogrammatical layer, the meaning of the

fact that it exists should be language independent. sentence is represented as a dependency treeustruct
Nodes of the tectogrammatical tree represent auto-

semantic words and are labelled with a large set of
attributes. Among the most important ones, theee ar

There are, however, other phenomena that influehee
word order. Flamig (1991) claims that valency i af
the important factors influencing word order in Gan:
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tectogrammatical lemma (t-lemma) and a functor3.2. Free Verbal Modifiers

(semantic relation between the governing and dépgnd The Functional Generative Description distinguishes
node, e.g. Predicate (PRED), Actor (ACT), Pati®&T),  types of verbal complementations: Inner Participaard
Location (LOC)). Additionally, the tectogrammatidayer  Free Modifications. Inner Participants are (in ttiisory)
includes the annotation of information structureilatites,  Actor, Patient, Addressee, Effect and Origin; Eree
coreference, and links to a verb valency lexicon. Modifications are e.g. Locative, Manner, Cause, Aim
Thanks to the manual annotation of the Sentencdleans, and many others (see Mikulova et al., 2005).
Information Structure — the sentence members (Jates We assume that there could be a difference betwfezn
annotated either as contextually bound or contdlytua behaviour of the Inner Participafitsand the Free
non-bound. Since the context is Supposed to bh|g1|'mst Modifications in the word order. This paper dealthvthe
and strongest factor influencing the word ordeCirech, ~ Free Modifications only.

the presented analysis was performed only on seaten .

members labeled as contextually non-bound. 4. Experiments

The annotation of contextual boundnessttie Prague
Dependency Treebarik based on the theoretical approach
of Functional Generative Description (FGP), estlfid  To study the proposed theory, several searches were
by Prague generative linguists (Sgall, 1964, 19879; performed in the Prague Dependency Treebank 2ifg us
Sgall et al., 1986, 2005). PML-TQ (PML Tree Query), a powerful client-server

The Prague Dependency Treebank is interlinked thigh ~based query engine for treebanks (Pajas aspaek,

valency lexicon PDT-Vallex (Ureova et al., 2007). 2009), implemented as an extension for the treeoredi
Therefore, it is possible to get information abdbe  TrEd, a highly customizable framework for treebank
valency obligatoriness or optionality of all indivial ~Manipulation (Pajas and&pinek, 2008). Using the tools,

sentence members (nodes) included in the Praguée searched for sentences (utterances) that comdep
Dependency Treebank. to the tested theory (in which obligatory elements

followed non-obligatory ones) and sentences that
qontradicted the theory (in which non-obligatorgraknts
6}ollowed obligatory ones). Both groups of sentensese
linguistically analyzed and a quantitative propmmtiof
samples was carried out. For the findings and aildet

3.1. Obligatoriness in the Valency in Functional ~ analysis see below.
Generative Description

4.1. Free Verbal Modifiers Treebank Queries

The distinction between obligatory and optionalteeoe
members is based also on the theory of Function
Generative Description — especially on the valethepry
carried out by Panevova (1974), see below.

4.2. Machine Learning Experiments
The used valency lexicon (UreSova et al., 2007yatrer

its theory, distinguishes obligatory and non-oliligg
(optional) elements. As a criterion for obligat@ss, the
dialogue test was introduced by Panevova (1974)aks® | . ! )
Sgall, Hajtova, and Panevova (1986). In this context, thd" @ machlnt_a leaming experiment to_evalua_te hovefmu
term obligatoriness is related to the presencdefgiven the features_ mfluencg the word order in practlce_. .
complementation in the deep (tectogrammaticalcttre, As a machine Iearmng mthOd’ we used deC|§|or§,tree
and not to its (surface) deletability in a senterithe namely th_e C5.0 algorithmwith 10—fo|d_ cross validation
dialogue test is based on the difference betweestiuns and boosting (featuresf the C5.0 algorithm).

asking about something that is supposed to be krtown
the speaker — because it follows from the meaninthe
verb he has used, and questions about somethinddba
not necessarily follow from its meaning. Answeriag 1 The terminus “free” does not correspond to thenafe
guestion about a semantically obligatory modifizatof a characteristics of the modification, it does noame
particular verb, the speaker — who has used thb ver “optional” in the valency point of view. “Free Mdtfiation”
cannot say! don't know Thus, for example, for the verb is terminus technicus. Free Modifications can bia bo

. _ . - . obligatory and optional. However, not all of theemde
prijet (= come/arrive) the modification answering the obligatory.

questionkam? (= Where to?js obligatory, which can be 2  They are much more often obligatory and therets n
seen from the impossibility of answering the questby enough data to verify the position of optional Inne
sayingNevim (= I don't know)The speaker used the verb Participants in the word order.

prijet, so it would make no sense to answer the questiop http://ufal.mff.cuni.cz/pmitq/

. o . http://ufal.mff.cuni.cz/tred/
about the goal by sayirlgevim (= I don't know)On the http://www.rulequest.com/see5-info.html

contrary, the speaker does not have to know ansi@ers g  The arguments of the C5.0 command were: C5.0 %10

questionsgOdkud? (= Where from?and Proc? (= Why?) -1: -X 10 means the 10-fold cross validation, -bame

thus these modifications are for the given verliooat. boosting (multiple decision trees are created¢badecide
on the class of the examples), -| means that thsidin of
the data for the cross validation is not randomstays the

During the linguistic analysis of the search resuite
have assembled a list of features that seem to have
effect on the surface word order in Czech. We ubketh
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4.3. Data feature set error rate
e . (%)

For the 10-fold cross validation in the decisioees full 18.8
experiments, we used full data available in PDTe Th |without attributes of the governing verb 19.9
training and test cases were extracted from the, estich | without attributes of the sentence *20.2
case consisted of (up to) 46 features. All the sasere ‘f""thO“t all governing verb/sentence related *20.4

. eatures
selected from declargtwe sentences and had a dbran without grammatical aspects of the govemed 192
verb node governing exactly two non-generated| odes
contextually non-bound nodes representing  free| without semantic aspects of the governed nofes 19.5

modifications (and possibly other contextually bdun
nodes).

8 of the 46 features were features of the govermarg or
the whole sentence, 19 features were featuresaf ef
the two governed nodes (38 in total). They canibeled
according to their nature into following groupsf¢2 the
governing verb or sentence, 6 for each of the gedr
nodes):

» attributes of the governing verb (e.g. its funciaice,
aspect);

* attributes of the sentence (e.g. position in theudeent,
position in the paragraph);

» grammatical aspects of one of the governed nodgs (e
aspect, negation);

» semantic aspects of one of the governed nodes (e.

semantic POS, proper name);

- form and length of one of the governed nodes a®d itg; ot we found number of sentences

subtree (e.g. length in words, length in charactezsbal
modality, dependent clause);

* contextual properties of one of the governed nades
its subtree (e.g. presence of coreference in thxress
number of nodes in topic/focus);

« functor of one of the governed nodes;

without form and length of the governed nodes  * 22.1
and their subtrees

without contextual properties of the governed 18.7
nodes and their subtrees

without functor of the governed nodes *21.8
without the feature of obligatoriness of the 19.3

governed nodes

Table 1: Error rate of decision trees trained asted on
various sets of features

6. Linguistic Analysis

The determined hypothesis (the obligatory advesbial
follow the optional ones in word order in Czech)swa
tested also by searching in data of thrague
Bependency Treebanksing the search todPML Tree
Query

in which the
(contextually  non-bound) obligatory  adverbials
(adverbials of Directional, Locative, Manner andédnt)’
followed the (contextually non-bound) optional axdbials

of any type (adverbials like e.g. Temporal, Cause o
Condition), see an illustrative Example®1)

Second, we found the number of sentences in wihieh t

« obligatoriness of one of the governed nodes in thécontextually non-bound) optional adverbials of apge

valency frame of the governing verb.

In the experiments, we first trained and evaluatteel
whole set of features and then removed individeatdre
sets in turn one at a time to determine how muelgthen
feature set contributed to the performance of yiséem.

5. Results of the Machine Learning
Experiment

Table 1 demonstrates the results of the experimient.
each row, error rates performed by the classifertiie

given feature set are given. Statistically sigaifit

differences from the full feature set (with 95 %esided

confidence interval) are marked by “*".

same in all experiments.
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(adverbials like e.g. Temporal, Cause or Condition)
followed the (contextually non-bound) obligatory
adverbials (adverbials of Directional, Locative, iviar
and Extent), see an illustrative Exampl€e’(2)

Only such types of adverbials were tested thatapgear
both obligatory and optional in the various sengsnc.e. in
connection with various verbs (the selection ofetes
adverbial types was based on previous researcloyBys
2012). Most types of adverbials (as e.g. Temp&@alse,
Condition) are (in terms of valency) only optionakhe
theory of FGP; only a few of them can be (besitleg t
optional function) also obligatory in some caseg, #he
bought some bread

in a shopoptional_adverbial_of_Locative vshe found
herself in a strange citybligatory _adverbial_of Locative —
only similar adverbials like Locatives could betégsin our
analysis.

In the Example (1), thebligatory adverbial of Directional
follows the optional adverbial (adverbial of Temalan this
case) —i.e. Example (1) demonstrates a case porrémsg
to the hypothesis: obligatory adverbials follow tygional
ones.

In the Example (2), thebligatory adverbial of Directional
precedes the optional adverbial (adverbial of Terapa
this case) — i.e. Example (2) demonstrates a basést
contrary to the tested hypothesis.
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Directional Locative Directional Extent Directional Manner
"to where" "from where" "‘Which way"

O Number of occurences of the couple "optional sex@enember — obligatory sentence member
of the selected type"

@ Number of occurences of the couple "obligatory esece member of the selected type —
optional sentence member"

O Number of occurences of the couple "optional sex@enember — optional sentence memb
the selected type"

O Number of occurences of the couple "optional sex@enember of the selected type — optional
sentence member"

Chart 1: Number of occurrences of couples of sestemembers in one and reverse word
order. The obligatorinness or optionality of thateace members is taken into account (based
on data from the Prague Dependency Treebank 2.0).

The score of both searches was compared, see (hart secondly, they preceded other contextually non-oun
(blue and violet columns). optional sentence members (adverbials like e.gpbeab,
Cause or Condition), see an illustrative Exampl§.(4

(1) Prisla rano Again the score of both searches was comparedisae

-optional_adverbial

5 1) (yellow and green-blue columns).
do—rm.obliqatorv adverbial_Directional3 ( ) (y 9 )
Literally: (Shg came in the morning .. : , ;

y: (She -INT€ MOMMptional_adverbial (3 Dit¢ malovalo  rang. .. . na
home -optional adverbial
———.obligatory_adverbial Directional3 zel . ) o

=== .optional_adverbial_Directional3
Gy , Literally: A child painted_in the morning - -
(2) PrBladO—m‘.obliqatorv adverbial Directional3 I -Gptional_adverbial
rano M.optional adverbial_Directional3

———.optional adverbial
L'tera"y: (She Cameﬂnﬁbliqatorv adverbial Directionalg]—

(4) Dite. malovalo M.optional adverbial_Directional3

the morning, . - ,
~optional_adverbial m.ogtional adverbial
o ] Literally: A child painted on a
For verification, we found also sentences in whibk all . o in the
same types of contextually non-bound adverbials__:ootonal adverbial Directional3
(Directional, Locative, Manner and Extent) appeassd MOMINGoptional_adverbial
optional sentence members. It could happen that their
placement in the sentence is independent of their
obligatoriness.
Firstly, the optional adverbials of Directional, dative,
Manner and Extent followed other contextually non-
bound optional adverbials (adverbials like e.g. feral,
Cause or Condition), see an illustrative Exampl¥®(3
10 In the Example (3), theptional adverbial of Directional 11 Inthe Example (4), the optional adverbial ofdational
follows other optional adverbial (adverbial of precedes other optional adverbial (adverbial of Jeral in
Temporal in this case). Example (3) is a paratidtxample (1) this case). Example (4) is a parallel to Examp)e-(the
— the adverbial of Direction stands more in right. adverbial of Direction stands more in left.
The difference is that in Example (1), the advdrbidirection The difference is that in Example (2), the advdrbidirection
is obligatory but in Example (3), the adverbial is obligatory but in Example (4), the adverbiaDifection

of Direction is optional. is optional.
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6.1. Results of the Linguistic Research our opinion, supported also by the analysis of rahnu
searches in the corpus, obligatoriness of verb
modifications does not seem to play an importald o

the word order in Czech.

The results of the research are captured in thetGhp
The first (blue) column in group named as Directicto

where” in the Chart (1) expresses the number akeseers
in which anobligatory sentence member of Directional
“to where” follows an optional sentence member of a
unspecified type (e.g. Temporal), see Example (1).

The second (violet) column in group named as Diveel

“to where” demonstrates the number of sentences ifroreference,
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