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Abstract
Corpus-based dialogue systems rely on statistical models, whose parameters are inferred from annotated dialogues. The dialogues
are usually annotated using Dialogue Acts (DA), and the manual annotation is difficult and time-consuming. Therefore, several semi-
automatic annotation processes have been proposed to speed-up the process. The standard annotation model is based on Hidden Markov
Models (HMM). In this work, we explore the impact of different types of HMM on annotation accuracy using these models on two
dialogue corpora of dissimilar features. The results show that some types of models improve standard HMM in a human-computer
task-oriented dialogue corpus, but their impact is lower in a human-human non-task-oriented dialogue corpus.

1. Introduction
A dialogue system is a natural language application where
a user asks a computer system for some information and
some interaction using dialogue is needed to get the re-
quired information (Dybkjær and Minker, 2008). The sys-
tem reacts to user interactions using the so-called dialogue
strategy. A dialogue strategy can be defined by rules (rule-
based approach) (Gorin et al., 1997; Hardy et al., 2003)
or by statistical models obtained from acquired dialogues
(data-based approach) (Young, 2000). The parameters of
data-based dialogue statistical models can be inferred from
annotated dialogues. Dialogues are usually annotated in the
form of Dialogue Acts (DA) (Bunt, 1994).
A DA is a label that expresses the intention and function of
the corresponding dialogue segment. From the viewpoint
of the dialogue, a segment is the minimal informational unit
that is assigned to a single DA. Each dialogue turn may
have one or more segments. The annotation of a complete
dialogue corpus is required to infer the parameters of the
statistical models. Consequently, the annotation task is an
important step in the development of dialogue systems.
The manual annotation of dialogues is hard, time-
consuming, and error-prone. Therefore, the use of semi-
automatic annotation tools is really interesting to speed-up
this process, as these tools can provide a draft annotation
that can be reviewed by a human annotator in less time
than annotating from scratch. Some probabilistic models
have been proposed for this annotation (Stolcke et al., 2000;
Webb and Wilks, 2005). Many of them assume the previ-
ous segmentation of the turns into segments, which is not
usual in the transcribed dialogue corpora that are available.
Recently, some models have been proposed to directly an-
notate unsegmented dialogues (Martı́nez-Hinarejos et al.,
2008). Other authors propose a statistical segmentation pre-
vious to the annotation process (Ang et al., 2005).
The most widely used probabilistic models in this field are
Hidden Markov Models (HMM) combined with N-grams
of DA (Stolcke et al., 2000). In the annotation task on un-
segmented dialogue turns, it is important to obtain the cor-
rect segmentation and the correct DA label for each seg-
ment. Previous works (Martı́nez-Hinarejos et al., 2009)

showed a poor segmentation accuracy with standard one-
state-with-loop topology HMM. In this work, we evaluate
the segmentation and annotation accuracy of other types of
HMM (left-to-right with loops with more than one state).
The evaluation is performed on two dialogue corpora with
very different features in order to validate the performance
of the models in different situations.
This paper is organised as follows: In Section 2. we intro-
duce the model. In Section 3. we present the corpora. In
Section 4., we report the experiments and results. In Sec-
tion 5., we present the conclusions and future work lines.

2. The HMM-based Annotation Model
The problem of obtaining the optimal sequence of DA U
corresponding to the sequence of words of the dialogueW
can be stated as:

Û = argmax
U

Pr(U|W) (1)

We can express the complete sequences of words and DA
in terms of the different turns in the dialogue: given a di-
alogue with T turns, its associated word sequence and DA
sequence areW = WT

1 = W1W2 · · ·WT and U = UT
1 =

U1U2 · · ·UT , respectively. Thus, we can express (1) as:

Û = argmax
U

Pr(U|W) = argmax
UT

1

Pr(UT
1 |WT

1 ) (2)

Using the Bayes rule, (2) can be formulated as:

argmax
UT

1

Pr(UT
1 |WT

1 ) = argmax
UT

1

Pr(UT
1 ) Pr(WT

1 |UT
1 ) =

argmax
UT

1

T∏
t=1

Pr(Ut|U t−1
1 ) Pr(Wt|W t−1

1 , UT
1 ) ≈

argmax
UT

1

T∏
t=1

Pr(Ut|U t−1
1 ) Pr(Wt|U t

1) (3)

The approximation in (3) is based on two reasonable as-
sumptions:
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1. Word sequences of turn t are only affected by the DA
sequences of previous turns, and not by future turns.

2. As WT
1 is the sequence of given events, dependencies

between word sequences can be ignored.

Previous works (Stolcke et al., 2000) have proposed similar
approaches to DA annotation, but they assume the avail-
ability of the segmentation of the turn (Stolcke et al., 2000;
Webb and Wilks, 2005). In our case, we develop the formu-
lation to use the model in the unsegmented case as follows:

• Wt = wl
1 = w1w2 · · ·wl is described in

terms of all the possible segmentations as Wt =
ws1

s0+1w
s2
s1+1 . . . wsr

sr−1+1, where r is the number of
segments and sk is the index of the k-th segment, with
s0 = 0 and sr = l.

• Ut = ur
1 is the DA sequence of turn t.

• U t−1
1 = U1U2 · · ·Ut−1 are the DA sequences previ-

ous to turn t.

Therefore, using W = Wt and U = Ut to simplify nota-
tion, the terms in the product in (3) can be expressed as:

Pr(U |U t−1
1 ) Pr(W |U t

1) =∑
r,sr

1

r∏
k=1

Pr(uk|uk−1
1 , U t−1

1 ) Pr(wsk
sk−1+1|uk

1 , U t−1
1 ) (4)

Notice that in this reformulation, W and U (capital letters)
represent sequences of words and DA, respectively, while
w and u (lowercase letters) represent single words and DA,
respectively.
This model can be simplified with some assumptions:

• The current DA depends only on the previous n − 1
DA: Pr(uk|uk−1

1 , U t−1
1 ) ≈ Pr(uk|uk−1

k−n+1).

• The sequence of words of the current segment depends
only on the current DA: Pr(wsk

sk−1+1|uk
1 , U t−1

1 ) ≈
Pr(wsk

sk−1+1|uk).

From this model, we can formulate the search problem.
This search looks for the maximum probability segmenta-
tion and DA sequence, and it is solved using the Viterbi
process on the whole dialogue. Thus, the implementation
of the search process results in the following final model:

Û = argmax
U

max
R,S

T∏
t=1

r∏
k=1

Pr(uk|uk−1
k−n+1) Pr(wsk

sk−1+1|uk)

(5)
In this formula, R = {r1, r2, . . . , rT } represents the
set of number of segments for each turn, and S =
{sr1

1 , sr2
1 , . . . , srT

1 } is the set of segmentations for each turn
that maximises the product. Note that to simplify notation,
the terms in the product are defined in terms of r = rt and
sr
1 = srt

1 .
The models employed in the implementation of the search
problem given by (5) are the following:

• Pr(uk|uk−1
k−n+1) is represented by a statistical model

of DA sequences (DA language model), generally an
n-gram model.

• Pr(wsk
sk−1+1|uk) is modelled by a HMM.

In the model represented by (5), the contribution of the DA
language model can be balanced by using a weight factor.
This model was presented and tested in (Martı́nez-
Hinarejos et al., 2009), where the topology of the HMM
was one state with loop. This topology was imposed by the
fact that the shortest possible segment has only one word,
and, consequently, cannot be accepted by a HMM topol-
ogy of more than one state. However, this topology had the
side-effect of the loss of the word order, which is funda-
mental in order to obtain appropriate segmentations. This
is caused by the fact that some words (especially punctua-
tion marks and function words) are common to all segments
(independently of the DA associated to that segment), and
they are common segment delimiters as well. Therefore,
words of this kind can be assigned to the next or previous
segment without altering the decoding probability since the
word probability is similar in all the HMM and they have
a single state. However, this causes a dramatic decrease in
the segmentation accuracy.
Therefore, we performed the same experiments with dif-
ferent HMM in order to study their impact on the anno-
tation and segmentation accuracy. We used left-to-right-
with-loops HMM, with more than one state, all of which
were final states.

3. Corpora
We performed experiments on two very different dialogue
corpora in order to obtain an appropriate view of the gen-
eral impact of the new HMM on the annotation task. Both
corpora are spontaneous-speech telephone-based corpora,
with a moderate number of DA labels, but they differ in
language, total size, task-orientation, vocabulary size, and
the nature of the speakers (human-computer vs. human-
human). A summary of the different features of the corpora
is presented in Table 1.

3.1. SwitchBoard Corpus
The SwitchBoard corpus (Godfrey et al., 1992) is a well-
known corpus of human-to-human telephone conversations
in English. The conversations are about general topics,
with no clear task to accomplish. This corpus recorded
spontaneous speech, with frequent interruptions between
the speakers, hesitations, non-linguistic sounds (laughter,
coughing) and background noises. The transcription of the
SwitchBoard took into account all these phenomena, in-
cluding a special coding for each one. We must point out
that SwitchBoard is a sort of standard corpus for evaluating
automatic dialogue annotation tools, but it does not repre-
sent the usual aim of a dialogue system (task-oriented and
human-computer dialogues).
The corpus consists of 1,155 conversations, with approx-
imately 115,000 different turns. The vocabulary size is
about 42,000 words. The dialogue annotation was per-
formed using the SWBD-DAMSL scheme (Jurafsky et al.,
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Table 1: Summary of the different features of the SwitchBoard and the Dihana corpus.

Corpus SwitchBoard DIHANA

Language English Spanish
Nature Human-human Human-computer
Task-oriented No Yes
Number of dialogues 1,155 900
Number of turns 115,000 6,280 U + 9,133 S
Annotation scheme SWBD-DAMSL IF-Dihana (3 and 2 levels)
Number of DA labels 42 153 U + 95 S / 45 U + 27 S

1997), which contains 42 different labels. The SWBD-
DAMSL set is a simplified version of the general DAMSL
annotation scheme (Core and Allen, 1997). SWBD-
DAMSL includes several labels for different communica-
tive categories at the dialogue level, such as statement,
question, backchannels, etc., and more specific subcate-
gories, such as statement-opinion, statement-non-opinion,
yes-no-question, open-question, etc. In the annotation pro-
cess, each turn was divided into several segments and each
segment was assigned a DA label by a human annotator, ac-
cording a predefined set of rules. The annotation was per-
formed by 8 different human experts, with a Kappa value
of 0.80 (Stolcke et al., 2000).
To simplify the experimental framework, we semi-
automatically preprocessed the SwitchBoard corpus to re-
move certain phenomena: interruptions and overlaps were
erased (by joining the interrupted turns), all the words were
transcribed to lowercase, and punctuation marks were sep-
arated from the words. This preprocessed version of the
SwitchBoard corpus is available at (Martı́nez-Hinarejos,
2010).

3.2. Dihana Corpus
The Dihana corpus is a spontaneous-speech Spanish-
language, task-oriented corpus about the consultation of
timetables and fares for trains (Benedı́ et al., 2004). The
dialogue corpus was acquired using the Wizard of Oz
(WoZ) (Fraser and Gilbert, 1991) set-up. A total num-
ber of 900 dialogues were acquired for the project, with
a total of more than 15,000 turns (6,280 for user turns and
9,133 for system turns). A total number of 225 voluntary
speakers participated in the acquisition process. Dihana is a
more representative corpus of usual dialogue systems since
it represents a set of task-oriented dialogues in a human-
computer framework.
These dialogues were manually transcribed and annotated
at the dialogue level by a set of human annotators, and it
was consistently reviewed by a single annotator. The DA
label set was defined from the Interchange Format (IF) pro-
posal (Fukada et al., 1998), which defines the labels with
three different levels: speech act, concept, and argument.
The Dihana annotation set definition uses the first level to
represent the general purpose of the segment and the second
and third levels to represent more precise and task-oriented
information (such as data repository or specific data con-
tained in the segment).
The set of DA labels was composed of 248 different 3-

level labels (153 for user segments and 95 for system seg-
ments) (Alcácer et al., 2005). The high specificity of the
third level leads to an alternative annotation using only the
first level and the second level. In this case, there were 72
different 2-level labels (45 for user segments and 27 for sys-
tem segments). Both versions of the annotated corpus were
used in the experiments.
The final vocabulary was composed of 980 words. Before
applying the annotation technique, the following prepro-
cessing steps were performed: categorisation (e.g., town
names, hours, dates, . . . ); identification of the speaker for
each word (which is trivially obtained from the transcrip-
tion of the dialogues since each turn is identified as being
from the user or the wizard); lowercase transcription and
separation of punctuation marks. The categorisation was
automatically performed by using regular-expression-based
tools that were manually coded and tested by a human ex-
pert.

4. Experiments and Results
The experiments evaluated the accuracy of the annotation
and segmentation given by the models. To obtain more re-
liable results, we performed the experiments with a cross-
validation approach. In our case, for the SwitchBoard
corpus we used 11 partitions (105 dialogues each parti-
tion) for the Dihana corpus, we used 5 partitions (180 di-
alogues for each partition). The weight factor for the DA
language model was optimised with respect to the global
cross-validation experiment.
We used the following evaluation metrics, comparing the
results turn by turn:

• DAER: the average edit distance between the refer-
ence DA sequences and the annotation results.

• SegER: the average edit distance between the refer-
ence segmentation (position of the last word of the
segment) and the segmentation given by the model.

• SegDAER: the average edit distance between the com-
bination of the DA and the segmentation in the refer-
ence and the annotation results.

Although other evaluation metrics can be adopted (such as
those proposed in (Ang et al., 2005)), our proposed metrics
are suitable for the evaluation of the annotation accuracy
in the framework of dialogue annotation. This is because
both the DA label and the position could be corrected in the
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Figure 1: Different HMM topologies used in the decoding experiments. The small white circles denote artificial initial, and
the small black circles denote artificial final states.

Table 2: SwitchBoard results for the different HMM topologies. The best results are in boldface.

DA N-gram 3-gram 4-gram
Num. states DAER SegER SegDAER DAER SegER SegDAER
1 (Baseline) 55.5 41.8 61.8 55.8 41.7 62.0

2 57.1 37.3 65.8 58.3 37.6 67.0
3 51.7 35.6 62.2 52.4 35.9 63.1
4 54.2 36.0 64.3 55.1 36.3 65.4

draft annotation. Consequently, the measures that take into
account the difference in the labels (DAER), the difference
in the positions (SegER), and the difference in both terms
(SegDAER) are all good enough for the evaluation.

The topologies of the HMM are left-to-right with loops, and
every state has a probability greater than zero of being a fi-
nal state (which is given by the training process or by using
a smoothing factor of 10−5 when the training process pro-
duces zero probability). The number of states went from
one (baseline) to four, as can be seen in Figure 1. Tests
with a larger number of states gave very inaccurate results
due to data sparsity.

The results for the SwitchBoard corpus with 3-grams and 4-
grams as the DA language models and the proposed HMM
topologies are presented in Table 2. In this case, as the table
shows, there is no improvement in SegDAER with respect
to the baseline one-state topology. Although DAER and
SegER improve with the three-state topology, SegDAER
does not improve since the correct segmentation does not
imply a correct label in the segments and vice-versa. In this
case, the sparsity of the vocabulary of the corpus makes the
new topologies unable to improve the baseline results be-
cause output distributions cannot be accurately estimated
from such sparse data. Consequently, as the number of
states grows, the number of output parameters grows in
the same proportion, dramatically increasing the sparseness
problem. Thus, the new topologies do not improve the re-
sults in dialogues with a large vocabulary, even though the
number of DA labels is quite low.

The results for the Dihana corpus under the same conditions
for the 3-level labels are presented in Table 3. These results
show that the use of the new topologies have a beneficial ef-
fect on the segmentation of the turns, since the SegER and
SegDAER results dramatically decrease. This is caused by
the minimal word order that is modelled by a more-than-
one-state topology: the one-state-topology may assign the
symbols that are usually at the end of the segment to the
beginning of another segment, whereas the other topolo-
gies with more than one state prevent this incorrect assign-
ment since the initial states do not emit these symbols. Ta-

ble 4 presents the results for the 2-level labels. These results
show a similar behaviour of the models, but with even more
dramatic decreases in segmentation errors.
The best results for the Dihana corpus were obtained with
a two-state topology in both 2-level and 3-level labels. A
possible reason for this is that this topology has a lower
number of parameters to estimate (only two output distri-
butions by HMM) but it allows a minimal word order of the
segment to be maintained. All HMM with a higher number
of states showed a performance degradation since they did
not contribute to a better word order and they also present
a higher number of parameters to estimate.
A comparison of these results with the results given by an-
other technique (the NGT technique (Martı́nez-Hinarejos
et al., 2009)) show that the new topologies present simi-
lar results to NGT in the Dihana corpus (the best results
with NGT in SegDAER were 17.9 and 8.3 for 3-level and
2-level labels, respectively) because of its structured na-
ture and clear transcription. However, for the SwitchBoard
corpus, the new topologies provide poorer results than the
NGT technique (the best NGT result in this case was a Seg-
DAER of 50.4).
Therefore, we can conclude that the new HMM models are
appropriate for task-oriented and well-transcribed corpora
(using the appropriate HMM topology), but they are not
well fitted when applied to more unstructured corpora that
have a higher level of vocabulary sparseness due to their
non-task-oriented nature. In any case, as the development
of dialogue systems is directed towards task-oriented sys-
tems, the proposed HMM-based model with the alternative
HMM topologies seems to be a good alternative for the an-
notation of dialogue corpora for future systems, allowing
the construction of dialogue systems to be performed faster.

5. Conclusions and Future Work
In this paper, we tested the effect of using different HMM
topologies in a statistical model for dialogue annotation.
The differences between the topologies are related to the
number of states of the HMM since all the topologies have
in common that they are left-to-right with loops and all
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Table 3: Dihana 3-level results for the different HMM topologies. The best results are in boldface.

DA N-gram 3-gram 4-gram
Num. states DAER SegER SegDAER DAER SegER SegDAER
1 (Baseline) 15.6 26.2 34.5 15.9 26.2 34.7

2 16.2 7.9 17.8 16.7 8.0 18.4
3 17.4 9.0 19.2 18.0 9.4 20.0
4 20.4 8.4 22.0 20.7 8.6 22.4

Table 4: Dihana 2-level results for the different HMM topologies. The best results are in boldface.

DA N-gram 3-gram 4-gram
Num. states DAER SegER SegDAER DAER SegER SegDAER
1 (Baseline) 7.9 22.9 29.2 8.1 23.0 29.7

2 7.5 1.9 8.1 7.5 1.9 8.2
3 7.9 2.2 8.5 7.9 2.3 8.6
4 8.2 2.3 8.8 8.3 2.3 8.9

states are final states. These experiments were conducted
to determine the effect of the topology of the HMM on
the annotation results since previous results showed that
the one-state topology produced regular errors in segmenta-
tions. The results of these experiments showed that the new
topologies provide better segmentation and annotation ac-
curacy in a task-oriented corpus, but that their impact is low
(or even negative) in a human-human, non-task-oriented di-
alogue corpus, whose vocabulary is larger.
Future work is directed towards the integration of the new
topologies with other features that showed an increase in
the performance of the dialogue annotation, such as the es-
timation of the number of segments (Tamarit et al., 2009).
Another interesting possibility is to use models with more
than one state to obtain the segmentation and then to use the
models of one state over the segmented data to obtain the
annotation. With this combination, we can avoid the sparse-
ness of the models that are used for the pure annotation,
which seems to be the main source of errors in large vo-
cabulary corpora like SwitchBoard. This combination also
obtains a better segmentation accuracy as demonstrated by
the corpora presented in this study. Other techniques such
as the use of the NGT technique presented in (Martı́nez-
Hinarejos, 2009) could also be used to achieve this more
accurate segmentation.
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