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Abstract

Users return to Web pages for various reasons.
Apart from pages visited due to backtracking,
users typically monitor a number of favorite pag-
es, while dealing with tasks that reoccur on an in-
frequent basis. In this paper, we introduce a nov-
el method for predicting the next revisited page
in a certain user context that, unlike existing me-
thods, doesn’t rely on machine learning algo-
rithms. We evaluate it over a large data set com-
prising the navigational activity of 25 users over
a period of 6 months. The outcomes suggest a
significant improvement over methods typically
used in this context, thus paving the way for ex-
ploring new means of improving user's naviga-
tional support.

1 Introduction

Nowadays, millions of people browse the Web every

second, navigating from site to site and producnagsive
amounts of navigational log data. These data haee t
intrinsic potential to provide a solid basis fordenstand-
ing individual user’s behavioModeling users is the first
step towards this direction, serving as a foundafior
developing recommendation and prediction techniques
Many applications can benefit from effective method

of user modeling, like Web search and personalizar
; ) a
tion/recommendation systems, to name but a few. For

example, predictive models have improved the rankih
web search engine results, by computing the digidh

of visits over all WWW pages and using it for re-

weighting and re-ranking relevant web pages. Ndigaga
al information are actually considered more imputrta
than text keywords. Hence, the more accurate tadipr
tive models, the better the search results [Brich Bage,
1998].

Several researchers have undertaken the task ef-und

standing user’s surfing behavior, by exploiting rudata
[Adar et al., 2008; Obendorf et al., 2007]. Somefgoe
ther, using log data to improve algorithms thatdpre

future requests [Awad et al., 2008 ; Gery and Hddda

2003], while others apply these algorithms to pdevi

users with improved tools for recommendations, book
marks and history [LeeTiernan, 2003; Pedersen et al.

2010].

As a common practice of studying the past in otder
define the future, in this paper we analyze themses’s
log data of 25 users along 6 months with a tathl
137,737 page requests. Our detailed, statisticlysis of
the navigational data gives insights for our resleaas

well as for future work in the area. In additiore demon-
strate a novel user modeling method for predicting

next page that will be revisited. We tested our ehtazh

the data set at hand, with the experimental resllison-
strating a significant improvement in the suppdrineb

page revisitation over existing methods, commorggdi
in this area.

2 Redated Work

Several past works have explored surfing behavigtis
respect to revisitation activity. Although they yan their
estimations, they all recognize that revisitatiomstitutes

a large part of the Web activity. [Herder, 200%]r fn-
stance, quantifies it to 50% of the overall WelSffica
while [Cockburn and McKenzie, 2001] approximatetoit
80%. They also noted that bookmarks, the most popul
revisitation supporting tool, invariably involve meging
and organizational problems due to the constantdseias-
ing size of their collections.

Analysis of revisitation. [Tauscher and Greenberg,
1997] describes two important characteristics ofsita-
tion: first, most page revisits pertain to pageseased
very recently; the probability for a page to beiségd
decreases steeply with the number of page vigiteghe
last visit. Second, there is a small number of liglopu-
lar pages that are visited very frequently; thebpimlity
for a page to be revisited decreases steeply tgthdpu-
rity ranking.

Revisitation behavior has been distinguished byei©b
dorf et al., 2007] into three different setshort-term (i.e.,
backtrack or undo within the same sessiomdium-term
(i.e., re-utilize or observe a resource in a peabtime up
to few weeks after the first encountegnd long-term
revisits (i.e., rediscover a resource several months after
the first encounter). The authors further argue tha
back button is the most commonly used tool for shor
term revisit. For medium-term revisits, the pagdrads is
directly typed into the address bar, making usethef
automatic URL completion function. However, re\gsit

a broad range of pages that are accessed on faclgasnt
basis (i.e., long-term revisits) are poorly suppdrtusers
often do not remember the exact address, and albyic
browsers do not ‘remember’ the address either.

[Adar et al., 2008] demonstrates that short-term revisits
involve hub-and-spoke navigation, visiting shoppiog
reference sites or pages on which information wasim
tored. Medium-term revisits pertain to popular hqnag-
es, Web mail, forums, educational pages and the/dmo
homepages. As for long term revisits, they invdhe use



of search engines, as well as weekend activitieg., (e
going to the cinema).

Revisitation Prediction.In [Gery and Haddad, 2003],
the authors exploit three methods of Web usagengini
association rules, frequent sequences, and freqesrd-
ralized sequenceAssociation Rules (AR) are well docu-
mented in the literature as a method that effelstiikenti-
fies pages that are typically visited together irsaane
session, but not necessarily in the same orderaj#al et
al., 1993; Agrawal and Srikant, 199%5Jrequent Sequence
Mining can be considered as equivalent to associatien ru
mining over temporal data sets, whieequent Genera-
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lized Sequence introduces sequences that allow WildcardsFigure 1: Distribution of most frequently visited pages
constituting a more flexible means of modeling 8%er 4" cach user.

navigational activity [Gaul and Schmidt-Thieme, 2D0
Their evaluation shows that plain Frequent Sequenc
Mining performs better in revisitation predictidiowev-

er, their dataset consists of server side logs diffdrent
websites, thus covering a limited number of possibli-
sited pages. Contrariwise, in our work we employws-
ers’s log data to analyze and predict users’s, Withset

of revisited web pages potentially involving the olh
Web.

In [Awad et al., 2008], the authors apply two well-
established classification techniques in the cdraéXveb
surfing prediction: Markov model and Support Vector
Machines (SVM). They also combine them in a hybrid
method under Dempster’s rule and the outcomesef th
evaluation suggest that it outperforms the indigidune-
thods, especially when domain knowledge is inccafemt
into it.

3 Data Set and Revisitation Statistics

In this section we briefly introduce the data dwttwe
used for our experiments. We also illuminate thestmo
important aspects of users’s revisit behavior —egan
characteristics as well as individual differencesvkich
are used as a basis for the predictive methods ateat
evaluated in this paper.

3.1 Dataset

The participant pool of our data set consists opaBici-
pants, 19 male and 6 female. Their average agé.5 3
ranging from 24 to 52 years. The participants wegged
for some period between August, 2004 and March5200
The average time span of the actual logging peneas
104 days, with a minimum of 51 days and a maximdm o
195 days. Participants were logged in their usoatexts

- 17 at their workplace, 4 both at home and at warid 4
just at home.

During the logging period, 152,737 page requestsewe
recorded. 10.1% of them were removed, as they we
artifacts (advertisements, reloads, redirects, dragats).
Hence, in total we have 137,737 page requestsaiiail
for analysis.

3.2 Revigitation Statistics

We recorded an average revisitation rate of 45.8%ie
that this number is lower than in earlier studas to the
fact that we took into account both GET and POSpa
meters. The wide range of individual revisitaticange
(between 17.4% and 61.4%) suggests that revigitatio
behavior is heavily influenced by personal halptéyate
interests and the sites visited (for more detfdendorf,
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Figure 2: Backtracking and routine behavior plotted
against therevisit rate (order by revisit rate).
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Figure 3: Repetitive behavior (% repeated actions)
plotted against therevisit rate.

2008]). In this section we concentrate on individua
ferences between users in thewvisitation profile.

As discussed in Section 2, several studies hawgtiide
fied regularities in revisitation behavior. Useygpitally

IJ("éave a small set of frequently visited pages, iticlg for

example the browser’s home page, search engines; fa
rite news sites, and social networking sites. As ba
observed inFigure 1, the distribution ofmost frequently
used pages clearly follows a power law for most of the
users, but not for all — some have a large numbpages

in their browsing routine.

The distribution of revisits to pages based onrthm-
ber of pages between the last visit and the cunvesit
does follow a power law distribution for all use@onse-
quently, thebacktracking activities (revisits to pages in
the current session) andutine behavior (revisits to pages
in previous sessions) grow roughly linear with thegisit
rate. This illustrated irfFigure 2 - note that despite the



correlation there are still users that can be ifledtas

In the following, we provide a brief outline of our

predominantly backtrackers or predominantly routineframework that conglomerates these two categorfes o

revisitors. The average percentage of backtrackatigpns

prediction methods. The implementation of the mésho

among revisits is 75%, with a minimum of 51% and apresented here is publicly available through the?RA

maximum of 84%.

project of SourceForge.ret

Predictive models of Web navigation, such as Markov

models, typically assume that users exhibit a raldrge
percentage ofepetitive behavior, including sequences of
pages that are regularly visited in the same oldeFig-
ure 3 we plot the users’ repetitive behavior (basedhmn t
ratio between the number of unique pairs of pabas d
user visited consecutively and the total numbetrarisi-
tions). The average percentage of repetitive tti@ns is
20%, with a minimum 5% and a maximum of 60%.

3.3 Discussion

Based on the statistics in the previous sectiobe@omes
clear that Web page revisitation behavior followsfis
cient regularities to be exploited for enhancedsitation
support — in a similar manner as is already comimon

4.1 Ranking Methods

The aim of ranking methods is to provide for eaatbw
page a numerical estimate of the likelihood thatilt be
accessed in the next transaction. In this workceesider
the following ranking methods:

1. Least Recently Used RU)

2. Most Frequently Used FU)

3. Polynomial DecayRD)

The first two methods, namely LRU and MFU, consti-
tute well-established caching algorithms that gpécally
employed in prediction tasks. LRU is based on tteai
that the more recently a web page was visited nibst
likely that it will be re-visited in the immediateiture.
Hence, it assigns the highest ranking positiorhtolatest

recommender systems based on Web usage mining aadcessed page. MFU, on the other hand, relieseitéa

collaborative filtering. Earlier work on revisitati (see
Section 2) confirms this observation, but only tingted
extent.

In this following, we investigate, compare and camsb
the performance of several predictive methods fagep
revisitation. Our analysis attempts a general coispa
of several prediction mechanisms, with the aimdefnti-
fying the best performing one, knowing though ttiesir
performance depends heavily on the regularitieshin
individual user’s revisitation activities.

4 Prediction of Next Page Visits

The problem we are tackling in this paper can lwmédly
defined as follows:

Given a collection of Web Pages, P = {p;, p, ...} that
have been visited by a user, u, during his past n transac-
tions, T,={ty, t,..., &}, rank them so that the ranking
position of the page re-visited in the next, n+1, transac-
tion isthe highest possible.

The methods copying with this problem should exclu
sively try to facilitate the revisitation of alreadccessed
pages , rather than trying to suggest to a user pages
that seem relevant to his surfing activity. Thekiag of
all web pages is updated after every transactiod,the
higher the ranking position of the subsequentlyeased
page, the better. In fact, the lowest possible Ager
Ranking PositionARP) of revisited pages, the higher the
performance of the algorithm. This is in line withe
intuition behind ranking search engine’s query ltssthe
higher the ranking of the desired resource, théebéthe
performance of the search engine [Brin and Pageg]19

that the more often a web page is visited, the iy it
is to be revisited in the next transaction.

[Papadakis et al., 2010] demonstrated, though, that
these methods are not adequate for effectivelyigtied
future revisitations on server-side logs of closedpus
websites. Due to their unidimensionality, LRU proés a
plainly chronological arrangement of web pages thase
their recency, while MFU takes into account metblyir
degree of usage. More accurate predictions can be
achieved when incorporating both evidences intmgles,
comprehensive method.

To this end, [Papadakis et al., 2010] introduceddb-
cay ranking model for predicting the next revisifgabe.
According to this model, the valug, of a web pagev,
after n transactionsl, of useru is derived from the fol-
lowing formula:

v; = Yp=o d(ty, wi, n), where

d(t,w;, n) is adecay functionthat takes as an input tke
th transactionty, of user,u, together with the index of the
current transactiom, and gives as output the value of this
transactions for web page . Every valid decay function
should satisfy the followingroperties ([Cormode et al.,
2009)):
1. d(ty,w;,n) = 1whenk=n
2. d(ty,w;,n) =0 if t, doesn’t pertain to web page
3. 0<d(t,w;,n)<1V0<k<n
4. dis monotone non-increasing as n increassk<(0):
n' =n - d(t,, w;,n") < d(ty, w;,n)

Among the various decay function families that fwti
these properties, theolynomial decay functions were
found to outperform both thexponential and theloga-

To solve the aforementioned problem, we employ aithmic ones. The reason is that their smooth decay bal-
framework combining two categories of methods. Theances harmonically the recency and the degreeagfeusf

first one involveganking methods. they estimate for each
web page the likelihood that it will be accessethi next
transaction based on some evidence, such as thecyec
or the frequency of earlier visits to this pagee ®econd
category coverspropagation methods, these are tech-
niques that capture repetitiveness in the surfielyalior
of a user and identify groups of pages that aréciyiy
visited together, in the same session but not saciksin
a specific order.

web pages; in contrast to this, exponential fumstioon-
vey a steep decay that puts more emphasis on ¢tkaag
of usage, whereas the logarithmic functions pronste
cessively the degree of usage, due to their exadgsi
slow decay.

The form of apolynomial decay function with expo-
nenta is the following:

! http://sourceforge.net/projects/supraproject/



b

d(ty, w;,n) = ———, where ing continuous connectivity rule after the trarusiti
1+(n—-k)%
D—A.
b is equal to 1 ify pertains tav;, and O otherwise. 4. Increasing continuous connectivity — Is the inverted

4.2 Propagation Methods

version of the previous strategy. Instead of desinga
the additional value of cellM(x,y) according to the

Unlike ranking methods that produce an orderingveb distance of pagesandy, it increases it proportional-
pages, propagation methods aim at detecting antlireap ly. The outcomes of this rule after transitibr>A are
ing patterns in the surfing activity of users. Thegntify presented ifrigur e 4d).

those pages that are commonly visited within thexesa

session and associate them with each other. Thks"li It is worth noting that the simple connectivityrisition

created by these methods can be combined withkingan  matrix was also used in [Awaet al., 2008], but its fre-

method, so that the value of a web page is propéddat quencies were used as features of a classificatigo-
its relevant ones. In this way, the higher the eati a  rithm instead.

web page, the more the pages associated with it are

boosted and the higher their ranking position. A BC D ABC D

In this work, we distinguish between two families o
propagation methodshose that take into account the A o1 00 A o1 11
order of the transactions within a session, and those who
disregard this order. For the former case, we consider Bloo1o Bl1 011
transition matrices, whereas for the latter we &ram C looo1 Cl1 001
association matrices.

D1 000Q0 D1 o000

4.2.1 Transition Matrix (a) (b)
Similar to a first-order Markov model, a transitioratrix A BCD A B C D
(TM) is a two dimensional structure with its row and
columns representing the enumeration of web pasped) A0 1 %Y A 01 2 4
cgl} TM(X,y) expresses t_he number of times that auser g oy g 1, B la01 2
visited pagey afterx. Given that a transition matrix re-
spects the order of accesses within a sessios, ribf a C |00 1 Cl|2001
symmetrical one: the value dM(xy) is not necessarily
equal to that offM(y,x). Moreover, its diagonal cells are Dliooo Dl1ooo
all equal to 0TM(x, x) = 0 Vx. (0 - o (d)

In the following, we introduce 4 different approash Figure4: Transition matrix example.

to correlating web pages according to the pastgadiain-

al activity in order to build the transition matrikhey can
be intuitively illustrated through a simple walktligh

4.2.2 Association Matrix

example. Given a set of 4 web pages,B, C, D - and In contrast with transition matrices, association matrices

the following set of transactions during a uses&es (AM) are based on the idea that the temporal order of
transactions within a session is not important; pages that
A E> B E> ¢ E> D E> A are visited in the course of the same session should be

we can associate these pages in four ways (takiteg i equally connected with each other, regardless of their
account the order of the accesses): order and the number of transitions that intervene betwee

1.

Simple connectivity — For each transitior—y in the them. The rationale behind this idea is thgt users my vis
given session, only the value of the GM(x,y) is in- @ group of pages XYZ on a regular basis, but not neces-
cremented by oneFigure 4a) depicts the values of Sarily in that order.

the transition matrix according to the simple canne  In this context, an association matrix is built simply by
tivity rule after the last transition of the giveassion ~associating all the pages that are visited in a single ses-
DA, sion. Given the session presented above, the resulting AM
Continuous connectivity — Each web page visited has all non-diagonal cells equal to one, as all resources
within the current session is associated with fai t Were accessed during this sessieig(re 5). _
subsequently accessed pages. In our example, after A vgngﬂon of the assqmatlon matrix can be derlyed by
transition D—A, A is associated with all other web normalizing its values with the help of the mutual infor-
pages B,C,D) incrementing the corresponding cells mation. More specifically, this'involves the multiplication
by one, as shown iRigure 4b). pf each_ceIITM(x,y). of AM with the following mutual
Decreasing continuous connectivity — This strategy nformation factor fif):

operates in a similar way as the previous one, (i.e. )

connecting all the pages within a session) with the mif(x,y) = AM(x,y) -logp(ij(y), where
difference that it adds a decay parameter repriegent

the distance (i.e., number of transitions) thagrvene
between two web pages. In our example, @W) is
incremented by % aftdd—A, since pageC is two
steps away from the page Bigure 4c) depicts the
values of the transition matrix according to theale

« AM(xy) is the number of sessions containing both
page x and y (i.e., the value of the &dli(x.y)),
p(x,y) is the probability of a session to contain pages
x andy (i.e., the value ofAM(x,y) divided by the
number of sessions)



*  p(X) (p(y)) is the probability that a session contains tion method. This metric provides evidence for the

pagex (y) (i.e., the number of sessions with x or y di- usability of the prediction method, as users typically
vided by the total number of sessions). have a look only at the first 10 pages presented to
] ] ) ] them (just like they do with web search engine re-
Without this smoothing factor, the values of AM dnie sults).
ased towards pairs of pages that have a high freyuef . Average Ranking Position Reduction Ratio (RR): it
co-occurances, although they are not highly caeela denotes the degree of improvement conveyed by the
A B C D prediction method in comparison with the actual revi-

sititation behavior of the user. More specifically, it is

A o111 computed from the following formula:
Broti RR = 24525 3 0005, where
C 11 0 1 AcARP
D111 0 = AcARP is theActual AverageRanking Position of
i . i the user, representing the average distance in
Figure5: Association matrix example. terms of the number of page requests that inter-

vene between the revisited web pages, and

4.3 Combining Ranking with Propagation me- = PrARP is the Prediction AverageRanking Posi-

thods tion, expressing the place a revisited page is found
To combine the available ranking methods with the varia- on average in the ranking list that the prediction
tions of the propagation techniques, we employ a simple, method produces.

linear scheme: following a transaction, the value of each The higher the value of RR, the better the performance
web page is first (re)computed, according to the selecte@f the recommendation algorithm, with negative values
ranking method. Then, for each non-zero cell of thestran denoting that PrARP is lower than ACARP (i.e., no im-

tion matrix at handTM(xy), we increase the value of Provement with respect to the actual revisitation behavior
page yy,, as follows: of the user). RR provides, thus, an estimation of the-ove

all performance of a prediction method, since it considers
the performance over all the revisitations in the naviga-
tional history of a user, and not only the highest ranked
and ones.
e \is the value of x estimated the ranking method. On the whole, the cpmbina}tion' of these two ”ﬁet”cs
Inxcase N association matrix is used as a propagati(growdes a comprehenswe estimation of t-he' effectiveness
g ) ! a recommendation algorithm in predicting the next
method, thay, is increased as foIIovys. - . revisited page; they cover both the recommendations that
1. v+=AM(x,y) - v, for the plain association matrix, are indeed useful for users as well as their performance

vy+=p(x > y) * vy, Where
* p(x—vy) is the transition probability from page x to

. _ _T™Mxy)
page y, estimated ly(x - y) = ST,

or all the cases.
2. vy+=mif(x,y) v, for the mutual-information- _
normalized association matrix. 5.2 Resultsanalysis

All'in all, considering the 3 ranking methods alone and i Regarding the performance of the ranking algorithms we
combination with the 4 variations of TM and the 2 varia-are considering, it is summarizedRigure 6, with the RR
tions of AM, we have 21 distinct ranking methods. Due todepicted inFigure 6a) and the P@10 ifrigure 6¢). It is
space limitation and for the sake of readability, the fol-evident that the baseline MFU performs much worse than
lowing, evaluation section focuses merely on the bedhe other methods. This is explained by the fact that back-

performing ones. tracking (LRU) is more common than revisiting popular
sites, thus ensuring much higher performance for LRU.
5 Evaluation Setup and Discussion of Re- Our proposed method, the Polynomial Decay, which is a

sults combination of MFU and LRU, exhibits the best perfor-
mance for all users, improving in each case that of td&rRU
51 Setup a varying but considerable extent.

' . The performance of PD is significantly enhanced when
To evaluate experimentally our framework. of methOdS_combined with AM and TM, with TM accounting for a
we employed the data set described in section 3, compriigher improvement. This is the case with respect to both
ing 25 dlstlnc_t users and 137,737 page requests in tOF%etrics, as is clearly depicted Figure 6b) for RR and
(not evenly distributed among the users). In more detaﬂ,;igure 6d) for P@10. Conversely, the combination of
we simulated the navigational activity of each user, inder Ry and MFU with AM and TM results in a lower per-
pendently of the others. After each transaction, the-rankormance for both metrics (that's why their performance
ing of all visited pages was updated, and, in case tkie nejs not included in the figures). This suggests thatsuder
access was a revisitation, the position of the corresponghpt have many regular patterns in their page visit behavior
ing web resource was recordgd. Having all these.ranklng_e_ after having visited page X they do not always visit
places for each recommendation method, we derived theage ). It is interesting to note, though, that PD achieves
following metrics for evaluating its performance: by far the best results in combination with the Simple TM,
*+ Precision at 10 (P@19: it expresses the percentage whjle LRU and MFU are better combined with the In-

of revisitations that invp!ved a Web_ page (anked increasing and the Decreasing TM, respectively.
some of the top 10 positions. The higher this percen- another observation is that, despite the different as-
tage, the better the performance of the recommendaymptions that lie behind the algorithms, there is a corre-
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Figure 6: a) Reduction ratios of the average ranking position for LRU, MFU and PD. b) PD with AM and
TM(simple. c) Precision at 10 for LRU, MFU and PD. d) PD with AM and TM (simple) on the bottom right.

lation between the performances of the algorithras p
user. This can be observedRigure 7, where the better . .
the performance of the best-performing algorithm,5'3 Discussion

PD+TM, the better the performances of PD, PD+AM andn our analysis we compared various algorithms cord-
LRU. From the same figure it also becomes cleat thabinations of algorithms for predicting which pagesers
there is no correlation at all with the revisiterabne  will revisit in a session. These algorithms exptbi¢ fol-
would expect that users who revisit pages morenofte lowing characteristics of revisits:

who are shown to have more frequent transitionse- a* Revisits are typically focused on pages visitedyver

more predictable in their behavior; this turns oot to be recently.
the case. Note also that the — poor — performahsét) e The more revisits, the more repetitive behavior in
does not follow the pattern of the other algorithansl is terms of transitions between pages.
not correlated with the revisit rate either. e There is a small group of pages that is visitedy ver
frequently.

1.00 It turns out that, even though a small set of featly
0.80 W visited pages covers the majority of revisits, theency

' effect, as well as frequent transitions, playsrgdarole in
0.60 |t — = /ﬁ\ the prediction algorithms.

The evaluated algorithms, in particular Polynoniiat

\
0.40 W cay in combination with the transition matrix, sfigant-
\ ly improve upon the list of most recently used gage

A
0.20 N ° [ .
particular for users whose the list of LRU pagedgrens

0.00 relatively bad. The differences become smaller ttogre
with the increase of the recency effect.

Users R I, .
The counter-intuitive effect that a higher recemate
—~—Polynomial Decay-=-LRU —~MFU doesnot lead to better predictions can be explained by the
—<PD+AM —~~PD+TM Revisit Rate many differences in individual behavior betweenrsise

(such as the number of news sites or bulletin oHrdt a

Figure 7: Performance (P@10) of the different algo-  User actively follows, strategies for search anckbrack-

rithms per user. Users are ordered by the best- ing, the number of reoccurring activities).
performing algorithm. From this we can conclude that revisiting behavsor

mainly influenced by the recency effect, but itidiély
makes sense to take the popularity of pages anduhe
rently/last visited page (the user's current cantéxo
account as well.



6 Conclusions
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Our proposed Polynomial Decay algorithm in combina [Obendorfet al., 2007] Obendorf, H., Weinreich, H.,

tion with users’s navigational patterns as they eareap-
sulated by the Transition Matrix outperforms subsédly
existing methods commonly used for revisitationdire
tion.

Herder, E., and Mayer, M.: Web page revisitatiovi-re
sited: Implications of a long-term click-streamdstwof
browser usage. In CHI, pages 597-606, 2007.

In our previous work [Papadakis et al., 2010] wende [Papadakis et al., 2010] Papadakis, G., Niederee, C

onstrated the better performance of our methodsaon
server-side dataset. Combining with the resultsthef

Nejdl, W.: Decay-based Ranking for social applimati
content. In WEBIST, 2010.

work presented here (on a client-side dataset) & C [pedersen et al., 2010] Pedersen, E. R., GyllsttanGu,

firmly claim that our proposed method is more eiffex
than the baselines LRU and MFU for both cases.
Though the experiments presented here are onelde f

of Web Usage Mining, our real goal is to improve th [Tauscher and Greenberg, 1997] Tauscher,

support of revisitation by the means of intelligerger
interfaces. Hence, this was the first step towardsore
effective user modeling method. Our plan, as futuoek,
is to implement a browser interface that allowsrside
interact with the output of our methods: a collectiof
related URLs that does not contain only the obvierlsec-
tions, but also related websites that are usuaiylooked
between the head and the long tail.
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