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Abstract

This paper describes the mixtures-of-trees model, a probabilistic model for discrete
multidimensional domains. Mixtures-of-trees generalize the probabilistic trees of Chow and
Liu (1968) in a different and complementary direction to that of Bayesian networks. We
present efficient algorithms for learning mixtures-of-trees models in maximum likelihood
and Bayesian frameworks. We also discuss additional efficiencies that can be obtained
when data are “sparse,” and we present data structures and algorithms that exploit such
sparseness. Experimental results demonstrate the performance of the model for both den-
sity estimation and classification. We also discuss the sense in which tree-based classifiers
perform an implicit form of feature selection, and demonstrate a resulting insensitivity to
irrelevant attributes.

1. Introduction

Probabilistic inference has become a core technology in Al, largely due to developments
in graph-theoretic methods for the representation and manipulation of complex probability
distributions (Pearl, 1988). Whether in their guise as directed graphs (Bayesian networks)
or as undirected graphs (Markov random fields), probabilistic graphical models have a num-
ber of virtues as representations of uncertainty and as inference engines. Graphical models
allow a separation between qualitative, structural aspects of uncertain knowledge and the
quantitative, parametric aspects of uncertainty—the former represented via patterns of
edges in the graph and the latter represented as numerical values associated with subsets
of nodes in the graph. This separation is often found to be natural by domain experts,
taming some of the problems associated with structuring, interpreting, and troubleshoot-
ing the model. Even more importantly, the graph-theoretic framework has allowed for the
development of general inference algorithms, which in many cases provide orders of magni-
tude speedups over brute-force methods (Cowell, Dawid, Lauritzen, & Spiegelhalter, 1999;
Shafer & Shenoy, 1990).

These virtues have not gone unnoticed by researchers interested in machine learning,
and graphical models are being widely explored as the underlying architectures in systems
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for classification, prediction and density estimation (Bishop, 1999; Friedman, Geiger, &
Goldszmidt, 1997; Heckerman, Geiger, & Chickering, 1995; Hinton, Dayan, Frey, & Neal,
1995; Friedman, Getoor, Koller, & Pfeffer, 1996; Monti & Cooper, 1998; Saul & Jordan,
1999). Indeed, it is possible to view a wide variety of classical machine learning architectures
as instances of graphical models, and the graphical model framework provides a natural
design procedure for exploring architectural variations on classical themes (Buntine, 1996;
Smyth, Heckerman, & Jordan, 1997).

As in many machine learning problems, the problem of learning a graphical model from
data can be divided into the problem of parameter learning and the problem of structure
learning. Much progress has been made on the former problem, much of it cast within the
framework of the expectation-maximization (EM) algorithm (Lauritzen, 1995). The EM
algorithm essentially runs a probabilistic inference algorithm as a subroutine to compute
the “expected sufficient statistics” for the data, reducing the parameter learning problem
to a decoupled set of local statistical estimation problems at each node of the graph. This
link between probabilistic inference and parameter learning is an important one, allow-
ing developments in efficient inference to have immediate impact on research on learning
algorithms.

The problem of learning the structure of a graph from data is significantly harder. In
practice, most structure learning methods are heuristic methods that perform local search by
starting with a given graph and improving it by adding or deleting one edge at a time (Heck-
erman et al., 1995; Cooper & Herskovits, 1992).

There is an important special case in which both parameter learning and structure
learning are tractable, namely the case of graphical models in the form of a tree distribution.
As shown by Chow and Liu (1968), the tree distribution that maximizes the likelihood of
a set of observations on M nodes—as well as the parameters of the tree—can be found in
time quadratic in the number of variables in the domain. This algorithm is known as the
Chow-Liu algorithm.

Trees also have the virtue that probabilistic inference is guaranteed to be efficient, and
indeed historically the earliest research in Al on efficient inference focused on trees (Pearl,
1988). Later research extended this early work by first considering general singly-connected
graphs (Pearl, 1988), and then considering graphs with arbitrary (acylic) patterns of con-
nectivity (Cowell et al., 1999). This line of research has provided one useful “upgrade path”
from tree distributions to the complex Bayesian and Markov networks currently being stud-
ied.

In this paper we consider an alternative upgrade path. Inspired by the success of mixture
models in providing simple, effective generalizations of classical methods in many simpler
density estimation settings (MacLachlan & Bashford, 1988), we consider a generalization
of tree distributions known as the miztures-of-trees (MT) model. As suggested in Figure 1,
the MT model involves the probabilistic mixture of a set of graphical components, each
of which is a tree. In this paper we describe likelihood-based algorithms for learning the
parameters and structure of such models.

One can also consider probabilistic mixtures of more general graphical models; indeed,
the general case is the Bayesian multinet introduced by Geiger and Heckerman (1996).
The Bayesian multinet is a mixture model in which each mixture component is an arbitrary
graphical model. The advantage of Bayesian multinets over more traditional graphical mod-
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Figure 1: A mixture of trees over a domain consisting of random variables V' = {a, b, ¢, d, e},
where z is a hidden choice variable. Conditional on the value of z, the depen-

dency structure is a tree. A detailed presentation of the mixture-of-trees model
is provided in Section 3.

els is the ability to represent context-specific independencies—situations in which subsets
of variables exhibit certain conditional independencies for some, but not all, values of a
conditioning variable. (Further work on context-specific independence has been presented
by Boutilier, Friedman, Goldszmidt, & Koller, 1996). By making context-specific inde-
pendencies explicit as multiple collections of edges, one can obtain (a) more parsimonious
representations of joint probabilities and (b) more efficient inference algorithms.

In the machine learning setting, however, the advantages of the general Bayesian multi-
net formalism are less apparent. Allowing each mixture component to be a general graph-
ical model forces us to face the difficulties of learning general graphical structure. More-
over, greedy edge-addition and edge-deletion algorithms seem particularly ill-suited to the
Bayesian multinet, given that it is the focus on collections of edges rather than single edges
that underlies much of the intuitive appeal of this architecture.

We view the mixture of trees as providing a reasonable compromise between the simplic-
ity of tree distributions and the expressive power of the Bayesian multinet, while doing so
within a restricted setting that leads to efficient machine learning algorithms. In particular,
as we show in this paper, there is a simple generalization of the Chow-Liu algorithm that
makes it possible to find (local) maxima of likelihoods (or penalized likelihoods) efficiently
in general MT models. This algorithm is an iterative Expectation-Maximization (EM) al-
gorithm, in which the inner loop (the M step) involves invoking the Chow-Liu algorithm to
determine the structure and parameters of the individual mixture components. Thus, in a
very concrete sense, this algorithm searches in the space of collections of edges.

In summary, the MT model is a multiple network representation that shares many of
the basic features of Bayesian and Markov network representations, but brings new features
to the fore. We believe that these features expand the scope of graph-theoretic probabilistic



MEILA & JORDAN

representations in useful ways and may be particularly appropriate for machine learning
problems.

1.1 Related work

The MT model can be used both in the classification setting and the density estimation
setting, and it makes contact with different strands of previous literature in these two guises.

In the classification setting, the MT model builds on the seminal work on tree-based
classifiers by Chow and Liu (1968), and on recent extensions due to Friedman et al. (1997)
and Friedman, Goldszmidt, and Lee (1998). Chow and Liu proposed to solve M-way
classification problems by fitting a separate tree to the observed variables in each of the
M classes, and classifying a new data point by choosing the class having maximum class-
conditional probability under the corresponding tree model. Friedman et al. took as their
point of departure the Naive Bayes model, which can be viewed as a graphical model in
which an explicit class node has directed edges to an otherwise disconnected set of nodes
representing the input variables (i.e., attributes). Introducing additional edges between
the input variables yields the Tree Augmented Naive Bayes (TANB) classifier (Friedman
et al., 1997; Geiger, 1992). These authors also considered a less constrained model in which
different patterns of edges were allowed for each value of the class node—this is formally
identical to the Chow and Liu proposal.

If the choice variable of the MT model is identified with the class label then the MT
model is identical to the Chow and Liu approach (in the classification setting). However, we
do not necessarily wish to identify the choice variable with the class label, and, indeed, in
our experiments on classification we treat the class label as simply another input variable.
This yields a more discriminative approach to classification in which all of the training data
are pooled for the purposes of training the model (Section 5, Meila & Jordan, 1998). The
choice variable remains hidden, yielding a mixture model for each class. This is similar in
spirit to the “mixture discriminant analysis” model of Hastie and Tibshirani (1996), where
a mixture of Gaussians is used for each class in a multiway classification problem.

In the setting of density estimation, clustering and compression problems, the MT model
makes contact with the large and active literature on mixture modeling. Let us briefly
review some of the most salient connections. The Auto-Class model (Cheeseman & Stutz,
1995) is a mixture of factorial distributions (MF), and its excellent cost/performance ratio
motivates the MT model in much the same way as the Naive Bayes model motivates the
TANB model in the classification setting. (A factorial distribution is a product of factors
each of which depends on exactly one variable). Kontkanen, Myllymaki, and Tirri (1996)
study a MF in which a hidden variable is used for classification; this approach was extended
by Monti and Cooper (1998). The idea of learning tractable but simple belief networks
and superimposing a mixture to account for the remaining dependencies was developed
independently of our work by Thiesson, Meek, Chickering, and Heckerman (1997), who
studied mixtures of Gaussian belief networks. Their work interleaves EM parameter search
with Bayesian model search in a heuristic but general algorithm.
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2. Tree distributions

In this section we introduce the tree model and the notation that will be used throughout
the paper. Let V denote a set of n discrete random variables of interest. For each random
variable v € V' let £(v) represent its range, =, € (v) a particular value, and r, the (finite)
cardinality of €2(v). For each subset A of V, let Q(A) = @, 2(v) and let x4 denote an
assignment to the variables in A. To simplify notation xzy will be denoted by x and Q(V')
will be denoted simply by 2. Sometimes we need to refer to the maximum of r, over V; we
denote this value by 7,4z

We begin with undirected (Markov random field) representations of tree distributions.
Identifying the vertex set of a graph with the set of random variables V', consider a graph
G = (V, E), where F is a set of undirected edges. We allow a tree to have multiple connected
components (thus our “trees” are generally called forests). Given this definition, the number
of edges |E| and the number of connected components p are related as follows:

[E[+p = VI,

implying that adding an edge to a tree reduces the number of connected components by 1.
Thus, a tree can have at most [V| —1 =n — 1 edges. In this latter case we refer to the tree
as a spanning tree.

We parameterize a tree in the following way. For u, v € V and (u,v) € E, let T,
denote a joint probability distribution on v and v. We require these distributions to be
consistent with respect to marginalization, denoting by Ty (x,) the marginal of Ty, (2, x,)
or Tyy(zy,x,) with respect to x, for any v # u. We now assign a distribution 7" to the
graph (V) E) as follows:

T(e) = twnicp Tl 2
HUEV Tv(xv)degv—l 9

where degv is the degree of vertex v; i.e., the number of edges incident to v € V. It can be
verified that T is in fact a probability distribution; moreover, the pairwise probabilities T,
are the marginals of T'.

A tree distribution T is defined to be any distribution that admits a factorization of the
form (1).

Tree distributions can also be represented using directed (Bayesian network) graphical
models. Let GP = (V, EP) denote a directed tree (possibly a forest), where EP is a set
of directed edges and where each node v has (at most) one parent, denoted pa(v). We
parameterize this graph as follows:

T(x) = HTv|pa(v)(mU‘mpa(v)) (2)

veV

(1)

where Tjpa(v) (To|Tpa(y)) is an arbitrary conditional distribution. It can be verified that T
indeed defines a probability distribution; moreover, the marginal conditionals of T" are given
by the conditionals T}pa(y)-

We shall call the representations (1) and (2) the undirected and directed tree represen-
tations of the distribution 1" respectively. We can readily convert between these representa-
tions; for example, to convert (1) to a directed representation we choose an arbitrary root
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Figure 2: A tree in its undirected (a) and directed (b) representations.

ot

in each connected component and direct each edge away from the root. For (u,v) € E
with u closer to the root than v, let pa(v) = u. Now compute the conditional probabilities
corresponding to each directed edge by recursively substituting Tipa(0)/Tpaw) PY Topa(o)
starting from the root. Figure 2 illustrates this process on a tree with 5 vertices.

The directed tree representation has the advantage of having independent parameters.
The total number of free parameters in either representation is:

Yorure =y (degv—Nry—p = D> (ra=D(ry =1+ m—n (3)

(u,w)EE veV (u,v)ER veV

The right-hand side of (3) shows that each edge (u,v) increases the number of parameters
by (ry — 1)(ry — 1).

The set of conditional independencies associated with a tree distribution are readily
characterized (Lauritzen, Dawid, Larsen, & Leimer, 1990). In particular, two subsets A, B C
V are independent given C' C V' if C intersects every path (ignoring the direction of edges
in the directed case) between u and v for all u € A and v € B.

2.1 Marginalization, inference and sampling in tree distributions

The basic operations of computing likelihoods, conditioning, marginalization, sampling and
inference can be performed efficiently in tree distributions; in particular, each of these opera-
tions has time complexity O(n). This is a direct consequence of the factorized representation
of tree distributions in equations (1) and (2).

2.2 Representational capabilities

If graphical representations are natural for human intuition, then the subclass of tree models
are particularly intuitive. Trees are sparse graphs, having n — 1 or fewer edges. There is
at most one path between every pair of variables; thus, independence relationships between
subsets of variables, which are not easy to read out in general Bayesian network topologies,
are obvious in a tree. In a tree, an edge corresponds to the simple, common-sense notion
of direct dependency and is the natural representation for it. However, the very simplicity
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that makes tree models appealing also limits their modeling power. Note that the number
of free parameters in a tree grows linearly with n while the size of the state space (V)
is an exponential function of n. Thus the class of dependency structures representable by
trees is a relatively small one.

2.3 Learning of tree distributions

The learning problem is formulated as follows: we are given a set of observations D =

{z', 2%, ..., 2V} and we are required to find the tree 7% that maximizes the log likelihood
of the data:
N
T* = argmax lo Txi,
g1 ; g T(z")

where 2° is an assignment of values to all variables. Note that the maximum is taken both
with respect to the tree structure (the choice of which edges to include) and with respect
to the numerical values of the parameters. Here and in the rest of the paper we will assume
for simplicity that there are no missing values for the variables in V, or, in other words,
that the observations are complete.

Letting P(x) denote the proportion of observations x; in the training set D that are
equal to x, we can alternatively express the maximum likelihood problem by summing over
configurations x:

T* = argmax Z P(z)log T(x).
T z€eQ
In this form we see that the log likelihood criterion function is a (negative) cross-entropy. We
will in fact solve the problem in general, letting P(x) be an arbitrary probability distribution.
This generality will prove useful in the following section where we consider mixtures of trees.

The solution to the learning problem is an algorithm, due to Chow and Liu (1968), that
has quadratic complexity in n (see Figure 3). There are three steps to the algorithm. First,
we compute the pairwise marginals Py, (2, x,) = Zwv_{u,v} P(u, Ty, Ty _{y ). If P is an
empirical distribution, as in the present case, computing these marginals requires O(n?N)
operations. Second, from these marginals we compute the mutual information between each
pair of variables in V under the distribution P:

Puv(mm xv)

Iuv = IZU usy Lo 1 D (D [\
Z (:L‘ v ) ©8 Pu(l‘u)Pv(ajv)

Ty Ty

u,v € V,u #uv,

an operation that requires O(nzr%/[ Ax) operations. Third, we run a maximum-weight span-
ning tree (MWST) algorithm (Cormen, Leiserson, & Rivest, 1990), using I,,, as the weight
for edge (u,v), forallu,v € V. Such algorithms, which run in time O(n?), return a spanning
tree that maximizes the total mutual information for edges included in the tree.

Chow and Liu showed that the maximum-weight spanning tree also maximizes the like-
lihood over tree distributions 7', and moreover the optimizing parameters T, fv (or Tf‘v), for
(u,v) € Epk, are equal to the corresponding marginals P,, of the distribution P:

Two = Puw.

The algorithm thus attains a global optimum over both structure and parameters.
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Algorithm CHOWLIU(P)

Input: Distribution P over domain V'
Procedure MW ST ( weights ) that outputs a maximum weight spanning tree
over V

1. Compute marginal distributions P,, P, for u, v € V
2. Compute mutual information values I, for u, v € V
3. Ep = MWST({I.})

4. Set Ty, = Py, for wv € Ep

Output: T

Figure 3: The Chow and Liu algorithm for maximum likelihood estimation of tree structure
and parameters.

3. Mixtures of trees

We define a mixture-of-trees (MT) model to be a distribution of the form:

Q) = Y MTH(x)
k=1

with .
N0, k=1,...,m; > M\ = L
k=1

The tree distributions T* are the mizture components and \;, are called mizture coefficients.
A mixture of trees can be viewed as containing an unobserved choice variable z, which takes
value k € {1,...m} with probability A\x. Conditioned on the value of z, the distribution of
the observed variables V is a tree. The m trees may have different structures and different
parameters. In Figure 1, for example, we have a mixture of trees with m = 3 and n = 5.

Note that because of the varying structure of the component trees, a mixture of trees is
neither a Bayesian network nor a Markov random field. Let us adopt the notation

A lp B|C

for “A is independent of B given C under distribution P”. If for some (all) & € {1,...m}
we have

A Ly B|C with A,B,C CV,

this will not imply that
A 1lg B|C.

On the other hand, a mixture of trees is capable of representing dependency structures that
are conditioned on the value of a variable (the choice variable), something that a usual
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Figure 4: A mixture of trees with shared structure (MTSS) represented as a Bayes net (a)
and as a Markov random field (b).

Bayesian network or Markov random field cannot do. Situations where such a model is
potentially useful abound in real life: Consider for example bitmaps of handwritten digits.
Such images obviously contain many dependencies between pixels; however, the pattern of
these dependencies will vary across digits. Imagine a medical database recording the body
weight and other data for each patient. The body weight could be a function of age and
height for a healthy person, but it would depend on other conditions if the patient suffered
from a disease or were an athlete. If, in a situation like the ones mentioned above, condi-
tioning on one variable produces a dependency structure characterized by sparse, acyclic
pairwise dependencies, then a mixture of trees may provide a good model of the domain.

If we constrain all of the trees in the mixture to have the same structure we obtain a
mixture of trees with shared structure (MTSS; see Figure 4). In the case of the MTSS, if for
some (all) k € {1,...m}

then

A J_Q B|CU{Z}

In addition, a MTSS can be represented as a Bayesian network (Figure 4,a), as a Markov
random field (Figure 4,b) and as a chain graph (Figure 5). Chain graphs were introduced
by Lauritzen (1996); they represent a superclass of both Bayesian networks and Markov
random fields. A chain graph contains both directed and undirected edges.

While we generally consider problems in which the choice variable is hidden (i.e., unob-
served), it is also possible to utilize both the MT and the MTSS frameworks in which the
choice variable is observed. Such models, which—as we discuss in Section 1.1—have been
studied previously by Friedman et al. (1997) and Friedman et al. (1998), will be referred
to generically as miztures with observed choice variable. Unless stated otherwise, it will be
assumed that the choice variable is hidden.
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Figure 5: A MTSS represented as a chain graph. The double boxes enclose the undirected
blocks of the chain graph.

3.1 Marginalization, inference and sampling in MT models

Let Q(z) = Y1, AeT*(z) be an MT model. We consider the basic operations of marginal-
ization, inference and sampling, recalling that these operations have time complexity O(n)
for each of the component tree distributions T%.

Marginalization. The marginal distribution of a subset A C V is given as follows:
m
Qalza) = Y NTh(za).
k=1

Hence, the marginal of @) is a mixture of the marginals of the component trees.

Inference. Let V' = zy: be the evidence. Then the probability of the hidden variable
given evidence V' = xy- is obtained by applying Bayes’ rule as follows:

)\ka,(V/ = I‘V/)
S AT (V! = ayr)

In particular, when we observe all but the choice variable, i.e., V' = V and 2y = x, we
obtain the posterior probability distribution of z:

Priz=k|V' =xy] =

k(x
Prlz=k|V =x] = Prlz=k|z] = #}k?(:p)

The probability distribution of a given subset of V' given the evidence is

S ohe TS (A, ) .
— ’ = Priz =k|V' = zy] T (v alzys).
S M () kzzl v

(4)

Qap (walzyr) =

10
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Thus the result is again a mixture of the results of inference procedures run on the compo-
nent trees.

Sampling. The procedure for sampling from a mixture of trees is a two stage process:
first one samples a value k for the choice variable z from its distribution (A1, Ag,...\p),
then a value z is sampled from T* using the procedure for sampling from a tree distribution.

In summary, the basic operations on mixtures of trees, marginalization, conditioning and
sampling, are achieved by performing the corresponding operation on each component of
the mixture and then combining the results. Therefore, the complexity of these operations
scales linearly with the number of trees in the mixture.

3.2 Learning of MT models

The expectation-maximization (EM) algorithm provides an effective approach to solving
many learning problems (Dempster, Laird, & Rubin, 1977; MacLachlan & Bashford, 1988),
and has been employed with particular success in the setting of mixture models and more
general latent variable models (Jordan & Jacobs, 1994; Jelinek, 1997; Rubin & Thayer,
1983). In this section we show that EM also provides a natural approach to the learning
problem for the MT model.

An important feature of the solution that we present is that it provides estimates for
both parametric and structural aspects of the model. In particular, although we assume (in
the current section) that the number of trees is fixed, the algorithm that we derive provides
estimates for both the pattern of edges of the individual trees and their parameters. These
estimates are maximum likelihood estimates, and although they are subject to concerns
about overfitting, the constrained nature of tree distributions helps to ameliorate overfitting
problems. It is also possible to control the number of edges indirectly via priors; we discuss
methods for doing this in Section 4.

We are given a set of observations D = {x!, 2%,
mixture of trees () that satisfies

2N} and are required to find the

N
Q = argmax > log Q(a')

i=1

Within the framework of the EM algorithm, this likelihood function is referred to as the
incomplete log-likelihood and it is contrasted with the following complete log-likelihood func-
tion:

lc(i‘l""N, Zl,...N|Q) —

m
H )\ka O, 23

Z% Li(log M\, + log T*(z")), (5)
1 k=1

M= 1 Mz

-.
Il

where Jy, i is equal to one if 2% is equal to the kth value of the choice variable and zero other-
wise. The complete log-likelihood would be the log-likelihood of the data if the unobserved
data {z', 2%, ..., 2NV} could be observed.

11
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The idea of the EM algorithm is to utilize the complete log-likelihood, which is gener-
ally easy to maximize, as a surrogate for the incomplete log-likelihood, which is generally
somewhat less easy to maximize directly. In particular, the algorithm goes uphill in the
expected value of the complete log-likelihood, where the expectation is taken with respect
to the unobserved data. The algorithm thus has the form of an interacting pair of steps: the
E step, in which the expectation is computed given the current value of the parameters, and
the M step, in which the parameters are adjusted so as to maximize the expected complete
log-likelihood. These two steps iterate and are proved to converge to a local maximum of
the (incomplete) log-likelihood (Dempster et al., 1977).

Taking the expectation of (5), we see that the E step for the MT model reduces to
taking the expectation of the delta function d, ., conditioned on the data D:

and this latter quantity is recognizable as the posterior probability of the hidden variable
given the ith observation (cf. equation (4)). Let us define:

N )\ka(:L’Z)
V(i) = S AT (@) (6)

as this posterior probability.
Substituting (6) into the expected value of the complete log-likelihood in (5), we obtain:

N m
Elle(z" N, 25 NQ)] = Y ) k(i) (log A, + log TF(a)).

=1 k=1

Let us define the following quantities:

N
Iy = Z’Yk(mi), E=1,...m

; Vi ()
Pk’ ) —
@) =
where the sums I'y € [0, N] can be interpreted as the total number of data points that are
generated by component T%. Using these definitions we obtain:

Elle(zb N, 25N Q)] ZrklogAHZrkZP’f )log T*(z"). (7)

It is this quantity that we must maximize with respect to the parameters.

From (7) we see that E[l.| separates into terms that depend on disjoint subsets of the
model parameters and thus the M step decouples into separate maximizations for each of
the various parameters. Maximizing the first term of (7) with respect to the parameters A,
subject to the constraint Y ;' ; Ay = 1, we obtain the following update equation:

r
A = Fk fork=1,.

12
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Algorithm MIXTREE(D, Q)

Input: Dataset {z!,...2"V}
Initial model Qg = {m, T*, M\, k=1,...m}
Procedure CHOWL1U( P )

Iterate until convergence:
E step:  Compute v, Pk fork=1,...m,i=1,...N
M step:  fork=1,...m
Ap Tp/N
TF = CuowLiu(P¥)

Output: Model Q = {m, T%, \*, k=1,...m}

Figure 6: The MIXTREE algorithm for learning MT models.

In order to update T*, we see that we must maximize the negative cross-entropy between
PF and T*:

N . .
> PRa')log T (a').
=1

This problem is solved by the CHOWLIU algorithm from Section 2.3. Thus we see that the
M step for learning the mixture components of MT models reduces to m separate runs of
the CHOWLIU algorithm, where the “target” distribution P*(x?) is the normalized posterior
probability obtained from the E step.

We summarize the results of the derivation of the EM algorithm for mixtures of trees
in Figure 6.

3.2.1 RUNNING TIME

Computing the likelihood of a data point under a tree distribution (in the directed tree
representation) takes n —1 = O(n) multiplications. Hence, the E step requires O(mniN)
floating point operations.

As for the M step, the most computationally expensive phase is the computation of
the marginals P for the kth tree. This step has time complexity O(mn2N). Another
O(mn®r3, x) and O(mn?) are required at each iteration for the mutual informations and
for the m runs of the MWST algorithm. Finally we need O(mnr3,,y) for computing the
tree parameters in the directed representation. The total running time per EM iteration is
thus

O(mn®N +mn*ri; 4 x).

The algorithm is polynomial (per iteration) in the dimension of the domain, the number of
components and the size of the data set.

13
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The space complexity is also polynomial, and is dominated by (’)(n2r%4 Ax), the space
needed to store the pairwise marginal tables P¥ (the tables can be overwritten by successive
values of k).

3.3 Learning mixtures of trees with shared structure

It is possible to modify the MIXTREE algorithm so as to constrain the m trees to share the
same structure, and thereby estimate MTSS models.

The E step remains unchanged. The only novelty is the reestimation of the tree distri-
butions 7% in the M step, since they are now constrained to have the same structure. Thus,
the maximization cannot be decoupled into m separate tree estimations but, remarkably
enough, it can still be performed efficiently.

It can be readily verified that for any given structure the optimal parameters of each
tree edge TF are equal to the parameters of the corresponding marginal distribution PF,.
It remains only to find the optimal structure. The expression to be optimized is the second
sum in the right-hand side of equation (7). By replacing T, with P¥ and denoting the
mutual information between v and v under P* by I*  this sum can be reexpressed as follows:

m N m
S0 Y PraflogThat) = NY MY IE, - ST H(E)
k=1 =1 k=1

(u,v)EE veV

= N > IL,.—N> H@l). (8)

(u,v)ER veV

The new quantity I,,. appearing above represents the mutual information of u and v
conditioned on the hidden variable z. Its general definition for three discrete variables
u, v, z distributed according to P,,, = P is

P |Z($umv|xZ)
Loe = S Poa2) Y Pupo(uy|2) log 2 |
uv|z ; z\*z Z uvlziFutvltz Pu‘z($u|$2)Pv\z($v|xZ)

LTy
The second term in (8), N> .y H(v|z), represents the sum of the conditional entropies
of the variables given z and is independent of the tree structure. Hence, the optimization
of the structure F can be achieved by running a MWST algorithm with the edge weights
represented by I,,|.. We summarize the algorithm in Figure 7.

4. Decomposable priors and MAP estimation for mixtures of trees

The Bayesian learning framework combines information obtained from direct observations
with prior knowledge about the model, when the latter is represented as a probability
distribution. The object of interest of Bayesian analysis is the posterior distribution over
the models given the observed data, Pr[Q|D], a quantity which can rarely be calculated
explicitly. Practical methods for approximating the posterior include choosing a single
mazximum a posteriori (MAP) estimate, replacing the continuous space of models by a finite
set Q of high posterior probability (Heckerman et al., 1995), and expanding the posterior
around its mode(s) (Cheeseman & Stutz, 1995).

14
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Algorithm MIXTREESS(D, Qo)

Input: Dataset {z!,...2"V}
Initial model Qg = {m, T*, M\, k=1,...m}
Procedure MW ST ( weights ) that outputs a maximum weight spanning tree

Iterate until convergence:
E step:  Compute 7, Pk fork=1,...m,i=1,...N
M step:  Compute marginals Pf, Pfjv, u,v €V
Compute mutual information values I, u,v € V
Set >\I<: — Fk/N
Set Tk = Pk foruv € Er and for k=1,...m

w =

Output: Model Q = {m, T*, \*, k=1,...m}

Figure 7: The MIXTREESS algorithm for learning MTSS models.

Finding the local maxima (modes) of the distribution Pr[Q|D] is a necessary step in all
the above methods and is our primary concern in this section. We demonstrate that maxi-
mum a posteriori modes can be found as efficiently as maximum likelihood modes, given a
particular choice of prior. This has two consequences: First, it makes approximate Bayesian
averaging possible. Second, if one uses a non-informative prior, then MAP estimation is
equivalent to Bayesian smoothing, and represents a form of regularization. Regularization
is particularly useful in the case of small data sets in order to prevent overfitting.

4.1 MAP estimation by the EM algorithm
For a model @ and dataset D the logarithm of the posterior Pr[Q|D] equals:

log Pr(Q] + > log Q(x)

z€D

plus an additive constant.

The EM algorithm can be adapted to maximize the log posterior for every fixed m (Neal
& Hinton, 1999). Indeed, by comparing with equation (5) we see that the quantity to be
maximized is now:

Ellog Pr(Q[z"N, 2t N = log Pr(Q] + Ell(z"N,25N|Q)]. (9)

The prior term does not influence the E step of the EM algorithm, which proceeds exactly
as before (cf. equation (6)). To be able to successfully maximize the right-hand side of
(9) in the M step we require that log Pr[Q] decomposes into a sum of independent terms
matching the decomposition of E[l.] in (7). A prior over mixtures of trees that is amenable
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to this decomposition is called a decomposable prior. It will have the following product form

Pr[Ey]Pr[parameters| Ex]

s

Pri@Q] = Pr[\ . m

e
Il
—

Pr[Tk]

Privgea [T I ™ (H P T[Tﬁpaw)])

k=1 (u,v)eE, veV

The first parenthesized factor in this equation represents the prior of the tree structure Ej,
while the second factor is the prior for parameters.

Requiring that the prior be decomposable is equivalent to making several independence
assumptions: in particular, it means that the parameters of each tree in the mixture are
independent of the parameters of all the other trees as well as of the probability of the
mixture variable. In the following section, we show that these assumptions are not overly
restrictive, by constructing decomposable priors for tree structures and parameters and
showing that this class is rich enough to contain members that are of practical importance.

4.2 Decomposable priors for tree structures

The general form of a decomposable prior for the tree structure F is one where each edge
contributes a constant factor independent of the presence or absence of other edges in E:

PriE] o ] exo(—Bu).

(u,v)EE

With this prior, the expression to be maximized in the M step of the EM algorithm becomes

m m N
kalog)\k+ZI‘k Zpk(mZ) long(xi) B Z BP—U:
k=1 k=1 i=1

(u,v)eE,

Consequently, each edge weight W[ in tree T}, is adjusted by the corresponding value (3,
divided by the total number of points that tree k is responsible for:

k _ gk
Wy = Ly — .

A negative [3,, increases the probability of (u,v) being present in the final solution, whereas
a positive value of (3, acts like a penalty on the presence of edge (u,v) in the tree. If the
MWST procedure is modified so as to not add negative-weight edges, one can obtain
(disconnected) trees having fewer than n — 1 edges. Note that the strength of the prior is
inversely proportional to 'y, the total number of data points assigned to mixture component
k. Thus, with equal priors for all trees T*, trees accounting for fewer data points will be
penalized more strongly and therefore will be likely to have fewer edges.

If one chooses the edge penalties to be proportional to the increase in the number of
parameters caused by the addition of edge uv to the tree,

1

Buw = §(ru —1)(ry, —1)log N
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then a Minimum Description Length (MDL) (Rissanen, 1989) type of prior is implemented.
In the context of learning Bayesian networks, Heckerman et al. (1995) suggested the
following prior:
PrlE] « &2EE)

where A(-) is a distance metric between Bayes net structures and E* is the prior network
structure. Thus, this prior penalizes deviations from the prior network. This prior is
decomposable, entailing
_ f —Ink, (u,v)€E"
fuw = { Ink, (u,v)¢ E*

Decomposable priors on structure can also be used when the structure is common for
all trees (MTSS). In this case the effect of the prior is to penalize the weight I, in (8) by
_ﬁuv / N.

A decomposable prior has the remarkable property that its normalization constant can
be computed exactly in closed form. This makes it possible not only to completely define
the prior, but also to compute averages under this prior (e.g., to compute a model’s evi-
dence). Given that the number of all undirected tree structures over n variables is n"~2,
this result (Meila & Jaakkola, 2000) is quite surprising.

4.3 Decomposable priors for tree parameters

The decomposable prior for parameters that we introduce is a Dirichlet prior (Heckerman
et al., 1995). The Dirichlet distribution is defined over the domain of ¢, > 0, Ej 0; =1
and has the form

D(6y,..iN..) o« []6,°
j=1

The numbers Nj . > 0 that parametrize D can be interpreted as the sufficient statistics
of a “fictitious data set” of size N’ = 37, NI. Therefore N} are called fictitious counts. N’
represents the strength of the prior.

To specify a prior for tree parameters, one must specify a Dirichlet distribution for each
of the probability tables Ty,—,,, a0 € EP | for each possible tree structure EP. This is

achieved by means of a set of parameters N/, . satisfying

ZN{)umku = Nz/)xvv ZN{XE’U = N’ for all u,v € V.
Ty Ty

With these settings, the prior for the parameters Tv|u(mv\mu), Ty =1,...,7, in any tree that
contains the directed edge wv is defined by N/, ..,y =1,...,7,. This representation of
the prior is not only compact (order nzr?w Ax Dbarameters) but it is also consistent: two
different directed parametrizations of the same tree distribution receive the same prior.
The assumptions allowing us to define this prior are explicated by Meila and Jaakkola
(2000) and parallel the reasoning of Heckerman et al. (1995) for general Bayes nets.
Denote by P the empirical distribution obtained from a data set of size N and by
Pl (xu2y) = Nyp,z,/N' the distribution defined by the fictitious counts. Then, by a

property of the Dirichlet distribution (Heckerman et al., 1995) it follows that learning a
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MAP tree is equivalent to learning an ML tree for the weighted combination P of the two
“datasets”

- 1
P=_—_(NP +NP). 10
s (NP4 NP) (10)
Consequently, the parameters of the optimal tree will be Ty, = P o

For a mixture of trees, maximizing the posterior translates into replacing P by P* and
N by T’y in equation (10) above. This implies that the M step of the EM algorithm, as
well as the E step, is exact and tractable in the case of MAP estimation with decomposable
priors.

Finally, note that the posteriors Pr[Q|D] for models with different m are defined up to
a constant that depends on m. Hence, one cannot compare posteriors of MTs with different
numbers of mixture components m. In the experiments that we present, we chose m via
other performance criteria: validation set likelihood in the density estimation experiments
and validation set classification accuracy in the classification tasks.

5. Experiments

This section describes the experiments that were run in order to assess the promise of the
MT model. The first experiments are structure identification experiments; they examine
the ability of the MIXTREE algorithm to recover the original distribution when the data are
generated by a mixture of trees. The next group of experiments studies the performance of
the MT model as a density estimator; the data used in these experiments are not generated
by mixtures of trees. Finally, we perform classification experiments, studying both the
MT model and a single tree model. Comparisons are made with classifiers trained in both
supervised and unsupervised mode. The section ends with a discussion of the single tree
classifier and its feature selection properties.

In all of the experiments the training algorithm is initialized at random, independently
of the data. Unless stated otherwise, the learning algorithm is run until convergence. Log-
likelihoods are expressed in bits/example and therefore are sometimes called compression
rates. The lower the value of the compression rate, the better the fit to the data.

In the experiments that involve small data sets we use the Bayesian methods that we
discussed in Section 4 to impose a penalty on complex models. In order to regularize model
structure we use a decomposable prior over tree edges with 3,, = 6 > 0. To regularize
model parameters we use a Dirichlet prior derived from the pairwise marginal distributions
for the data set. This approach is known as smoothing with the marginal (Friedman et al.,
1997; Ney, Essen, & Kneser, 1994). In particular, we set the parameter N} characterizing
the Dirichlet prior for tree k by apportioning a fixed smoothing coefficient o equally between
the n variables and in an amount that is inversely proportional to I'y, between the m mixture
components. Intuitively, the effect of this operation is to make the m trees more similar to
each other, thereby reducing the effective model complexity.
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Figure 8: Eight training examples for the bars learning task.

5.1 Structure identification
5.1.1 RANDOM TREES, LARGE DATA SET

For the first structure identification experiment, we generated a mixture of m = 5 trees
over 30 variables with each vertex having r = 4 values. The distribution of the choice
variable A as well as each tree’s structure and parameters were sampled at random. The
mixture was used to generate 30,000 data points that were used as a training set for a
MixTREE algorithm. The initial model had m = 5 components but otherwise was random.
We compared the structure of the learned model with the generative model and computed
the likelihoods of both the learned and the original model on a test dataset consisting of
1000 points.

The algorithm was quite successful at identifying the original trees: out of 10 trials, the
algorithm failed to identify correctly only 1 tree in 1 trial. Moreover, this result can be
accounted for by sampling noise; the tree that wasn’t identified had a mixture coefficient
A of only 0.02. The difference between the log likelihood of the samples of the generating
model and the approximating model was 0.41 bits per example.

5.1.2 RANDOM BARS, SMALL DATA SET

The “bars” problem is a benchmark structure learning problem for unsupervised learning
algorithms in the neural network literature (Dayan & Zemel, 1995). The domain V is the
I x I square of binary variables depicted in Figure 8. The data are generated in the following
manner: first, one flips a fair coin to decide whether to generate horizontal or vertical bars;
this represents the hidden variable in our model. Then, each of the [ bars is turned on
independently (black in Figure 8) with probability p,. Finally, noise is added by flipping
each bit of the image independently with probability p,. A learner is shown data generated
by this process; the task of the learner is to discover the data generating mechanism.

A mixture of trees model that approximates the true structure for low noise levels is
shown in Figure 10. Note that any tree over the variables forming a bar is an equally
good approximation. Thus, we will consider that the structure has been discovered when
the model learns a mixture with m = 2, each T* having [ connected components, one for
each bar. Additionally, we shall test the classification accuracy of the learned model by
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Figure 9: The true structure of the probabilistic generative model for the bars data.
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Figure 10: A mixture of trees that approximates the generative model for the bars problem
The interconnection between the variables in each “bar” are arbitrary.
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Figure 11: Test set log-likelihood on the bars learning task for different values of the smooth-
ing parameter « and different m. The figure presents averages and standard
deviations over 20 trials.

comparing the true value of the hidden variable (i.e. “horizontal” or “vertical”) with the
value estimated by the model for each data point in a test set.

As seen in the first row, third column of Figure 8, some training set examples are
ambiguous. We retained these ambiguous examples in the training set. The total training
set size was Nypqin = 400. We trained models with m = 2,3, ..., and evaluated the models
on a validation set of size 100 to choose the final values of m and of the smoothing parameter
a. Typical values for [ in the literature are [ = 4,5 ; we choose | = 5 following Dayan and
Zemel (1995). The other parameter values were p, = 0.2,p,, = 0.02 and Nyese = 200. To
obtain trees with several connected components we used a small edge penalty 3 = 5.

The validation-set log-likelihoods (in bits) for m = 2,3 are given in Figure 11. Clearly,
m = 2 is the best model. For m = 2 we examined the resulting structures: in 19 out of 20
trials, structure recovery was perfect. Interestingly, this result held for the whole range of
the smoothing parameter «, not simply at the cross-validated value. By way of comparison,
Dayan and Zemel (1995) examined two training methods and the structure was recovered
in 27 and respectively 69 cases out of 100.

The ability of the learned representation to categorize new examples as coming from
one group or the other is referred to as classification performance and is shown in Table 1.
The result reported is obtained on a separate test set for the final, cross-validated value of
«. Note that, due to the presence of ambiguous examples, no model can achieve perfect
classification. The probability of an ambiguous example is pampig = pé +(1—pp)t ~ 0.25,
which yields an error rate of 0.5pampig = 0.125. Comparing this lower bound with the value
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Table 1: Results on the bars learning task.
Test set ambiguous  unambiguous
liest [bits/datapt] 9.82 +£ 0.95 13.67 £ 0.60
Class accuracy 0.852 £ 0.076 0.951 +£ 0.006

Figure 12: An example of a digit pair.

in the corresponding column of Table 1 shows that the model performs quite well, even
when trained on ambiguous examples.

To further support this conclusion, a second test set of size 200 was generated, this
time including only non-ambiguous examples. The classification performance, shown in the
corresponding section of Table 1, rose to 0.95. The table also shows the likelihood of the
(test) data evaluated on the learned model. For the first, “ambiguous” test set, this is
9.82, 1.67 bits away from the true model likelihood of 8.15 bits/data point. For the “non-
ambiguous” test set, the compression rate is significantly worse, which is not surprising
given that the distribution of the test set is now different from the distribution the model
was trained on.

5.2 Density estimation experiments

In this section we present the results of three experiments that study the mixture of trees
in the density estimation setting.

5.2.1 DIGITS AND DIGIT PAIRS IMAGES

Our first density estimation experiment involved a subset of binary vector representations of
handwritten digits. The datasets consist of normalized and quantized 8 x 8 binary images of
handwritten digits made available by the US Postal Service Office for Advanced Technology.
One dataset—which we refer to as the “digits” dataset—contains images of single digits in
64 dimensions. The other dataset (“pairs”) contains 128-dimensional vectors representing
randomly paired digit images. These datasets, as well as the training conditions that we
employed, are described by Frey, Hinton, and Dayan (1996). (See Figure 12 for an example
of a digit pair). The training, validation and test sets contained 6000, 2000, and 5000
exemplars respectively. Each model was trained on the training set until the likelihood of
the validation set stopped increasing.

We tried mixtures of 16, 32, 64 and 128 trees, fit by the MIXTREE algorithm. For each
of the digits and pairs datasets we chose the mixture model with the highest log-likelihood
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Table 2: Average log-likelihood (bits per digit) for the single digit (Digit) and double digit
(Pairs) datasets. Results are averaged over 3 runs.

m  Digits Pairs
16 34.72 79.25
32 34.48 78.99
64 34.84 79.70
128 34.88  81.26

on the validation set and using it we calculated the average log-likelihood over the test set
(in bits per example). The averages (over 3 runs) are shown in Table 2.

In Figure 13 we compare our results (for m = 32) with the results published by Frey
et al. (1996). The algorithms plotted in the figure are the (1) completely factored or “Base
rate” (BR) model, which assumes that every variable is independent of all the others, (2)
mixture of factorial distributions (MF), (3) the UNIX “gzip” compression program, (4) the
Helmbholtz Machine, trained by the wake-sleep algorithm (Frey et al., 1996) (HWS), (5) the
same Helmholtz Machine where a mean field approximation was used for training (HMF),
(5) a fully observed and fully connected sigmoid belief network (FV), and (6) the mixture
of trees (MT) model.

As shown in Figure 13, the MT model yields the best density model for the simple
digits and the second-best model for pairs of digits. A comparison of particular interest is
between the MT model and the mixture of factorial (MF) model. In spite of the structural
similarities in these models, the MT model performs better than the MF model, indicating
that there is structure in the data that is exploited by the mixture of spanning trees but
is not captured by a mixture of independent variable models. Comparing the values of the
average likelihood in the MT model for digits and pairs we see that the second is more than
twice the first. This suggests that our model (and the MF model) is able to perform good
compression of the digit data but is unable to discover the independence in the double digit
set.

5.2.2 THE ALARM NETWORK

Our second set of density estimation experiments features the ALARM network as the data
generating mechanism (Heckerman et al., 1995; Cheng, Bell, & Liu, 1997). This Bayesian
network was constructed from expert knowledge as a medical diagnostic alarm message
system for patient monitoring. The domain has n = 37 discrete variables taking between 2
and 4 values, connected by 46 directed arcs. Note that this network is not a tree or a mixture
of trees, but the topology of the graph is sparse, suggesting the possibility of approximating
the dependency structure by a mixture of trees with a small number of components m.

We generated a training set having Ny-qin = 10,000 data points and a separate test
set of Nt = 2,000 data points. On these sets we trained and compared the following
methods: mixtures of trees (MT), mixtures of factorial (MF) distributions, the true model,
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Figure 13: Average log-likelihoods (bits per digit) for the single digit (a) and double digit
(b) datasets. Notice the difference in scale between the two figures.

Table 3: Density estimation results for the mixtures of trees and other models on the
ALARM data set. Training set size Ng.qin = 10,000. Average and standard
deviation over 20 trials.

Model Train likelihood  Test likelihood
[bits/data point] [bits/data point]

ALARM net 13.148 13.264

Mixture of trees m = 18 13.51 £0.04 14.55 + 0.06

Mixture of factorials m =28 17.11 £ 0.12 17.64 4+ 0.09

Base rate 30.99 31.17

gzip 40.345 41.260

and “gzip.” For MT and MF the model order m and the degree of smoothing were selected
by cross validation on randomly selected subsets of the training set.

The results are presented in Table 3, where we see that the MT model outperforms the
MF model as well as gzip and the base rate model.

To examine the sensitivity of the algorithms to the size of the data set we ran the same
experiment with a training set of size 1,000. The results are presented in Table 4. Again,
the MT model is the closest to the true model. Notice that the degradation in performance
for the mixture of trees is relatively mild (about 1 bit), whereas the model complexity is
reduced significantly. This indicates the important role played by the tree structures in
fitting the data and motivates the advantage of the mixture of trees over the mixture of
factorials for this data set.
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Table 4: Density estimation results for the mixtures of trees and other models on a data set
of size 1000 generated from the ALARM network. Average and standard deviation
over 20 trials. Recall that « is a smoothing coefficient.

Model Train likelihood  Test likelihood
[bits/data point] [bits/data point]

ALARM net 13.167 13.264

Mixture of trees m = 2, a = 50 14.56 +0.16 15.51 + 0.11

Mixture of factorials m = 12, « = 100 18.20 + 0.37 19.99 + 0.49

Base rate 31.23 31.18

gzip 45.960 46.072

Table 5: Density estimation results for the mixtures of trees and other models on a the
FACES data set. Average and standard deviation over 10 trials.

Model Train likelihood  Test likelihood
[bits/data point] [bits/data point]

Mixture of trees m = 2, a« = 10 52.77 +£0.33 56.29 + 1.67

Mixture of factorials m = 24, « = 100 56.34 £+ 0.48 64.41 £+ 2.11

Base rate 75.84 74.27

gzip - 103.51

5.2.3 THE FACES DATASET

For the third density estimation experiment, we used a subset of 576 images from a nor-
malized face images dataset (Philips, Moon, Rauss, & Rizvi, 1997). These images were
downsampled to 48 variables (pixels) and 5 gray levels. We divided the data randomly
into Nyrgin = 500 and Nyesr = 76 examples; of the 500 training examples, 50 were left out
as a validation set and used to select m and « for the MT and MF models. The results
in table 5 show the mixture of trees as the clear winner. Moreover, the MT achieves this
performance with almost 5 times fewer parameters than the second best model, the mixture
of 24 factorial distributions.

Note that an essential ingredient of the success of the MT both here and in the digits
experiments is that the data are “normalized”, i.e., a pixel/variable corresponds approx-
imately to the same location on the underlying digit or face. We do not expect MTs to
perform well on randomly chosen image patches.
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5.3 Classification with mixtures of trees
5.3.1 USING A MIXTURE OF TREES AS A CLASSIFIER

A density estimator can be turned into a classifier in two ways, both of them being essentially
likelihood ratio methods. Denote the class variable by ¢ and the set of input variables by
V. In the first method, adopted in our classification experiments under the name of MT
classifier, an MT model @Q is trained on the domain {c}JV, treating the class variable like
any other variable and pooling all the training data together. In the testing phase, a new
instance z € Q(V) is classified by picking the most likely value of the class variable given
the settings of the other variables:

c(m) = arg;nax Q(l’a x)
Similarly, for the MF classifier (termed “D-SIDE” by Kontkanen et al., 1996), @ above is
an MF trained on {c} V.

The second method calls for partitioning the training set according to the values of the
class variable and for training a tree density estimator on each partition. This is equivalent
to training a mixture of trees with observed choice variable, the choice variable being the
class ¢ (Chow & Liu, 1968; Friedman et al., 1997). In particular, if the trees are forced to
have the same structure we obtain the Tree Augmented Naive Bayes (TANB) classifier of
Friedman et al. (1997). In either case one turns to Bayes formula:

o) = argmax Ple = K] T*(x)

to classify a new instance z. The analog of the MF classifier in this setting is the naive
Bayes classifier.

5.3.2 THE AUSTRALIAN DATA SET

This dataset has 690 examples each consisting of 14 attributes and a binary class variable
(Blake & Merz, 1998). In the following we replicated the experimental procedure of Kon-
tkanen et al. (1996) and Michie et al. (1994) as closely as possible. The test and training
set sizes were 70 and 620 respectively. For each value of m we ran our algorithm for a fixed
number of epochs on the training set and then recorded the performance on the test set.
This was repeated 20 times for each m, each time with a random start and with a random
split between the test and the training set. Because of the small data set size we used edge
pruning with § o< 1/m. The best performance of the mixtures of trees is compared to the
published results of Kontkanen et al. (1996) and Michie et al. (1994) for the same dataset
in Table 6.

5.3.3 THE AGARICUS-LEPIOTA DATASET

The AGARICUS-LEPIOTA data (Blake & Merz, 1998) comprises 8124 examples, each
specifying the 22 discrete attributes of a species of mushroom in the Agaricus and Lepiota
families and classifying it as edible or poisonous. The arities of the variables range from 2
to 12. We created a test set of Nysr = 1124 examples and a training set of Nypqin = 7000
examples. Of the latter, 800 examples were kept aside to select m and the rest were used
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Table 6: Performance comparison between the MT model and other classification methods
on the AUSTRALIAN dataset (Michie et al., 1994). The results for mixtures of
factorial distribution are those reported by Kontkanen et al. (1996).

Method % correct Method % correct
Mixture of trees m =20, § =4 87.8 Backprop 84.6
Mixture of factorial distributions 87.2 C4.5 84.6
Calb (decision tree) 86.9 SMART 84.2
ITrule 86.3 Bayes Trees 82.9
Logistic discrimination 85.9 K-nearest neighbor k£ =1 81.9
Linear discrimination 85.9 AC2 81.9
DIPOL92 85.9 NewlID 81.9
Radial basis functions 85.5 LVQ 80.3
CART 85.5 ALLOCS80 79.9
CASTLE 85.2 CN2 79.6
Naive Bayes 84.9 Quadratic discrimination 79.3
IndCART 84.8 Flexible Bayes 78.3
0.01; 0.08;
0.07t
0.008
0.06
%o.ooa— %0-05’
5 50.04
151 0.004f 0,03
0.02 —|—
0.002
0.01f
NI -5 ‘ S R N
MT MF TANB NB MT MF TANB NB
(a) (b)
Figure 14: Classification results for the mixtures of trees and other models: (a) On the

AGARICUS-LEPIOTA data set; the MT has m = 12, and the MF has m = 30.
(b) On the NURSERY data set; the MT has m = 30, the MF has m = 70.
TANB and NB are the tree augmented naive Bayes and the naive Bayes classifiers
respectively. The plots show the average and standard deviation test set error

rate over 5 trials.
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Figure 15: Comparison of classification performance of the MT and other models on the
SPLICE data set when N!%" = 2000, N*! = 1175. Tree represents a mixture
of trees with m = 1, MT is a mixture of trees with m = 3. KBNN is the
Knowledge based neural net, NN is a neural net.

for training. No smoothing was used. The classification results on the test set are presented
in figure 14(a). As the figure suggests, this is a relatively easy classification problem, where
seeing enough examples guarantees perfect performance (achieved by the TANB). The MT
(with m = 12) achieves nearly optimal performance, making one mistake in one of the 5
trials. The MF and naive Bayes models follow about 0.5% behind.

5.3.4 THE NURSERY DATASET

This data set contains 12,958 entries (Blake & Merz, 1998), consisting of 8 discrete attributes
and one class variable taking 4 values'. The data were randomly separated into a training
set of size Nyrgin = 11,000 and a test set of size Nyesy = 1958. In the case of MTs and
MFs the former data set was further partitioned into 9000 examples used for training the
candidate models and 2000 examples used to select the optimal m. The TANB and naive
Bayes models were trained on all the 11,000 examples. No smoothing was used since the
training set was large. The classification results are shown in figure 14(b).

5.3.5 THE SPLICE DATASET: CLASSIFICATION

We also studied the classification performance of the MT model in the domain of DNA
SPLICE-junctions. The domain consists of 60 variables, representing a sequence of DNA

1. The original data set contains another two data points which correspond to a fifth class value; we
eliminated those from the data we used.
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Figure 16: Comparison of classification performance of the mixture of trees and other models
trained on small subsets of the SPLICE data set. The models tested by DELVE are,
from left to right: 1-nearest neighbor, CART, HME (hierarchical mixture of experts)-
ensemble learning, HME-early stopping, HME-grown, K-nearest neighbors, LLS (linear
least squares), LLS-ensemble learning, ME (mixture of experts)-ensemble learning, ME-
early stopping. TANB is the Tree Augmented Naive Bayes classifier, NB is the Naive
Bayes classifier, and Tree is the single tree classifier.
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bases, and an additional class variable (Rasmussen et al., 1996). The task is to determine
if the middle of the sequence is a splice junction and what is its type. Splice junctions are
of two types: exon-intron (EI) represents the end of an exon and the beginning of an intron
whereas intron-exon (IE) is the place where the intron ends and the next exon, or coding
section, begins. Hence, the class variable can take 3 values (EI, IE or no junction) and the
other variables take 4 values corresponding to the 4 possible DNA bases (C, A, G, T). The
dataset consists of 3,175 labeled examples.?

We ran two series of experiments comparing the MT model with competing models. In
the first series of experiments, we compared to the results of Noordewier et al. (1991), who
used multilayer neural networks and knowledge-based neural networks for the same task.
We replicated these authors’ choice of training set size (2000) and test set size (1175) and
sampled new training/test sets for each trial. We constructed trees (m = 1) and mixtures
of trees (m = 3). In fitting the mixture, we used an early-stopping procedure in which
Nyaia=300 examples were separated out of the training set and training was stopped when
the likelihood on these examples stopped increasing. The results, averaged over 20 trials,
are presented in Figure 15 for a variety of values of a. It can be seen that the single tree
and the MT model perform similarly, with the single tree showing an insignificantly better
classification accuracy. Note that in this situation smoothing does not improve performance;
this is not unexpected since the data set is relatively large. With the exception of the
“oversmoothed” MT model (e = 100), all the single tree or MT models outperform the
other models tested on this problem. Note that whereas the tree models contain no prior
knowledge about the domain, the other two models do: the neural network model is trained
in supervised mode, optimizing for class accuracy, and the KBNN includes detailed domain
knowledge.

Based on the strong showing of the single tree model on the SPLICE task, we pursued
a second series of experiments in which we compare the tree model with a larger collection
of methods from the DELVE repository (Rasmussen et al., 1996). The DELVE benchmark
uses subsets of the SPLICE database with 100 and 200 examples for training. Testing is
done on 1500 examples in all cases. Figure 16 presents the results for the algorithms tested
by DELVE as well as the single trees with different degrees of smoothing. We also show
results for naive Bayes (NB) and Tree Augmented Naive Bayes (TANB) models (Friedman
et al., 1997). The results from DELVE represent averages over 20 runs with different
random initializations on the same training and testing sets; for trees, NB and TANB,
whose outputs are not initialization-dependent, we averaged the performance of the models
learned for 20 different splits of the union of the training and testing set. No early stopping
or cross-validation was used in this case.

The results show that the single tree is quite successful in this domain, yielding an error
rate that is less than half of the error rate of the best model tested in DELVE. Moreover,
the average error of a single tree trained on 200 examples is 6.9%, which is only 2.3% greater
than the average error of the tree trained on 2000 examples. We attempt to explain this
striking preservation of accuracy for small training sets in our discussion of feature selection
in Section 5.3.7.

2. We eliminated 15 examples from the original data set that had ambiguous inputs (Noordewier, Towell,
& Shavlik, 1991; Rasmussen et al., 1996).
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Cumulative adjacency matrix of 20 trees fit to 2000 examples of the SPLICE
data set with no smoothing. The size of the square at coordinates ij represents
the number of trees (out of 20) that have an edge between variables i and j. No
square means that this number is 0. Only the lower half of the matrix is shown.
The class is variable 0. The group of squares at the bottom of the figure shows
the variables that are connected directly to the class. Only these variable are
relevant for classification. Not surprisingly, they are all located in the vicinity
of the splice junction (which is between 30 and 31). The subdiagonal “chain”
shows that the rest of the variables are connected to their immediate neighbors.
Its lower-left end is edge 2-1 and its upper-right is edge 60-59.
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Figure 18: The encoding of the IE and EI splice junctions as discovered by the tree learning
algorithm, compared to the ones given by Watson et al., “Molecular Biology of
the Gene” (Watson et al., 1987). Positions in the sequence are consistent with
our variable numbering: thus the splice junction is situated between positions
30 and 31. Symbols in boldface indicate bases that are present with probability
almost 1, other A,C,G,T symbols indicate bases or groups of bases that have
high probability (>0.8), and a — indicates that the position can be occupied by
any base with a non-negligible probability.

The Naive Bayes model exhibits behavior that is very similar to the tree model and only
slightly less accurate. However, augmenting the Naive Bayes model to a TANB significantly
hurts the classification performance.

5.3.6 THE SPLICE DATASET: STRUCTURE IDENTIFICATION

Figure 17 presents a summary of the tree structures learned from the N = 2000 dataset
in the form of a cumulated adjacency matrix. The adjacency matrices of the 20 graph
structures obtained in the experiment have been summed. The size of the black square
at coordinates %,j in the figure is proportional to the value of the i, j-th element of the
cumulated adjacency matrix. No square means that the respective element is 0. Since the
adjacency matrix is symmetric, only half of the matrix is shown. From Figure 17 we see that
the tree structure is very stable over the 20 trials. Variable 0 represents the class variable;
the hypothetical splice junction is situated between variables 30 and 31. The figure shows
that the splice junction (variable 0) depends only on DNA sites that are in its vicinity. The
sites that are remote from the splice junction are dependent on their immediate neighbors.
Moreover, examining the tree parameters, for the edges adjacent to the class variable, we
observe that these variables build certain patterns when the splice junction is present, but
are random and almost uniformly distributed in the absence of a splice junction. The
patterns extracted from the learned trees are shown in Figure 18. The same figure displays
the “true” encodings of the IE and EI junctions as given by Watson et al. (1987). The
match between the two encodings is almost perfect. Thus, we can conclude that for this
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Figure 19: The cumulated adjacency matrix for 20 trees over the original set of variables
(0-60) augmented with 60 “noisy” variables (61-120) that are independent of
the original ones. The matrix shows that the tree structure over the original
variables is preserved.
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domain, the tree model not only provides a good classifier but also discovers a model of the
physical reality underlying the data. Note that the algorithm arrives at this result in the
absence of prior knowledge: (1) it does not know which variable is the class variable, and
(2) it does not know that the variables are in a sequence (i.e., the same result would be
obtained if the indices of the variables were scrambled).

5.3.7 THE SPLICE DATASET: FEATURE SELECTION

Let us examine the single tree classifier that was used for the SPLICE data set more closely.
According to the Markov properties of the tree distribution, the probability of the class
variables depends only on its neighbors, that is, on the variables to which the class variable is
connected by tree edges. Hence, a tree acts as an implicit variable selector for classification:
only the variables adjacent to the queried variable (this set of variables is called the Markov
blanket; Pearl, 1988) are relevant for determining its probability distribution. This property
also explains the observed preservation of the accuracy of the tree classifier when the size
of the training set decreases: out of the 60 variables, only 18 are relevant to the class;
moreover, the dependence is parametrized as 18 independent pairwise probability tables
Ttiass,w- Such parameters can be fit accurately from relatively few examples. Hence, as long
as the training set contains enough data to establish the correct dependency structure, the
classification accuracy will degrade slowly with the decrease in the size of the data set.

This explanation helps to understand the superiority of the tree classifier over the models
in DELVE: only a small subset of variables are relevant for classification. The tree finds
them correctly. A classifier that is not able to perform feature selection reasonably well will
be hindered by the remaining irrelevant variables, especially if the training set is small.

For a given Markov blanket, the tree classifies in the same way as a naive Bayes model
with the Markov blanket variables as inputs. Note also that the naive Bayes model itself
has a built-in feature selector: if one of the input variables v is not relevant to the class, the
distributions P, will be roughly the same for all values of c. Consequently, in the posterior
P}, that serves for classification, the factors corresponding to v will simplify and thus v will
have little influence on the classification. This may explain why the naive Bayes model also
performs well on the SPLICE classification task. Notice however that the variable selection
mechanisms implemented by the tree classifier and the naive Bayes classifier are not the
same.

To verify that indeed the single tree classifier acts like a feature selector, we performed
the following experiment, again using the SPLICE data. We augmented the variable set
with another 60 variables, each taking 4 values with randomly and independently assigned
probabilities. The rest of the experimental conditions (training set, test set and number
of random restarts) were identical to the first SPLICE experiment. We fit a set of models
with m = 1, a small 8 = 0.1 and no smoothing. The structure of the new models, in the
form of a cumulative adjacency matrix, is shown in Figure 19. We see that the structure
over the original 61 variables is unchanged and stable; the 60 noise variables connect in a
random uniform patterns to the original variables and among each other. As expected after
examining the structure, the classification performance of the new trees is not affected by
the newly introduced variables: in fact the average accuracy of the trees over 121 variables
is 95.8%, 0.1% higher than the accuracy of the original trees.
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6. The accelerated tree learning algorithm

We have argued that the mixture of trees approach has significant advantages over general
Bayesian networks in terms of its algorithmic complexity. In particular, the M step of the
EM algorithm for mixtures of trees is the CHOWLIU algorithm, which scales quadratically
in the number of variables n and linearly in the size of the dataset N. Given that the E
step is linear in n and N for mixtures of trees, we have a situation in which each pass of
the EM algorithm is quadratic in n and linear in N.

Although this time complexity recommends the MT approach for large-scale problems,
the quadratic scaling in n becomes problematic for particularly large problems. In this
section we propose a method for reducing the time complexity of the MT learning algorithm
and demonstrate empirically the large performance gains that we are able to obtain with
this method.

As a concrete example of the kind of problems that we have in mind, consider the
problem of clustering or classification of documents in information retrieval. Here the
variables are words from a vocabulary, and the data points are documents. A document is
represented as a binary vector with a component equal to 1 for each word v that is present in
the document and equal to 0 for each word v that is not present. In a typical application the
number of documents N is of the order of 103 — 104, as is the vocabulary size n. Given such
numbers, fitting a single tree to the data requires n?N ~ 10° — 10'? counting operations.

Note, however, that this domain is characterized by a certain sparseness: in particular,
each document contains only a relatively small number of words and thus most of the
components of its binary vector are 0.

In this section, we show how to take advantage of data sparseness to accelerate the
CHowLIU algorithm. We show that in the sparse regime we can often rank order mutual
information values without actually computing these values. We also show how to speed up
the computation of the sufficient statistics by exploiting sparseness. Combining these two
ideas yields an algorithm—the ACCL (accelerated Chow and Liu) algorithm—that provides
significant performance gains in both running time and memory.

6.1 The AcCL algorithm

We first present the ACCL algorithm for the case of binary variables, presenting the ex-
tension to general discrete variables in Section 6.2. For binary variables we will say that a
variable is “on” when it takes value 1; otherwise we say that it is “off”. Without loss of
generality we assume that a variable is off more times than it is on in the given dataset.

The target distribution P is assumed to be derived from a set of observations of size V.
Let us denote by IV, the number of times variable v is on in the dataset and by N, the
number of times variables u and v are simultaneously on. We call each of the latter events
a co-occurrence of u and v. The marginal P,, of v and v is given by:

N-Pu(1,1) = Nuy

N-Puy(1,0) = Ny— Ny
N-P,(0,1) = N,— Ny,
N-Pu,(0,0) = N —N,— Ny + N
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All the information about P that is necessary for fitting the tree is summarized in the counts
N, N, and Ny, u,v =1,...,n, and from now on we will consider P to be represented by
these counts. (It is an easy extension to handle non-integer data, such as when the data
points are “weighted” by real numbers).

We now define the notion of sparseness that motivates the ACCL algorithm. Let us
denote by |x| the number of variables that are on in observation z, where 0 < |z| < n.
Define s, the data sparseness

s = max |z'|.
i=1,N
If, for example, the data are documents and the variables represent words from a vocabulary,
then s represents the maximum number of distinct words in a document. The time and
memory requirements of the algorithm that we describe depend on the sparseness s; the
lower the sparseness, the more efficient the algorithm. Our algorithm will realize its largest
performance gains when s < n, N.

Recall that the CHOWLIU algorithm greedily adds edges to a graph by choosing the
edge that currently has the maximal value of mutual information. The algorithm that
we describe involves an efficient way to rank order mutual information. There are two key
aspects to the algorithm: (1) how to compare mutual information between non-co-occurring
variables, and (2) how to compute co-occurrences in a list representation.

6.1.1 COMPARING MUTUAL INFORMATION BETWEEN NON-CO-OCCURRING VARIABLES

Let us focus on the pairs u, v that do not co-occur, i.e., for which N, = 0. For such a pair,
the mutual information I, is a function of N, N, and N. Let us analyze the variation of
the mutual information with respect to N, by taking the corresponding partial derivative:

Ol _ . _N-N,

N, og NN, > 0 (11)

This result implies that for a given variable u and any two variables v, v’ for which Ny, =
Ny = 0 we have:
N, > N, implies that L, > L.

This observation allows us to partially sort the mutual information values I, for non-co-
occurring pairs u, v, without computing them. First, we have to sort all the variables by
their number of occurrences N,. We store the result in a list L. This gives a total ordering
“»" for the variables in V:

v = u < wvpreceedsuinlist L = N, > N,.

For each u, we define the list of variables following u in the ordering “>” and not co-
occurring with it:
Vo(u) = {v eV, v<u, Ny =0}.

This list is sorted by decreasing N, and therefore, implicitly, by decreasing I,,. Since the
data are sparse, most pairs of variables do not co-occur. Therefore, by creating the lists
Vo(u), a large number of values of the mutual information are partially sorted. Before
showing how to use this construction, let us examine an efficient way of computing the N,
counts when the data are sparse.
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Figure 20: The data structure that supplies the next candidate edge. Vertically on the left
are the variables, sorted by decreasing N,. For a given wu, there are two lists:
C(u), sorted by decreasing I, and (the virtual list) Vj(u), sorted by decreasing
N,. The maximum of the two first elements of these lists is inserted into an
Fibonacci heap. The overall maximum of [, can then be extracted as the
maximum of the Fibonacci heap.

6.1.2 COMPUTING CO-OCCURRENCES IN A LIST REPRESENTATION

Let D = {z!,... 2V} be a set of observations over n binary variables. If s < n it is
efficient to represent each observation in D as a list of the variables that are on in the
respective observation. Thus, data point z*,i = 1, ... N will be represented by the list
xlist’ = list{v € V2! = 1}. The space required by the lists is no more than sN and is
much smaller than the space required by the binary vector representation of the same data
(i.e.,, nN).

Note, moreover, that the total number N¢o of co-occurrences in the dataset D is

1
Ng = Y N, < zs°N.
C ; wo = 5
For the variables that co-occur with u, a set of co-occurrence lists C(u) is created.
Each C(u) contains records (v, ly,), v < u,Ny, > 0 and is sorted by decreasing I,.
To represent the lists Vp(u) (that contain many elements) we use their “complements”
Vo(u) = {v eV, v<u, Ny >0} It can be shown (Meili-Predoviciu, 1999) that the
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Algorithm ACCL(D)

Input: Variable set V of size n
Dataset D = {zlist’, i=1,...N}
Procedure KRUSKAL

1. compute N, for v € V; create L, list of variables in V sorted by decreasing N,
compute co-occurrences Ny, ; create lists C'(u), Vo(u), u eV
3. create vheap

for u € vlist
v=  argmax [,
headC'y,,headVp (u)
insert (Nyy,u, v, I,,) in vheap
4. E = KRUSKAL(vheap); store Ny, for the edges uv added to E

5. for (u,v) € E compute the probability table T}, using Ny, N,, Ny, and N.

o

Output: T

Figure 21: The AcCL algorithm.

computation of the co-occurrence counts and the construction of the lists C'(u) and Vo (u),
for all u € V, takes an amount of time proportional to the number of co-occurrences N¢,
up to a logarithmic factor:

O(s>N log(s*N/n)).

Comparing this value with O(n?N), which is the time to compute P,, in the CHOWLIU
algorithm, we see that the present method replaces the dimension of the domain n by s.
The memory requirements for the lists are also at most proportional to N¢, hence O(s2N).

6.1.3 THE ALGORITHM AND ITS DATA STRUCTURES.

We have described efficient methods for computing the co-occurrences and for partially
sorting the mutual information values. What we aim to create is a mechanism that will
output the edges (u,v) in decreasing order of their mutual information.

We shall set up this mechanism in the form of a Fibonacci heap (Fredman & Tarjan,
1987) called vheap that contains an element for each u € V, represented by the edge with the
highest mutual information among the edges (u,v), with v < u, that are not yet eliminated.
The record in vheap is of the form (Nyy,u, v, Iy,), with v < u, and with I, being the key
used for sorting. Once the maximum is extracted, the used edge has to be replaced by the
next largest (in terms of I,,,) edge in u’s lists.

To perform this latter task we use the data structures shown in Figure 20. Kruskal’s
algorithm is now used to construct the desired spanning tree. Figure 21 summarizes the
resulting algorithm.
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Figure 22: The mean (full line), standard deviation and maximum (dotted line) of the
number of steps nk in the Kruskal algorithm over 1000 runs plotted against
nlogn. n ranges from 5 to 3000. The edge weights were sampled from a uniform
distribution.

6.1.4 RUNNING TIME

The algorithm requires: O(sn) for computing N,,v € V, O(nlogn) for sorting the variables,
O(s2Nlog(s?N/n)) for step 2, O(n) for step 3, O(nk logn+ N¢) for the Kruskal algorithm
(ng is the number of edges examined by the algorithm, logn is the time for an extraction
from vheap, N¢ is an upper bound for the number of elements in the lists V) whose elements
need to be skipped occasionally when we extract variables from the virtual lists V), and
O(n) for creating the the n—1 probability tables in step 5. Summing these terms, we obtain
the following upper bound for the running time of the acCL algorithm:

9 sN
O(nlogn + sn+ s“Nlog — + ng logn).
n

If we ignore the logarithmic factors this simplifies to
O(sn+ s°N +ng).

For constant s, this bound is a polynomial of degree 1 in the three variables n, N and
nx. Because nk has the range n — 1 < nx < n(n—1)/2, the worst case complexity of
the AcCL algorithm is quadratic in n. Empirically, however, as we show below, we find
that the dependence of nx on n is generally subquadratic. Moreover, random graph theory
implies that if the distribution of the weight values is the same for all edges, then Kruskal’s
algorithm should take time proportional to nlogn (West, 1996). To verify this latter result,
we conducted a set of Monte Carlo experiments, in which we ran the Kruskal algorithm
on sets of random weights over domains of dimension up to n = 3000. For each n, 1000
runs were performed. Figure 22 plots the average and maximum ng versus nlogn for these
experiments. The curve for the average displays an essentially linear dependence.
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6.1.5 MEMORY REQUIREMENTS

Beyond the storage for data and results, we need O(N¢) space to store the co-occurrences
and the lists C(u),Vo(u) and O(n) for L,vheap and the Kruskal algorithm. Hence, the
additional space used by the ACCL algorithm is O(s?N + n).

6.2 Discrete variables of arbitrary arity

We briefly describe the extension of the ACCL algorithm to the case of discrete domains in
which the variables can take more than two values.

First we extend the definition of data sparseness: we assume that for each variable there
exists a special value that appears with higher frequency than all the other values. This
value will be denoted by 0, without loss of generality. For example, in a medical domain,
the value 0 for a variable would represent the “normal” value, whereas the abnormal values
of each variable would be designated by non-zero values. An “occurrence” for variable v will
be the event v # 0 and a “co-occurrence” of v and v means that « and v are both non-zero
for the same data point. We define |x| as the number of non-zero values in observation x.
The sparseness s is, as before, the maximum of |z| over the data set.

To exploit the high frequency of the zero values we represent only the occurrences
explicitly, creating thereby a compact and efficient data structure. We obtain performance
gains by presorting mutual information values for non-co-occurring variables.

6.2.1 COMPUTING CO-OCCURRENCES

As before, we avoid representing zero values explicitly by replacing each data point x by
the list xlist, where zlist = list{(v,z,),v € V,x, # 0}.

A co-occurrence is represented by the quadruple (u,xy,v,,), Ty, T, # 0. Instead of
one co-occurrence count N,,, we now have a two-way contingency table N, . Each N.J,
represents the number of data points where v = i,v = j, i,j # 0. Counting and storing
co-occurrences can be done in the same time as before and with a O(r, , ) larger amount
of memory, necessitated by the additional need to store the (non-zero) variable values.

6.2.2 PRESORTING MUTUAL INFORMATION VALUES

Our goal is to presort the mutual information values I, for all v < u that do not co-occur
with u. The following theorem shows that this can be done exactly as before.

Theorem Let u,v,w be discrete variables such that v,w do not co-occur with u (i.e. u #
0 = v=w=0) in a given dataset D. Let Ny, Nywo be the number of datapoints for which
v =0 and w = 0 respectively, and let I, I,,,, be the respective empirical mutual information
values based on the sample D. Then

NUO > NwO = Iuv < Iuw

with equality only if u is identically 0. |

The proof of the theorem is given in the Appendix. The implication of this theorem
is that the ACCL algorithm can be extended to variables taking more than two values by
making only one (minor) modification: the replacement of the scalar counts N, and N, by
the vectors Ng, j # 0 and, respectively, the contingency tables Nfg,, i, # 0.
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Figure 23: Running time for the ACCL (full line) and (dotted line) CHOWLIU algorithms
versus number of vertices n for different values of the sparseness s.
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Figure 24: Number of steps of the Kruskal algorithm ng versus domain size n measured
for the ACCL algorithm for different values of s.

6.3 Experiments

In this section we report on the results of experiments that compare the speed of the AcCL
algorithm with the standard CHOWLIU method on artificial data.

In our experiments the binary domain dimension n varies from 50 to 1000. Each data
point has a fixed number s of variables taking value 1. The sparseness s takes the values
5, 10, 15 and 100. The data were generated from an artificially constructed non-uniform,
non-factored distribution. For each pair (n,s) a set of 10,000 points was created.

For each data set both the CHOWLIU algorithm and the ACCL algorithm were used to
fit a single tree distribution. The running times are plotted in Figure 23. The improvements
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of ACCL over the standard version are spectacular: learning a tree on 1000 variables from
10,000 data points takes 4 hours with the standard algorithm and only 4 seconds with the
accelerated version when the data are sparse (s < 15). For the less sparse regime of s = 100
the ACCL algorithm takes 2 minutes to complete, improving on the traditional algorithm
by a factor of 120.

Note also that the running time of the accelerated algorithm seems to be nearly inde-
pendent of the dimension of the domain. Recall on the other hand that the number of
steps nx (Figure 24) grows with n. This implies that the bulk of the computation lies in
the steps preceding the Kruskal algorithm proper. Namely, it is in the computing of co-
occurrences and organizing the data that most of the time is spent. Figure 23 also confirms
that the running time of the traditional CHOWLIU algorithm grows quadratically with n
and is independent of s.

This concludes the presentation of the ACCL algorithm. The method achieves its perfor-
mance gains by exploiting characteristics of the data (sparseness) and of the problem (the
weights represent mutual information) that are external to the maximum weight spanning
tree algorithm proper. The algorithm obtained is worst case @(Sn+32N +n?) but typically
O(sn + s2N), which represents a significant asymptotic improvement over the O(n?N) of
the traditional Chow and Liu algorithm. Moreover, if s is large, then the ACCL algorithm
(gracefully) degrades to the standard CHOWLIU algorithm.

The algorithm extends to non-integer counts, hence being directly applicable to mixtures
of trees. As we have seen empirically, a very significant part of the running time is spent
in computing co-occurrences. This prompts future work on learning statistical models over
large domains that focus on the efficient computation and usage of the relevant sufficient
statistics. Work in this direction includes the structural EM algorithm (Friedman, 1998;
Friedman & Getoor, 1999) as well as A-D trees (Moore & Lee, 1998). The latter are
closely related to our representation of the pairwise marginals Py, by counts. In fact, our
representation can be viewed as a “reduced” A-D tree that stores only pairwise statistics.
Consequently, when an A-D tree representation is already computed, it can be exploited in
steps 1 and 2 of the ACCL algorithm. Other versions of the ACCL algorithm are discussed
by Meila-Predoviciu (1999).

7. Conclusions

We have presented the mixture of trees (MT), a probabilistic model in which joint probabil-
ity distributions are represented as finite mixtures of tree distributions. Tree distributions
have a number of virtues—representational, computational and statistical—but have limited
expressive power. Bayesian and Markov networks achieve significantly greater expressive
power while retaining many of the representational virtues of trees, but incur significantly
higher costs on the computational and statistical fronts. The mixture approach provides
an alternative upgrade path. While Bayesian and Markov networks have no distinguished
relationships between edges, and statistical model selection procedures for these networks
generally involve additions and deletions of single edges, the MT model groups overlapping
sets of edges into mixture components, and edges are added and removed via a maximum
likelihood algorithm that is constrained to fit tree models in each mixture component. We
have also seen that it is straightforward to develop Bayesian methods that allow finer con-
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trol over the choice of edges and smooth the numerical parameterization of each of the
component models.

Chow and Liu (1968) presented the basic maximum likelihood algorithm for fitting tree
distributions that provides the M step of our EM algorithm, and also showed how to use en-
sembles of trees to solve classification problems, where each tree models the class-conditional
density of one of the classes. This approach was pursued by Friedman et al. (1997, 1998),
who emphasized the connection with the naive Bayes model, and presented empirical re-
sults that demonstrated the performance gains that could be obtained by enhancing naive
Bayes to allow connectivity between the attributes. Our work is a further contribution
to this general line of research—we treat an ensemble of trees as a mixture distribution.
The mixture approach provides additional flexibility in the classification domain, where the
“choice variable” need not be the class label, and also allows the architecture to be applied
to unsupervised learning problems.

The algorithms for learning and inference that we have presented have relatively be-
nign scaling: inference is linear in the dimensionality n and each step of the EM learning
algorithm is quadratic in n. Such favorable time complexity is an important virtue of our
tree-based approach. In particularly large problems, however, such as those that arise in
information retrieval applications, quadratic complexity can become onerous. To allow the
use of the MT model to such cases, we have developed the ACCL algorithm, where by ex-
ploiting data sparseness and paying attention to data structure issues we have significantly
reduced run time: We presented examples in which the speed-up obtained from the AcCCL
algorithm was three orders of magnitude.

Are there other classes of graphical models whose structure can be learned efficiently
from data? Consider the class of Bayesian networks for which the topological ordering of
the variables is fixed and the number of parents of each node is bounded by a fixed constant
I. For this class the optimal model structure for a given target distribution can be found
in O(n*t1) time by a greedy algorithm. These models share with trees the property of
being matroids (West, 1996). The matroid is the unique algebraic structure for which the
“maximum weight” problem, in particular the maximum weight spanning tree problem, is
solved optimally by a greedy algorithm. Graphical models that are matroids have efficient
structure learning algorithms; it is an interesting open problem to find additional examples
of such models.
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Appendix A.

In this appendix we prove the following theorem from Section 6.2:

Theorem Let u,v,w be discrete variables such that v,w do not co-occur with u (i.e., u #
0 = v=w=0 in a given dataset D). Let Nyo, Nyo be the number of data points for which
v = 0,w = 0 respectively, and let I, L, be the respective empirical mutual information
values based on the sample D. Then

NUO > NwO = Iuv < Iuw

with equality only if u is identically 0. |
Proof. We use the notation:

Pv(z):_vv 27&07 PUOEPU(O):l_ZPv(Z)
i#0

These values represent the (empirical) probabilities of v taking value i # 0 and 0 respectively.
Entropies will be denoted by H. We aim to show that g{% < 0.

We first note a “chain rule” expression for the entropy of a discrete variable. In par-
ticular, the entropy H, of any multivalued discrete variable v can be decomposed in the

following way:

H, = —Pylog P — (1 - Pi)log(l — Py)

Hyo

P BO)
PO T B - R

—Hy
= Hy+ (1— Py)Hs. (12)

Note moreover that the mutual information of two non-co-occurring variables is I, =
H, — H,j,. The second term, the conditional entropy of u given v is

Hu\v = UOHu|v=0 + Z Pv(]) Hu\v:j .
- ——
J#0 0
We now expand H,|,—y using the decomposition in (12):
Hu|v:0 = HuO\sz + (1 - Pu=0|v:0)Hu\u7é0,v=0'

Because u and v are never non-zero at the same time, all non-zero values of u are paired
with zero values of v. Consequently Prlu = ijlu # 0,v = 0] = Pru = i|lu # 0] and
Hyjuz00=0 = Hg. The term denoted H,g,— is the entropy of a binary variable whose
probability is Pr[u = 0Jv = 0]. This probability equals

1_Pu0
1_Pv0.

Priu=0v=0] = 1—
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Note that in order to obtain a non-negative probability in the above equation one needs
1— P, < Py, a condition that is always satisfied if » and v do not co-occur. Replacing
the previous three equations in the formula of the mutual information, we get

L., = Pylog P,y — Pylog Py + (Puo + Py — 1) lOg(Puo + Py — 1).

This expression, remarkably, depends only on P,y and P,y. Taking its partial derivative
with respect to P,g yields

8Iuv :longO+Pu0_1 SO,
anO PvO

a value that is always negative, independently of P,y. This shows the mutual information
increases monotonically with the “occurrence frequency” of v given by 1 — P,y. Note also
that the above expression for the derivative is the same as the result obtained for binary
variables in (11).
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