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ABSTRACT. Refinement types sharpen systems of simple and dependent types by offering
expressive means to more precisely classify well-typed terms. We present a system of
refinement types for LF in the style of recent formulations where only canonical forms are
well-typed. Both the usual LF rules and the rules for type refinements are bidirectional,
leading to a straightforward proof of decidability of typechecking even in the presence of
intersection types. Because we insist on canonical forms, structural rules for subtyping
can now be derived rather than being assumed as primitive. We illustrate the expressive
power of our system with examples and validate its design by demonstrating a precise
correspondence with traditional presentations of subtyping.

Proof irrelevance provides a mechanism for selectively hiding the identities of terms
in type theories. We show that LF refinement types can be interpreted as predicates
using proof irrelevance, establishing a uniform relationship between two previously studied
concepts in type theory. The interpretation and its correctness proof are surprisingly
complex, lending support to the claim that refinement types are a fundamental construct
rather than just a convenient surface syntax for certain uses of proof irrelevance.

1. INTRODUCTION

LF was created as a framework for defining logics and programming languages [HHP93].
Since its inception, it has been used to represent and formalize reasoning about a number of
deductive systems, which are prevalent in the study of logics and programming languages’
In its most recent incarnation as the Twelf metalogic [PS99], it has been used to encode
and mechanize the metatheory of programming languages that are prohibitively complex
to reason about on paper [Cra03, LCHOT7].

It has long been recognized that some LF encodings would benefit from the addition of
a subtyping mechanism to LF [Pfe93, ACO1]. In LF encodings, judgments are represented
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by type families, and many subsets of data types and judgmental inclusions can be elegantly
represented via subtyping.

Prior work has explored adding subtyping and intersection types to LF via refinement
types [Pfe93]. Many of that system’s metatheoretic properties were proven indirectly by
translation into other systems, though, giving little insight into notions of adequacy or
implementation strategies. We begin this paper by presenting a refinement type system
for LF based on the modern canonical forms approach [WCPW02, HL07], and by doing so
we obtain direct proofs of important properties like decidability. Moreover, the theory of
canonical forms provides the basis for a study of adequacy theorems exploiting refinement
types.

In canonical forms-based LF, only S-normal n-long terms are well-typed — the syntax
restricts terms to being S-normal, while the typing relation forces them to be n-long. Since
standard substitution might introduce redexes even when substituting a normal term into
a normal term, it is replaced with a notion of hereditary substitution that contracts redexes
along the way, yielding another normal term. Since only canonical forms are admitted, type
equality is just a-equivalence, and typechecking is manifestly decidable.

Canonical forms are exactly the terms one cares about when adequately encoding a
language in LF, so this approach loses no expressivity. Since all terms are normal, there is
no notion of reduction, and thus the metatheory need not directly treat properties related
to reduction, such as subject reduction, Church-Rosser, or strong normalization. All of the
metatheoretic arguments become straightforward structural inductions, once the theorems
are stated properly.

By introducing a layer of refinements distinct from the usual layer of types, we prevent
subtyping from interfering with our extension’s metatheory. We also follow the general
philosophy of prior work on refinement types [FP91, Fre94, Dav05] in only assigning refined
types to terms already well-typed in pure LF, ensuring that our extension is conservative.

As a simple example, we study the representation of natural numbers as well as even
and odd numbers. In normal logical discourse, we might define these with the following
grammar:

Natural numbers n == z|s(n)
Even numbers e == z]s(o)
Odd numbers o == s(e)

The first line can be seen as defining the abstract syntax of natural numbers in unary form,
the second and third lines as defining two subsets of the natural numbers defined in the
first line. We will follow this informal convention, and represent the first as a type with two
constructors.

nat : type.
Z . nat.
s : nat — nat.

The second and third line define even and odd numbers as a subset of the natural numbers,
which we represent as refinements of the type nat.

even C nat. odd C nat.
Z i even.
s even — odd N odd — even.
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In the above, even C nat declares even as a refinement of the type nat, and the declarations
using “::” give more precise sorts for the constructors z and s. Note that since the successor
function satisfies two unrelated properties, we give two refinements for it using an intersec-
tion sort. We can give similar representations of all regular tree grammars as refinements,
which then represent regular tree types [DZ92]. Our language generalizes this further to
allow binding operators and dependent types, both of which it inherits from LF, thereby
going far beyond what can be recognized with tree automata [CDG*07].

Already in this example we can see that it is natural to use refinements to represent
certain subsets of data types. Conversely, refinements can be interpreted as defining subsets.
In the second part of this paper, we exhibit an interpretation of LF refinement types which
we refer to as the “subset interpretation”, since a sort refining a type is interpreted as a
predicate embodying the refinement, and the set of terms having that sort is simply the
subset of terms of the refined type that also satisfy the predicate. For example, under the
subset interpretation, we translate the refinements even and odd to predicates on natural
numbers. The refinement declarations for z and s turn into constructors for proofs of these
predicates.

even : nat — type. odd : nat — type.
Z :even z

51 : llznat. even © — odd (s ).

Sy : llznat. odd x — even (s x).

The successor function’s two unrelated sorts translate to proof constructors for two different
predicates.

We show that our interpretation is correct by proving, for instance, that a term N has
sort S if and only if its translation N has type S (N), where S (=) is the translation of
the sort S into a type family representing a predicate; thus, an adequate encoding using
refinement types remains adequate after translation. The chief complication in proving
correctness is the dependency of types on terms, which forces us to deal with a coherence
problem [BTCGS91, Rey91].

Normally, subset interpretations are not subject to the issue of coherence—that is,
of ensuring that the interpretation of a judgment is independent of its derivation—since
the terms in the target of the translation are the same as the terms in the source, just
with the stipulation that a certain property hold of them. The proofs of these properties
are computationally immaterial, so they may simply be ignored. But the presence of full
dependent types in LF means that the interpretation of a sort might depend on these proofs,
potentially violating the adequacy of representations.

In order to solve the coherence problem we employ proof irrelevance, a technique used in
type theories to selectively hide the identities of terms representing proofs [Pfe0la, AB04].
In the example, the terms whose identity should be irrelevant are those constructing proofs
of odd(n) and even(n), that is, those composed from Z, 51, and Ss.

The subset interpretation completes our intuitive understanding of refinement types as
representing subsets of types. It turns out that in the presence of variable binding and
dependent types, this understanding is considerably more difficult to attain than it might
seem from the small example above.

In the remainder of the paper, we describe our refinement type system alongside a few
illustrative examples (Section 2). Then we explore its metatheory and sketch proofs of key
results, including decidability (Section 3). We note that our approach leads to subtyping
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only being defined at base types, but we show that this is no restriction at all: subtyping at
higher types is intrinsically present due to the use of canonical forms (Section 4). Next, we
take a brief detour to review prior work on proof irrelevance (Section 5), setting the stage
for our subset interpretation and proofs of its correctness (Section 6). Finally, we offer some
concluding remarks on the broader implications of our work (Section 7).

This paper represents a combination of the developments in a technical report on the
basic design of LF with refinement types [LP08a, LP08b] and a conference paper sketching
the subset interpretation [LP09].

2. SYSTEM AND EXAMPLES

We present our system of LF with Refinements, LFR, through several examples. In
what follows, R refers to atomic terms and N to normal terms. Our atomic and normal
terms are exactly the terms from canonical presentations of LF.

R:=c|z|RN atomic terms
N,M :=R| . N normal terms

In this style of presentation, typing is defined bidirectionally by two judgments: R = A,
which says atomic term R synthesizes type A, and N < A, which says normal term N
checks against type A. Since A-abstractions are always checked against a given type, they
need not be decorated with their domain types.

Types are similarly stratified into atomic and normal types.

P:=a|PN atomic type families
A,B:=P|llz:A.B normal type families

The operation of hereditary substitution, written [N/x],, is a partial function which
computes the normal form of the standard capture-avoiding substitution of N for z. It
is indexed by the putative type of z, A, to ensure termination, but neither the variable
x nor the substituted term N are required to bear any relation to this type index for the
operation to be defined. We show in Section 3 that when N and x do have type A, hereditary
substitution is a total function on well-formed terms.

As a philosophical aside, we note that restricting our attention to normal terms in
this way is similar to the idea of restricting one’s attention to cut-free proofs in a sequent
calculus [Pfe00]. Showing that hereditary substitution can always compute a canonical
form is analogous to showing the cut rule admissible. And just as cut admissibility may
be used to prove a cut elimination theorem, hereditary substitution may be used to prove
a normalization theorem relating the canonical approach to traditional formulations. We
will not explore the relationship any further in the present work: the canonical terms are
the only ones we care about when formalizing deductive systems in a logical framework, so
we simply take the canonical presentation as primary.

Our layer of refinements uses metavariables ) for atomic sorts and S for normal sorts.
These mirror the definition of types above, except for the addition of intersection and “top”
sorts.

Q:=s|QN atomic sort families
S, T :=Q | x=SCA.T|T|S1 NSy normal sort families
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Sorts are related to types by a refinement relation, S C A (“S refines A”), discussed below.
We only sort-check well-typed terms, and a term of type A can be assigned a sort S only
when S C A. These constraints are collectively referred to as the “refinement restriction”.
We occasionally omit the “C A” from function sorts when it is clear from context.

Deductive systems are encoded in LF using the judgments-as-types principle [HHP93,
HLO7]: syntactic categories are represented by simple types, and judgments over syntax
are represented by dependent type families. Derivations of judgments are inhabitants of
those type families, and well-formed derivations correspond to well-typed LF terms. An LF
signature is a collection of kinding declarations a : K and typing declarations ¢ : A that
establishes a set of syntactic categories, a set of judgments, and inhabitants of both. In
LFR, we can represent syntactic subsets or sets of derivations that have certain properties
using sorts. Thus one might say that the methodology of LFR is properties-as-sorts.

2.1. Example: Natural Numbers. For the first running example we will use the natural
numbers in unary notation. In LF, they would be specified as follows

nat : type.
2 : nat.
s : nat — nat.

These declarations establish a syntactic category of natural numbers populated by two
constructors, a constant constructor representing zero and a unary constructor representing
the successor function.
Suppose we would like to distinguish the odd and the even numbers as refinements of

the type of all numbers.

even C nat.

odd C nat.
The form of the declaration is s C a where a is a type family already declared and s is a
new sort family. Sorts headed by s are declared in this way to refine types headed by a.
The relation S C A is extended through the whole sort hierarchy in a compositional way.

Next we declare the sorts of the constructors. For zero, this is easy:

Z: even.
The general form of this declaration is ¢ :: S, where ¢ is a constant already declared in the
form ¢ : A, and where S C A. The declaration for the successor is slightly more difficult,
because it maps even numbers to odd numbers and vice versa. In order to capture both
properties simultaneously we need to use an intersection sort, written as Sy A Sy.?

s: even — odd A odd— even.
In order for an intersection to be well-formed, both components must refine the same type.
The nullary intersection T can refine any type, and represents the maximal refinement of
that type.

sCa€eX SC A TC B Si1C A SoC A

sNi...NpCTaNj...Ng Mx::S. T C z:A. B S1ANSC A TCA

2Intersection has lower precedence than arrow.

3As usual in LF, we use A — B as shorthand for the dependent type Ilx:A. B when x does not occur in
B.
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To show that the declaration for s is well-formed, we establish that even — odd A odd —
even [ nat — nat.

The refinement relation S T A should not be confused with the usual subtyping relation.
Although each is a kind of subset relation?, they are quite different: Subtyping relates two
types, is contravariant in the domains of function types, and is transitive, while refinement
relates a sort to a type, so it does not make sense to consider its variance or whether it is
transitive. We will discuss subtyping below and in Section 4.

Now suppose that we also wish to distinguish the strictly positive natural numbers. We
can do this by introducing a sort pos refining nat and declaring that the successor function
yields a pos when applied to anything, using the maximal sort.

pos C nat.
s AT — pos.
Since we only sort-check well-typed programs and s is declared to have type nat — nat, the
sort T here acts as a sort-level reflection of the entire nat type.
We can specify that all odds are positive by declaring odd to be a subsort of pos.

odd < pos.
Although any ground instance of odd is evidently pos, we need the subsorting declaration

to establish that variables of sort odd are also pos.
Putting it all together, we have the following:

even C nat. odd C nat.  pos C nat.

odd < pos.

z:: even.

s:even — odd N odd — even N T — pos.

Now we should be able to verify that, for example, s (s z) < even. To explain how,
we analogize with pure canonical LF. Recall that atomic types have the form a Ny ... Ng
for a type family a and are denoted by P. Arbitrary types A are either atomic (P) or
(dependent) function types (Ilz:A. B). Canonical terms are then characterized by the rules
shown in the left column above.

There are two typing judgments, N < A which means that N checks against A (both
given) and R = A which means that R synthesizes type A (R given as input, A produced
as output). Both take place in a context I' assigning types to variables. To force terms to
be n-long, the rule for checking an atomic term R only checks it at an atomic type P. It
does so by synthesizing a type P’ and comparing it to the given type P. In canonical LF,
all types are already canonical, so this comparison is just a-equality.

On the right-hand side we have shown the corresponding rules for sorts. First, note
that the format of the context I' is slightly different, because it declares sorts for variables,
not just types. The rules for functions and applications are straightforward analogues to
the rules in ordinary LF. The rule switch for checking atomic terms R at atomic sorts @
replaces the equality check with a subsorting check and is the only place where we appeal
to subsorting (defined below). For applications, we use the type A that refines the type S
as the index parameter of the hereditary substitution.

A may help to recall the interpretation of S C A: for a term to be judged to have sort S, it must
already have been judged to have type A for some A such that S T A. Thus, the refinement relation
represents an inclusion “by fiat”: every term with sort S is also a term of sort A, by invariant. By contrast,
subsorting S1 < S2 is a more standard sort of inclusion: every term with sort S; is also a term of sort So,
by subsumption (see Section 4).
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Canonical LF LF with Refinements
I'z:A- N< B Iax:SCAFN<T (IL-1)
Ik Az. N < x:A. B Tk M. N < HzuSCAT ©
I'FR=P P =P rFR=Q Q<qQ .
(switch)
'R<P 'FR<Q
zAel cAeX z:SCAeTl ) c:SeXx ( )
TFz— A TFe—= A TFe=g8 o oF TFeo g O™
I'rR=1Ilxz:A.B 'FN<A ' R=Iz:SCA.T FI—N<:S(HE)
C'+RN=[N/z],B THRN=[N/a|], T i

Subsorting is exceedingly simple: it only needs to be defined on atomic sorts, and is
just the reflexive and transitive closure of the declared subsorting relationship.

51<s3 € X Q1 <Q Q' < Qq
51 N1...Np < sy Ny...Ny Q<@ Q1 < Qo

The sorting rules do not yet treat intersections. In line with the general bidirectional
nature of the system, the introduction rules are part of the checking judgment, and the
elimination rules are part of the synthesis judgment. Binary intersection S; A S has one
introduction and two eliminations, while nullary intersection T has just one introduction.

'FN<S, TFN<S, (7-1)
TFN<S AS, )

A-1 -
(A-I) I'EN<T

PFR#SI/\SQ(/\E) T'FR= S5 NS,
T'FR= S - T'FR= 5

Note that although (canonical forms-style) LF type synthesis is unique, LFR sort synthesis
is not, due to the intersection elimination rules.

Now we can see how these rules generate a deduction of s (s z) < even. The context is
always empty and therefore omitted. To save space, we abbreviate even as e, odd as o, and
pos as p, and we omit reflexive uses of subsorting.

(A-E2)

Fs=e—oAN(...) Fz=c¢

Fs=e—o0oAN(o—eANT —p) Fs=e—o Fz<e
Fs=o0—oeNT—p Fsz=o0
Fs=o0—e¢ Fsz<o

Fs(sz)=e
Fs(sz)<e
Using the A-I rule, we can check that s z is both odd and positive:

Fsz<o I—sz:¢p
Fsz<oAp
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Each remaining subgoal now proceeds similarly to the above example.

To illustrate the use of sorts with non-trivial type families, consider the definition of
the double relation in LF. We declare a type family representing the doubling judgment
and populate it with two proof rules.

double : nat — nat — type.
dbl/z : double z .
dbl/s : 11X :nat. I1Y :nat. double X Y — double (s X) (s (s Y)).

With sorts, we can now directly express the property that the second argument to double
must be even. But to do so, we require a notion analogous to kinds that may contain sort
information. We call these classes and denote them by L.

K ::=type | lIz:A. K kinds
L:=sort |lz::SCA.L|T|Li ALy classes

Classes L mirror kinds K, and they have a refinement relation L = K similar to S C A.
(We elide the rules here, but they are included in Appendix A.) Now, the general form of
the s C a declaration is s C a :: L, where a : K and L C K; this declares sort constant s to
refine type constant a and to have class L.

For now, we reuse the type name double as a sort, as no ambiguity can result. As
before, we use T to represent a nat with no additional restrictions.

double C double :: T — even — sort.
dbl/z :: double z z.
dbl/s :: TIX::T.I1Y ::even. double X Y — double (s X) (s (sY)).

After these declarations, it would be a static sort error to pose a query such as
“?— double X (s (s (s 2))).” before any search is ever attempted. In LF, queries like this
could fail after a long search or even not terminate, depending on the search strategy. One
of the important motivations for considering sorts for LF is to avoid uncontrolled search in
favor of decidable static properties whenever possible.

The tradeoff for such precision is that now sort checking itself is non-deterministic
and has to perform search because of the choice between the two intersection elimination
rules. As Reynolds has shown, this non-determinism causes intersection type checking to be
PSPACE-hard [Rey96], even for normal terms as we have here [Rey89]. Using techniques
such as focusing, we believe that for practical cases they can be analyzed efficiently for the
purpose of sort checking.’

2.2. A Second Example: The M-Calculus. As a second example, we use an intrinsi-
cally typed version of the call-by-value simply-typed A-calculus. This means every object
language expression is indexed by its object language type. We use sorts to distinguish the
set of values from the set of arbitrary computations. While this can be encoded in LF in a
variety of ways, it is significantly more cumbersome.

tp : type. % the type of object language types
o ip — tp — tp. % object language function space
%infix right 10 = .

exp : tp — type. % the type of expressions

5The present paper concentrates primarily on decidability, though, not efficiency.
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cmp C exp. % the sort of computations
val T exp. % the sort of values
val < ecmp. % every value is a (trivial) computation

lam :: (val A — c¢cmp B) — val (A= B).
app :: emp (A= B) — cmp A — cmp B.

In the last two declarations, we follow Twelf convention and leave the quantification
over A and B implicit, to be inferred by type reconstruction. Also, we did not explicitly
declare a type for lam and app. We posit a front end that can recover this information from
the refinement declarations for val and c¢mp, avoiding redundancy.

The most interesting declaration is the one for the constant lam. The argument type
(val A — cmp B) indicates that lam binds a variable which stands for a value of type A
and the body is an arbitrary computation of type B. The result type val (A & B) indicates
that any A-abstraction is a value. Now we have, for example (parametrically in A and B):
A:TCtp, B:TCtpE lam Ax. lam A\y. x < val (A= (B ™ A)).

Now we can express that evaluation must always returns a value. Since the declarations
below are intended to represent a logic program, we follow the logic programming convention
of reversing the arrows in the declaration of ev-app.

eval :: emp A — val A — sort.
ev-lam :: eval (lam \z. E z) (lam \z. E x).
ev-app :: eval (app E1 Ey) V
— eval By (lam A\z. E| x)
«— eval By Vo
— eval (E] V2) V.
Sort checking the above declarations demonstrates that when evaluation returns at all, it
returns a syntactic value. Moreover, if sort reconstruction gives Ff the “most general” sort
val A — cmp B, the declarations also ensure that the language is indeed call-by-value: it
would be a sort error to ever substitute a computation for a lam-bound variable, for example,
by evaluating (F{ E2) instead of (E} V3) in the ev-app rule. An interesting question for
future work is whether type reconstruction can always find such a “most general” sort for
implicitly quantified metavariables.

A side note: through the use of sort families indexed by object language types, the sort
checking not only guarantees that the language is call-by-value and that evaluation, if it
succeeds, will always return a value, but also that the object language type of the result
remains the same (type preservation).

3. METATHEORY

In this section, we present some metatheoretic results about our framework. These fol-
low a similar pattern as previous work using hereditary substitutions [WCPW02, NPP07,
HLO7]. We give sketches of all proofs. Technically tricky proofs are available from a com-
panion technical report [LPO8b].
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Judgment: Substitution into:

[No/zo]a, R =R Atomic terms (yielding atomic)
[No/xolgy R = (N, " al) Atomic terms (yielding normal)
[No/zo]a, N = N Normal terms

[No/zolhy P = P’ Atomic types

[No/zo)a, A=A’ Normal types

[No/zola, Q@ = Q' Atomic sorts

[No/zol5, S =S Normal sorts

[N0/$0]1c{yo K=K’ Kinds

[No/wolh, L =1L Classes

[No/zo)ao T =T" Contexts

Table 1: Judgments defining hereditary substitution.

3.1. Hereditary Substitution. Recall that we replace ordinary capture-avoiding substi-
tution with hereditary substitution, [N/x] 4, an operation which substitutes a normal term
into a canonical form yielding another canonical form, contracting redexes “in-line”. The
operation is indexed by the putative type of N and x to facilitate a proof of termination.
In fact, the type index on hereditary substitution need only be a simple type to ensure
termination. To that end, we denote simple types by « and define an erasure to simple

types (4)~.
an=ala — ay (a Ny...Np)" =a (Iz:A.B)” = (A)” — (B)~

For clarity, we also index hereditary substitutions by the syntactic category on which
they operate, so for example we have [N/z]% M = M’ and [N/z|5% S = S’; Table 1 lists
all of the judgments defining substitution. We write [N/z] M = M’ as short-hand for
[N/:c]l(lA), M =M.

Our formulation of hereditary substitution is defined judgmentally by inference rules.
The only place 8-redexes might be introduced is when substituting a normal term N into
an atomic term R: N might be a A-abstraction, and the variable being substituted for may
occur at the head of R. Therefore, the judgments defining substitution into atomic terms
are the most interesting ones.

We denote substitution into atomic terms by two judgments: [No/zo]h, R = R/, for
when the head of R is not x, and [No/xo|, R = (N', ), for when the head of R is x,
where o/ is the simple type of the output N’. The former is just defined compositionally;
the latter is defined by two rules:

subst-rn-var
[No/zo]ay o = (No, ap) ( )

[]V()/ZL‘Q]ZEJ R1 == ()\CE Nl, g — 011)
[No/zola, N2 = Ny [N3/z]g, N1 = Ny
[No/xo|ny R1 Na = (N7, 1)
The rule subst-rn-var just returns the substitutend Ny and its putative type index «p.
The rule subst-rn-3 applies when the result of substituting into the head of an application

(subst-rn-/33)
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is a A-abstraction; it avoids creating a redex by hereditarily substituting into the body of
the abstraction.

A simple lemma establishes that these two judgments are mutually exclusive by exam-
ining the head of the input atomic term.

head(z) = = head(c) = ¢ head(R N) = head(R)

Lemma 3.1.

(1) If [No/zolq, R R', then head(R) # xo.

(2) If [No/zol R = (N',d), then head(R) = xo.

Proof. By induction on the given derivation. []

Substitution into normal terms has two rules for atomic terms R, one which calls the
“rr” judgment and one which calls the “rn” judgment.

[No/xola, R =R’ [No/xolay R = (R',d)
NoJaoll,, B = 7 (subst-n-atom) No/woll. = 7

Note that the latter rule requires both the term and the type returned by the “rn” judgment
to be atomic.

Every other syntactic category’s substitution judgment is defined compositionally, tac-
itly renaming bound variables to avoid capture. For example, the remaining rule defining
substitution into normal terms, the rule for substituting into a A-abstraction, just recurses
on the body of the abstraction.

(subst-n-atom-norm)

[No/:L‘U] N = N,
[NQ/JJ()] )\a: N = \x. N’

Although we have only defined hereditary substitution relationally, it is easy to show
that it is in fact a partial function by proving that there only ever exists one “output” for
a given set of “inputs”.

Theorem 3.2 (Functionality of Substitution). Hereditary substitution is a functional rela-
tion. In particular:
(1) If [No/zola, R Ry and [No/zola, R = Rg, then R1 = Ra,
(2) If [No/xoloy R = (N1,0a1) and [No/:co] = (N2, a9), then N1 = Ny and ag = ag,
( ) If [No/:EQ]QON N1 and [No/xo] N = NQ, then N1 Ng,
and similarly for other syntactic categories.

Proof. Straightforward induction on the first derivation, applying inversion to the second
derivation. The cases for rules subst-n-atom and subst-n-atom-norm require Lemma 3.1
to show that the second derivation ends with the same rule as the first one. L]

Additionally, it is worth noting that hereditary substitution behaves just like “ordinary”
substitution on terms that do not contain the distinguished free variable.

Theorem 3.3 (Trivial Substitution). Hereditary substitution for a non-occurring variable
has no effect.

(1) If 20 & FV(R), then [No/xoll™, R = R,
(2) If wo € FV(N), then [No/xola, N = N,

and similarly for other syntactic categomes.

Proof. Straightforward induction on term structure. L]
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3.2. Decidability. A hallmark of the canonical forms/hereditary substitution approach is
that it allows a decidability proof to be carried out comparatively early, before proving
anything about the behavior of substitution, and without dealing with any complications
introduced by (3/n-conversions inside types. Ordinarily in a dependently typed calculus, one
must first prove a substitution theorem before proving typechecking decidable, since type-
checking relies on type equality, type equality relies on [3/n-conversion, and 3/n-conversions
rely on substitution preserving well-formedness. (See for example [HP05] for a typical non-
canonical forms-style account of LF definitional equality.)

In contrast, if only canonical forms are permitted, then type equality is just a-converti-
bility, so one only needs to show decidability of substitution in order to show decidability of
typechecking. Since LF encodings represent judgments as type families and proof-checking
as typechecking, it is comforting to have a decidability proof that relies on so few assump-
tions.

Lemma 3.4. If [No/xo|g R = (N',d), then o is a subterm of ay.

Proof. By induction on the derivation of [Ny/zo]n, R = (N’,a'). In rule subst-rn-var, o/
is the same as ag. In rule subst-rn-3, our inductive hypothesis tells us that as — a7 is a
subterm of «aq, so oy is as well. ]

By working in a constructive metalogic, we are able to prove decidability of a judgment
by proving an instance of the law of the excluded middle; the computational content of the
proof then represents a decision procedure.

Theorem 3.5 (Decidability of Substitution). Hereditary substitution is decidable. In par-
ticular:

(1) Given Ny, zo, ag, and R, either 3R'.[Ny/xol, R = R/, or AR'.[Ny/xol, R = R/,
(2) Given Ny, xo, ag, and R, either 3(N', /). [No /ol R = (N', o), or
/H(va O/>' [NO/xO]rar;) R= (N/7 O/)f
(3) Given Ny, xo, g, and N, either AN'. [No/xo]p, N = N', or AN'.[No/xol5, N = N,
and similarly for other syntactic categories.

Proof. By lexicographic induction on the type subscript ag, the main subject of the sub-
stitution judgment, and the clause number. For each applicable rule defining hereditary
substitution, the premises are at a smaller type subscript, or if the same type subscript,
then a smaller term, or if the same term, then an earlier clause. The case for rule subst-
rn-0 relies on Lemma 3.4 to know that ay is a strict subterm of «y. L]

Theorem 3.6 (Decidability of Subsorting). Given Q1 and Q2, either Q1 < Q2 or Q1 £ Q2.

Proof. Since the subsorting relation Q1 < @2 is just the reflexive, transitive closure of the
declared subsorting relation s; < so, it suffices to compute this closure, check that the
heads of ()1 and ()2 are related by it, and ensure that all of the arguments of ()1 and Q-
are equal. L]

We prove decidability of typing by exhibiting a deterministic algorithmic system that
is equivalent to the original. Instead of synthesizing a single sort for an atomic term, the
algorithmic system synthesizes an intersection-free list of sorts, A.

An=-1AQ| A z:SCAT

(As usual, we freely overload comma to mean list concatenation, as no ambiguity can
result.) One can think of A as the intersection of all its elements. Instead of applying
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intersection eliminations, the algorithmic system eagerly breaks down intersections using a
“split” operator, leading to a deterministic “minimal-synthesis” system.

split(Q) = @ split(S1 A Sa) = split(St), split(S2)
split(Tx::SCA.T) = Hx:SCA.T split(T) = -
c:S ey z:SCAeT TFR=A T'FAQN=A'
'k ¢ = split(S) ['F 2z = split(9) 'FRN=A

The rule for applications uses an auxiliary judgment I' = A @ N = A’ which computes the
possible types of R N given that R synthesizes to all the sorts in A. It has two key rules:

rFAQ@N=A TFN&S [NayT=T

'--QN=- [ (A TIz:SCA.T) @ N = A/ split(T7)
The other rules force the judgment to be defined when neither of the above two rules apply.
'FA@N=A ry N&s 'FAQ@N=A AT . [N/z)%T =T
' (A Tlz:SCA.T)@N = A I (A TlzzSCA.T)@N = A
rFA@N=A

TF(AQ QN =A

Finally, to tie everything together, we define a new checking judgment I' H N & S that
makes use of the algorithmic synthesis judgment; it looks just like I' F N < S except for
the rule for atomic terms.
'-R=A Q €A Q <Q Me:SCAFNET
I'FR&EQ ' Xzx. N €llz::SCA. T

'EN &S5, I'EN &S,
r'-EN&ET I'EN&ESI NS,y
This new algorithmic system is manifestly decidable: despite the negative conditions
in some of the premises, the definitions of the judgments are well-founded by the ordering

used in the following proof. (If we wished, we could also explicitly synthesize a definition
of 't/ N & S, but it would not illuminate the algorithm any further.)

Theorem 3.7. Algorithmic sort checking is decidable. In particular:

(1) Given T and R, either IA.TH R= A or AA.TF R= A.
(2) GivenT', N, and S, eitherTHF N & S orI't/ N & 8.
(3) Given T, A, and N, 3A'. T+ A QN = A’.

Proof. By lexicographic induction on the term R or N, the clause number, and the sort S or
the list of sorts A. For each applicable rule, the premises are either known to be decidable,
or at a smaller term, or if the same term, then an earlier clause, or if the same clause, then
either a smaller S or a smaller A. For clause 3, we must use our inductive hypothesis to
argue that the rules cover all possibilities, and so a derivation always exists. ]
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Note that the algorithmic synthesis system sometimes outputs an empty A even when
the given term is ill-typed, since the ' = A @ N = A’ judgment is always defined.

It is straightforward to show that the algorithm is sound and complete with respect to
the original bidirectional system.

Lemma 3.8. If '+ R= S, then for all S’ € split(S), ' R = 5.

Proof. By induction on S, making use of the A-E; and A-Ej rules. ]
Theorem 3.9 (Soundness of Algorithmic Typing).

(1) If T'F R= A, then forallS e A, T+F R=S.

2) [ TFN &S, thenTF N < 8.

B)IfTFHAQN=A and for all S € A, T + R = S, then for all S’ € A/,
'-RN=9.

Proof. By induction on the given derivation, using Lemma 3.8. ]

For completeness, we use the notation A C A’ to mean that A is a sublist of A’.

Lemma 3.10. If TFAQN=A"andTF R= A and llz::SCA. T € A andTHFN & S
and [N/x]% T =T, then split(T") C A'.

Proof. By straightforward induction on the derivation of ' A @ N = A’. 0]
Theorem 3.11 (Completeness for Algorithmic Typing).

(1) If TF R= S, thenT F R= A and split(S) C A.

(2) fTFN<S, thenTF N & S.

Proof. By straightforward induction on the given derivation. In the application case, we
make use of the fact that ' A @ N = A’ is always defined and apply Lemma 3.10. []

Soundness, completeness, and decidability of the algorithmic system gives us a decision
procedure for the judgment I' H N <« S. First, decidability tells us that either ' - N & §
or ' ¥ N & S. Then soundness tells us that if ' W N & S then I' F N < S, while
completeness tells us that if 't/ N & Sthen 't/ N < S.

Decidability theorems and proofs for other syntactic categories’ formation judgments
proceed similarly. When all is said and done, we have enough to show that the problem of
sort checking an LFR signature is decidable.

Theorem 3.12 (Decidability of Sort Checking). Sort checking is decidable. In particular:

(1) Given T, N, and S, either' - N < S orI't/ N < S,
(2) Given T, S, and A, eitherT' ST AorT'H/ ST A, and
(3) Given X, either - 3 sig or I/ 3 sig.

3.3. Identity and Substitution Principles. Since well-typed terms in our framework
must be canonical, that is f-normal and n-long, it is non-trivial to prove S — S for non-
atomic S, or to compose proofs of S; — S5 and Sy — S3. The Identity and Substitution
principles ensure that our type theory makes logical sense by demonstrating the reflexivity
and transitivity of entailment. Reflexivity is witnessed by n-expansion, while transitivity is
witnessed by hereditary substitution.

The Identity principle effectively says that synthesizing (atomic) objects can be made
to serve as checking (normal) objects. The Substitution principle dually says that checking
objects may stand in for synthesizing assumptions, that is, variables.
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3.3.1. Substitution. The goal of this section is to give a careful proof of the following sub-
stitution theorem.

Suppose I't, - Ng <= Sy . Then:

(1) If
o FI'L, xp::SoCAg, 'g ctx , and
o ', xg::S0CAg, TrRFSC A, and
° FL,:UQIZSOEAQ,FR FN<S,

. [No/azo]:go I'g =T and - I'y,, T ctx , and

° [N(Oi/ajo]io S = 5" and [NO/‘TO]ZOA = A" and FL,Fh S A s
an

o [No/xoljy N=N"and I'L, Ty - N' <= 5",

o I, x20::S9CAg, I'r ctx and
o 'y, xo0::SoC A, TRFR= S,

[ [No/xo]zxo FR = F/R and + FL,Fh ctx , and [No/a:o]i‘o S = S/ s
and either
— [No/wo], R= R and I'y,,Tx - R" = S, or
— [No/xo]f, R=(N',a) and T',,Tz = N' <= 5",
and similarly for other syntactic categories.
(Theorem 3.19 below.)

To prove the substitution theorem, we require a lemma about how substitutions com-
pose. The corresponding property for a ordinary non-hereditary substitution says that
[No/xo| [Na/x2) N = [[No/xo] No/x2| [No/xo] N. For hereditary substitutions, the situation
is analogous, but we must be clear about which substitution instances we must assume to
be defined and which we may conclude to be defined: If the three “inner” substitutions are
defined, then the two “outer” ones are also defined, and equal. Note that the composition
lemma is something like a diamond property; the notation below is meant to suggest this
connection.

Lemma 3.13 (Composition of Substitutions). Suppose [No/zols, N2 = Ny and zo ¢
FV(Ny). Then:
(1) If [No/xola, N = N* and [Na/xo];, N = N, then for some NV,
[N3/z2]2, N = N and [No/xo]2, N = NV,
(2) If [No/zoly R = R and [Na/xo]y, R = R, then for some RY,
[Ny/xo]iy, R = RY and [No/xolly, R' = RV,
(3) If [No/zolay R = R and [Na/xo]y, R = (N', 3), then for some NV,
[Ny /aa), B = (N, 8) and [No/zolt, N' = NV
(4) If [No/zolge R = (N",3) and [No/xo]5y, R = R/, then for some NV,
[Na/wala, N' = NY and [No/xols, B = (N, 5) ,

and similarly for other syntactic categories.

Proof (sketch). By lexicographic induction on the unordered pair of oy and g, and on the
first substitution derivation in each clause. The cases for rule subst-rn-g in clauses 3 and
4 appeal to the induction hypothesis at a smaller type using Lemma 3.4. The case in clause
4 swaps the roles of ay and a, necessitating the unordered induction metric. L]
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We also require a simple lemma about substitution into subsorting derivations:

Lemma 3.14 (Substitution into Subsorting). If Q1 < Q2 and [No/zola, Q1 = Q) and
[No/x0ld Q2 = Qb then Q) < Qb.

Proof. Straightforward induction using Theorem 3.2 (Functionality of Substitution), since
the subsorting rules depend only on term equalities, and not on well-formedness. []

Next, we must state the substitution theorem in a form general enough to admit an
inductive proof. Following previous work on canonical forms-based LF [WCPW02, HLO7],
we strengthen its statement to one that does not presuppose the well-formedness of the
context or the classifying types, but instead merely presupposes that hereditary substitution
is defined on them. We call this strengthened theorem “proto-substitution” and prove it in
several parts. In order to capture the convention that we only sort-check well-typed terms,
proto-substitution includes hypotheses about well-typedness of terms; these hypotheses use
an erasure I'* that transforms an LFR context into an LF context.

H= (T,z:SCA)* =T, 2:A

The structure of the proof under this convention requires that we interleave the proof of the
core LF proto-substitution theorem. Generally, reasoning related to core LF presuppositions
is analogous to refinement-related reasoning and can be dealt with mostly orthogonally, but
the presuppositions are necessary in certain cases.
Theorem 3.15 (Proto-Substitution, terms).
(1) If
OFLI_N0<:SO (cmdF}:i—No<:A0),(md
o I'n,x0::SoCAg, TN <S5 (and I'f,x0:A0, TR F N < A), and
. [NO/CUODXO I'r =T} , and
o [No/xoly, S =S5 (and [No/mol, A=A"),
then
[} [N0/$0]I}‘0N: N\ s and
o I',TRFN'<= S (andT},(TR)*F N'<=A").
(2) If
e I'LFNy<=Sy (andT'{F Ny« Ap), and
° FL,J)O::S()IZAQ,FR FR=S (and Fi,.ﬁo:Ao,FE FR= A) , and
[ [NO/'Z‘O]AO FR = F}{ 5

then
o [No/xol}y, S=S" (and [No/xo]y, A= A" ), and
o either
— [No/zol}s, R =R and
— I, TR FR =S5 (andT},(TR)*F R = AY),
or

— [No/zolik, R = (N',(A")7) and
ST T N < S (and TE, (D))" F N' < AY) .

Note: We tacitly assume the implicit signature ¥ is well-formed. We do not tacitly
assume that any of the contexts, sorts, or types are well-formed. We do tacitly assume that
contexts respect the usual variable conventions in that bound variables are always fresh,
both with respect to other variables bound in the same context and with respect to other
free variables in terms outside the scope of the binding.
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Proof (sketch). By lexicographic induction on (Ap)~ and the derivation D hypothesizing
To::50C Ap.

The most involved case is that for application Ry No. When head(R;) = x¢ hereditary
substitution carries out a (-reduction, and the proof invokes the induction hypothesis at a
smaller type but not a subderivation. This case also requires Lemma 3.13 (Composition):
since function sorts are dependent, the typing rule for application carries out a substitution,
and we need to compose this substitution with the [No/zo],, substitution.

In the case where we check a term at sort T, we require the core LF assumptions in
order to invoke the core LF proto-substitution theorem. L]

Next, we can prove analogous proto-substitution theorems for sorts/types and for class-
es/kinds.
Theorem 3.16 (Proto-Substitution, sorts and types).
(1) If
e 'L Ny < Sy (andel—N0<:A0),
o I't,20::S0CAg, 'R F ST A (and I, x0:A0, ' - A < type) , and
[} [N0/$0]740 PR = Fh 5
then
o [No/zol%y, S=S" (and [No/xo]y, A=A"), and
o I', TR FS'C A, (andTIf,(T'R)*F A <« type) .
(2) If
e I'LH Ny <= 5y (andel—N0<:Ao),
o I',x0::SoCAg,TRFQCP=L (andT+HP=K), and
° [No/.ﬁo]lo FR = F}{ )
then
° [No/xo]%o Q=Q" (and [NO/CCO]EXO P=P), and
o [No/xoly, L =L" (and [No/xo]', K = K") , and
o I'L,TRFQ CP =L (andI},(TR)*FP =K.

Proof. By induction on the derivation hypothesizing x¢::SoC Ay, using Theorem 3.15 (Proto-
Substitution, terms). The reasoning is essentially the same as the reasoning for Theo-
rem 3.15. L]

Theorem 3.17 (Proto-Substitution, classes and kinds).
If

FLI_N0<:SO (andel—No<:A0),
I'n,20:50C Ao, TR LC K (and I'f,x9: Ao, 'y F K < kind) , and
[No/xo] ), Tr =T} ,

then

[No/avo]f40 L=L1' (and [No/xo]lAOK =K"), and
TL.DL LV E K, (and Tp, (Th)* - K < kind) .

Proof. By induction on the derivation hypothesizing x(::SoC Ay, using Theorem 3.16 (Proto-
Substitution, sorts and types). 0]

Then, we can finish proto-substitution by proving a proto-substitution theorem for
contexts.
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Theorem 3.18 (Proto-Substitution, contexts).
If

OFLI_N0<:SO (andFI’ZI—N0<:A0),and

o FI'y,20::SoCAg ctx  (and = T, x9: A0, TR ctx)
then

[ [No/ajo]zxo FR = Fi;{ ) and

o FT', 'y ctx (and - TF, (T'R)* ctx) .

Proof. Straightforward induction on I'g. L]
Finally, we have enough obtain a proof of the desired substitution theorem.

Theorem 3.19 (Substitution). Suppose I't, = No <= Sy . Then:
(1) If
o I, xp::S9CAg, 'g ctx , and
o I't,x9::SoCAg, TRF ST A, and
o 'y, x0::SoC A, TRF N < S ,
then
o [No/xol), Tr =Ty and - I',, Ty ctx , and
e [No/xol}y, S =5" and [No/xo]y, A= A" and T, Ty =5 C A", and
o [No/zoly, N =N"and ',z - N' <= 5",
(2) If
o FI't,x9::S9CAg, 'y ctx and
° FL,.QZQZSSOIZA(],FR FR=S ,
then
. [NO/JUO]Z;O g =Ty and b T, Ty ctx , and [No/xol}y, S = S, and either
— [No/woly, R=R and 'y, TR = R = 5", or
— [No/wo]f, R= (N',a/) and Ty, TR = N' <= 5",
and similarly for other syntactic categories.

Proof. Straightforward corollary of Proto-Substitution Theorems 3.15, 3.16, 3.17, and 3.18.
]

Having proven substitution, we henceforth tacitly assume that all subjects of a judgment
are sufficiently well-formed for the judgment to make sense. In particular, we assume that
all contexts are well-formed, and whenever we assume I' = N < S, we assume that for some
well-formed type A, we have ' - S C A and I' H NV <= A. These assumptions embody our
refinement restriction: we only sort-check a term if it is already well-typed and even then
only at sorts that refine its type.

Similarly, whenever we assume I' F S C A, we tacitly assume that I' - A < type, and
whenever we assume I' - L C K, we tacitly assume that I' F K <« kind.

3.3.2. Identity. Just as we needed a composition lemma to prove the substitution theorem,
in order to prove the identity theorem we need a lemma about how n-expansion commutes
with substitution.®

6The categorically-minded reader might think of this as the right and left unit laws for o while thinking
of the composition lemma above as the associativity of o, where o in the category represents substitution,
as usual.
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In stating this lemma, we require a judgment that predicts the simple type output of
“rn” substitution. This judgment just computes the simple type as in “rn” substitution,
but without computing anything having to do with substitution. Since it resembles a sort
of “approximate typing judgment”, we write it zg:ap - R : a. As with “rn” substitution, it
is only defined when the head of R is xg.

oo F R:a— f

To:ao b 2o ap ro:aoF RN : (3
Lemma 3.20. If [No/zo|g, R = (N', &) and xo:o9 = R : a, then o' = o
Proof. Straightforward induction. L]

Lemma 3.21 (Commutativity of Substitution and n-expansion). Substitution commutes
with n-expansion. In particular:
(1) (a) If Na(z)/x]2 N = N’, then N =N,
(b) If [na(z)/x]f R=R', then R=R',
(c) If [na(z)/z]a' R = (N, B3), then ng(R) = N,
(2) If [No/xola, na(R) = N', then
(a) if head(R) # g, then [No/xolh, R = R’ and no(R') = N,
(b) if head(R) = x¢ and wo:a = R : a, then [No/xolm R = (N', ) ,
and similarly for other syntactic categories.

Proof (sketch). By lexicographic induction on « and the given substitution derivation. The
proofs of clauses la, 1b, and lc¢ analyze the substitution derivation, while the proofs of
clauses 2a and 2b analyze the simple type o at which R is n-expanded. []

Note: By considering the variable being substituted for to be a bound variable subject
to a-conversion’, we can see that our commutativity theorem is equivalent to an apparently
more general one where the n-expanded variable is not the same as the substituted-for
variable. For example, in the case of clause (1a), we would have that if [n.(z)/y]2 N = N,
then [z/y] N = N'. We will freely make use of this fact in what follows when convenient.

Theorem 3.22 (Expansion). If ' SC A andT'F R= S, thenT'F na(R) < S.

Proof (sketch). By induction on S. The Ilz::S1CA;. So case relies on Theorem 3.19 (Sub-
stitution) to show that [n4, (z)/x[}, S2 is defined and on Lemma 3.21 (Commutativity) to

show that it is equal to Ss. 0]
Theorem 3.23 (Identity). If T'F S C A, then T',xz::SCAF na(z) < S.
Proof. Corollary of Theorem 3.22 (Expansion). ]

"In other words, by reading [No/wola, N = N’ as something like substh, (No, zo. N) = N’, where o is
bound in N.
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S1 < 5 Sy < 53 S <51 T <Tp
fl t S-11
S § S <re ) Sl § 53 ( ranS) Hx::Sl.Tl S Hx:ZSQ.TQ ( )
T<5; T <5y
T-R A-R
S<T ( ) T <851 NSy ( )
S1<T Sp <T
—— (A-L < — - (AL
SlASQST( 1) SlASQST( 2)
— (T/II-dist A/TI-dist
T <Hx:S.T (T/M-dist) (Iz::S. T1) A (xS Tz) < Hz::S. (Th A 1) (n/T-dist)

Figure 1: Derived rules for subsorting at higher sorts.

4. SUBSORTING AT HIGHER SORTS

Our bidirectional typing discipline limits subsorting checks to a single rule, the switch
rule when we switch modes from checking to synthesis. Since we insist on typing only canon-
ical forms, this rule is limited to checking at atomic sorts ), and consequently, subsorting
need only be defined on atomic sorts. These observations naturally lead one to ask, what
is the status of higher-sort subsorting in LFR? How do our intuitions about things like
structural rules, variance, and distributivity—in particular, the rules shown in Figure 1—fit
into the LFR picture?

It turns out that despite not explicitly including subsorting at higher sorts, LFR implic-
itly includes an intrinsic notion of higher-sort subsorting through the n-expansion associated
with canonical forms. The simplest way of formulating this intrinsic notion is as a variant of
the identity principle: S is taken to be a subsort of T if ', z::SC A F na(x) < T. This notion
is equivalent to a number of other alternate formulations, including a subsumption-based
formulation and a substitution-based formulation.

Theorem 4.1 (Alternate Formulations of Subsorting). Suppose that for some I'g, I'g
SiCAandTogbF Sy C A, and define:

(1) S1<: 8 & for allT and R: if T+ R= Sy, then T n4(R) < Ss.

(2) Sl <z SQ d:ef f07‘ allT': F,:L'Z:SNZA F nA(:B) = Sg.

(3) S1 <55 ™ for allT and N: if T+ N < Sy, then T N < Sy,

) S <, S Y for ali Ty, Tr, N, and S: if TL,a:8CATr F N < S then
I'y,z:5CATrRFN<S

(5) S1 <5 So X for all Ty, Tr, N, S, and Ni: if T, 2:8CA TR F N < S and

FL F N1 <~ Sl, then PL, [Nl/a:]}FR [ [Nl/a;]rAN <~ [Nl/x]z S.

Then, S1<; 85 <= 51 <285 «<— -+ < 51 <5 5.

Proof. Using the identity and substitution principles along with Lemma 3.21, the commu-

tativity of substitution with n-expansion.

1= 2: Byrule, I'z::S1CAF 2 = S1. By 1, T, z:S1CA F na(x) < Ss.
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2= 3: Suppose ' H N <= S;. By 2, I'z:S1CA F na(z) < S3. By Theorem 3.19
(Substitution), I' = [N/z]| na(xz) < S2. By Lemma 3.21 (Commutativity), I -
N < 5.

3 = 4: Suppose I't,,x::S2CA,I'g H N < S. By weakening, I't,y::S1CA, x::S52C A,
'R F N « S. By Theorem 3.23 (Identity), I't,y:S1CA F na(y) < S1. By
3, T'L,yuS1CA + na(y) < Sa. By Theorem 3.19 (Substitution), I'y,y::S1CA,
ma(y)/z) i Tr b na(y)/zs N < [na(y)/x]% S. By Lemma 3.21 (Commutativity)
and a-conversion, I't,z::S1CA,I'r F N < S.

4 = 5: Suppose I't,z::5CA, TR F N < Sand 'y F Ny <= 51, By 4, I',z::51CA,
I'r H N < S. By Theorem 3.19 (Substitution), I'r, [N1/z]} T'r F [Ni/2]5 N <
[N /2, 5.

5= 1: Suppose ' H R = S;. By Theorem 3.22 (Expansion), I' - n4(R) < S;. By
Theorem 3.23 (Identity), I', z:S2C A F na(x) < Sa. By 5, I'F [na(R)/z]y na(z) <
Sy. By Lemma 3.21 (Commutativity), I' - n4(R) < So. L]

If we take “subsorting as n-expansion” to be our model of subsorting, we can show the
“usual” presentation in Figure 1 to be both sound and complete with respect to this model.
In other words, subsorting as n-expansion really is subsorting (soundness), and it is no more
than subsorting (completeness). Alternatively, we can say that completeness demonstrates
that there are no subsorting rules missing from the usual declarative presentation: Figure 1
accounts for everything covered intrinsically by n-expansion. By the end of this section, we
will have shown both theorems: if S < T, then I',x::SCA F na(z) < T, and vice versa.

Soundness is a straightforward inductive argument.

Theorem 4.2 (Soundness of Declarative Subsorting). If S < T, thenT',x::SCAF na(x) <
T.

Proof. By induction on the derivation of S < T. The alternate formulations given by
Theorem 4.1 are useful in many cases. ]

The proof of completeness is considerably more intricate. We demonstrate completeness
via a detour through an algorithmic subsorting system very similar to the algorithmic typing
system from Section 3.2, with judgments A < S and A @Q z:A;CA; = Ay, To show
completeness, we show that intrinsic subsorting implies algorithmic subsorting and that
algorithmic subsorting implies declarative subsorting; the composition of these theorems is
our desired completeness result.

If T, 2:SCAF na(x) < T, then split(S) < T. (Theorem 4.15 below.)
If split(S) = T, then S <T. (Theorem 4.7 below.)

The following schematic representation of soundness and completeness may help the reader
to understand the key theorems.

; “Intrinsic”
“declarative” soundness m
| o SCAF na(z) <
S<T T

\ompletenesi/

“algorithmic”
split(S) = T
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AL S
AL S AL Sy QeA Q<@
AT A< S ASy AZSQ
A @ z:split(S1)C A = Ag Ay <59
A § H.%'::Sﬂ:Al. SQ
(A @auAICA = Ay
AQzi:AICA; = Aq A1 § S [T]Al (x)/y]gl Sy = Sé
- @ .I‘ZIAlI:Al = (A,HyZZSﬂ:Al. Sg) Q@ {I,‘:ZA1|:A1 = AQ,Split(Sé)
AQx:ACA; = Ay Aq g S
(A,Hy::Sﬂ:Al. Sg) Qzu:A1CA] = Aq
AQx:AICA = Ay ASy. [na, (x) /[y, S2 = S5 AQz:AICA = Ay
(A Ty::S1C AL So) Q@ i AT A = Ay (A, Q) QrAICA; = Ay

Figure 2: Algorithmic subsorting.

As mentioned above, the algorithmic subsorting system system is characterized by two
judgments: A < S and A @ z:AjCA; = Ay ; rules defining them are shown in Figure 2.
As in Section 3.2, A represents an intersection-free list of sorts. The interpretation of the
judgment A < S, made precise below, is roughly that the intersection of all the sorts in A
is a subsort of the sort S.

The rule for checking whether A is a subsort of a function type makes use of the appli-
cation judgment A @Q x::A1CA; = Ay to extract all of the applicable function codomains
from the list A. As in Section 3.2, care is taken to ensure that this latter judgment is
defined even in seemingly “impossible” scenarios that well-formedness preconditions would
rule out, like A containing atomic sorts or hereditary substitution being undefined.

Our first task is to demonstrate that the algorithm has the interpretation alluded to
above. To that end, we define an operator A(—) that transforms a list A into a sort S by
“folding” A over A with unit T.

AC) =T NA,S)=ANA)AS
Now our goal is to demonstrate that if the algorithm says A < S, then declaratively
A(A) < S. First, we prove some useful properties of the /\(—) operator.

Lemma 4.3. /\(Al) A /\(Ag) < /\(Al,A2>

Proof. Straightforward induction on As. ]
Lemma 4.4. S < A(split(5)).
Proof. Straightforward induction on S. ]

Lemma 4.5. If Q' € A and Q' < Q, then \(A) < Q.
Proof. Straightforward induction on A. L]
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S1<T Sy < Ty
S1 NS <Ty ANTy

(S-n) (A-assoc)

S1 A (S2 A 53) < (Sl A SQ) A S3
S S H.%‘ZZTl.TQ T1 S Sl

A/TI-dist’
S A xSy, Sy < a1y (Te A Sz) (n/ ist)

Figure 3: Useful rules derivable from those in Figure 1.

Theorem 4.6 (Generalized Algorithmic = Declarative).
(1) If D AST, then N(A) <T.
(2) If D AQa:AICAL = Ag, then A(A) < Tz A(A1)CAL. A(A2).

Proof (sketch). By induction on D, using Lemmas 4.3, 4.4, and 4.5. The derivable rules
from Figure 3 come in handy in the proof of clause 2. L]

Theorem 4.6 is sufficient to prove that algorithmic subsorting implies declarative sub-
sorting.

Theorem 4.7 (Algorithmic = Declarative). If split(S) < T, then S <T.
Proof. Suppose split(S) < T. Then,

A(split(9)) <T By Theorem 4.6.
S < A(split(S)) By Lemma 4.4.
S<T By rule trans.

[

Now it remains only to show that intrinsic subsorting implies algorithmic. To do so,
we require some lemmas. First, we extend our notion of a sort S refining a type A to an
entire list of sorts A refining a type A in the obvious way.

'-AcC A r-scA
r-.-cA r-AS)cA
This new notion has the following important properties.

Lemma 4.8. [ TF A CAandTH Ay C A, thenT - Ay, A C A.

Proof. Straightforward induction on A,. ]
Lemma 4.9. If I' - S T A, then I' F split(S) C A.
Proof. Straightforward induction on S. ]

Lemma 4.10. If D:TFACIx:A1. Ay and £ : T - AQN = Ay and [N/a:]*;‘1 Ay = Al
then T' = Ay T AS.

Proof (sketch). By induction on &, using Theorem 3.9 (Soundness of Algorithmic Typing)
to appeal to Theorem 3.19 (Substitution), along with Lemmas 4.8 and 4.9. ]
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We will also require an analogue of subsumption for our algorithmic typing system,
which relies on two lemmas about lists of sorts.

Lemma 4.11. If TF A C A, then forall S€e A, T'F S C A.

Proof. Straightforward induction on A. O
Lemma 4.12. If for all Se A, T+ N <« S, thenT - N <= A\(A).
Proof. Straightforward induction on A. O

Theorem 4.13 (Algorithmic Subsumption). If 'F R= A andTHF AC A and A £ S,
then T = na(R) € S.

Proof. Straightforward deduction, using soundness and completeness of algorithmic typing.

vS'e ATHFR=Y By Theorem 3.9 (Soundness of Alg. Typing).
vS'e ATHS' CA By Lemma 4.11.
VS e A TFna(R) < S By Theorem 3.22 (Expansion).
I'Fna(R) <= A\(4Q) By Lemma 4.12.
A<S By assumption.
AA) < S By Theorem 4.6 (Generalized Alg. = Decl.).
I'Fna(R) <= S By Theorem 4.2 (Soundness of Decl. Subsorting) and
Theorem 4.1 (Alternate Formulations of Subsorting).

F'Fna(R)< S By Theorem 3.11 (Completeness of Alg. Typing).
[

Now we can prove the following main theorem, which generalizes our desired “Intrinsic
= Algorithmic” theorem:
Theorem 4.14 (Generalized Intrinsic = Algorithmic).
(DDIFTFR=>Aand& =T EFEna(R) €S andTHAC AandT'F S C A, then
ALS.
2)IfTFz=>Arand =T FAQny(z) =Arand - A C Ay andT'H A C
IIz:Aq. As, then A @ z::A1C A1 = Ao,

Proof (sketch). By induction on A, S, and &.

Clause 1 is most easily proved by case analyzing the sort S and applying inversion to
the derivation £. The case when S = Ilz::S1C A1. S appeals to the induction hypothesis at
an unrelated derivation but at a smaller type, and Lemmas 4.8 and 4.9 are used to satisfy
the preconditions of the induction hypotheses.

Clause 2 is most easily proved by case analyzing the derivation £. In one case, we require
the contrapositive of Theorem 4.13 (Algorithmic Subsumption) to convert a derivation of
't/ na,(z) & Sp into a derivation of Ay £ 5.

]

Theorem 4.14 along with Theorem 3.11, the Completeness of Algorithmic Typing, gives
us our desired result:

Theorem 4.15 (Intrinsic = Algorithmic). If T',z::SCAF na(x) < T, then split(S) < T.
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Proof. Suppose I',x::SCAF na(z) < T. Then,

[ x:SCAFE = split(S) By rule.
D x:SCAEna(x) €T By Theorem 3.11 (Completeness of Alg. Typing).
split(S) =T By Theorem 4.14.

L]

Finally, we have completeness as a simple corollary:

Theorem 4.16 (Completeness of Declarative Subsorting). If I',z:STA F na(zx) < T,
then S <T.

Proof. Corollary of Theorems 4.15 and 4.7. ]

5. PROOF IRRELEVANCE

When constructive type theory is used as a foundation for verified functional program-
ming, we notice that many parts of proofs are computationally irrelevant, that is, their
structure does not affect the returned value we are interested in. The role of these proofs
is only to guarantee that the returned value satisfies the desired specification. For exam-
ple, from a proof of Vz:A.3y:B.C(z,y) we may choose to extract a function f : A — B
such that C(z, f(x)) holds for every x:A, but ignore the proof that this is the case. The
proof must be present, but its identity is irrelevant. Proof-checking in this scenario has to
ascertain that such a proof is indeed not needed to compute the relevant result.

A similar issue arises when a type theory such as Al is used as a logical framework.
For example, assume we would like to have an adequate representation of prime numbers,
that is, to have a bijection between prime numbers p and closed terms M : primenum.
It is relatively easy to define a type family prime : nat — type such that there exists a
closed M : prime N if and only if N is prime. Then primenum = YXn:nat. prime n is a
candidate (with members (N, M)), but it is not actually in bijective correspondence with
prime numbers unless the proof M that a number is prime is always unique. Again, we
need the existence of M, but would like to ignore its identity. This can be achieved with
subset types [CT86, SS88] {z:nat | prime(z)} whose members are just the prime numbers
p, but if the restricting predicate is undecidable then type-checking would be undecidable,
which is not acceptable for a logical framework.

For LF, we further note that ¥ is not available as a type constructor, so we instead
introduce a new type primenum with exactly one constructor, primenum,/i:

primenum : type.
primenum/i : ILN:nat. prime N = primenum.

Here the second arrow - represents a function that ignores the identity of its argument.
The inhabitants of primenum, all of the form primenum/i N [M], are now in bijective
correspondence with prime numbers since primenum/i N [M| = primenum/i N [M'] for all
M and M.

In the extension of LF with proof irrelevance [Pfe0la, RP08|, or LFI, we have a new
form of hypothesis z+A (z has type A, but the identity of = should be irrelevant). In
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the non-dependent case (the only one important for the purposes of this paper), such an
assumption is introduced by a A-abstraction:

INz-AF- M < B
'\ M<=A-+-B"’

We can use such variables only in places where their identity doesn’t matter, e.g., in the
second argument to the constructor primenum/i in the prime number example. More
generally, we can only use it in arguments to constructor functions that do not care about
the identity of their argument:

'-R=A—=-B IMFN<A
I'-R[N]=B '

Here, I'® is the promotion operator which converts any assumption z+A to x:A, thereby
making x usable in N. Note that there is no direct way to use an assumption z+A.

The underlying definitional equality “=" (usually just a-conversion on canonical forms)
is extended so that R [N] = R’ [N'] if R = R/, no matter what N and N’ are.

The substitution principle (shown here only in its simplest, non-dependent form) cap-
tures the proper typing as well as the irrelevance of assumptions z+A:

Principle 5.1 (Irrelevant Substitution). If I'z+A + N < B and I'® - M <« A then
' [M/x] N < B and [M/x] N = N (under definitional equality).

One typical use of proof irrelevance in type theory is to render the typechecking of
subset types [C186, SS88| decidable. A subset type {z:A | B(x)} represents the set of
terms of type A which also satisfy B; typechecking is undecidable because to determine if a
term M has this type, you must search for a proof of B(M). One might attempt to recover
decidability by using a dependent sum Xx:A. B(z), representing the set of terms M of type
A paired with proofs of B(M); typechecking is decidable, since a proof of B(M) is provided,
but equality of terms is overly fine-grained: if there are two proofs of B(M), the two pairs
will be considered unequal. Using proof irrelevance, one can find a middle ground with the
type Xz:A. [B(z)], where [—] represents the proof irrelevance modality. Type checking is
decidable for such terms, since a proof of the property B is always given, but the identity
of that proof is ignored, so all pairs with the same first component will be considered equal.

Our situation with the subset interpretation is similar: we would like to represent proofs
of sort-checking judgments without depending on the identities of those proofs. By carefully
using proof irrelevance to hide the identities of sort-checking proofs, we are able to make a
translation that is sound and complete, preserving the adequacy of representations.

6. INTERPRETATION

6.1. Overview. We interpret LFR into LFI by representing sorts as predicates and deriva-
tions of sorting as proofs of those predicates. In this section, we endeavor to explain our
general translation by way of examples of it in action. The translation is derivation-directed
and compositional: for each judgment I' - 7, there is a corresponding judgment I' - 7 ~ X
whose rules mimic the rules of I' F 7. The syntactic class of X and its precise interpretation
vary from judgment to judgment. For reference, the various forms are listed in Table 2, but
we will explain them in turn as they arise in our examples.
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Judgment: Result:

I'-LC K" Ef( -) Type of proofs of the formation family
K2 I?p( - =) Kind of the predicate family

K~ IA(S(—, —y—y—y—) Type of coercions between families of kind K
'-ScCc A~ S(—- )A Metafunction representing predicate
''rQcP=L~Q Proof that @ is well-formed

'EN<«< S~ y Proof that N has sort S

'FR=S~R Proof that R has sort S

' Qi <Qq ;»_E( -5 =) Metacoercion from proofs of @1 to proofs of 9
Q1 < Q2~ Q1-Q2 Coercion from proofs of Q1 to proofs of (Yo

F T ctx~ E Translated context

FXsig~% Translated signature

Table 2: Judgments of the translation.

Recall our simplest example of refinement types: the natural numbers, where the even
and odd numbers are isolated as refinements.

nat : type.
z . nat.
s : nat — nat.

even [ nat.

odd C nat.

Z: even.

s even — odd AN odd — even.

As described in the introduction, our translation represents even and odd as predicates
on natural numbers, and the refinement declarations for z and s become declarations for
constants for constructing proofs of those predicates.

even : nat — type.

odd : nat — type.

Z :even z

51 : Haznat. even x — odd (s z).
Sp : Haznat. odd © — even (s z).

Starting simple, the proof constructor declaration for Z can be read as an assertion that the
constant z satisfies a certain predicate, namely that of being even.

In fact, every sort S will have a representation as a predicate, not just the base sorts like
even and odd. Generally, a predicate is just a type with a hole for a term; conventionally,
we write the predicate representation of S as a meta-level function S (—), and we say that
a term N satisfies such a predicate if the type S (V) is inhabited. Predicates will be the
output of the sort translation judgment, ' - S C A ~» S , which mirrors the sort formation
judgment, adding a translation as an output.
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For example, the predicate corresponding to the sort even — odd is the meta-function
(ITznat. even x — odd (( —) z)), and we see this predicate applied to the successor constant
s in the type of the proof constructor §;. Thus the proof constructor declaration for 5 can
also be read as an assertion: the constant s satisfies the predicate that, when applied to an
even natural number, it yields an odd one.

Our analysis suggests a general strategy for translating a refinement type declaration:
translate its sort into a predicate, and yield a declaration of a proof constructor asserting
that the predicate holds of the original constant.

FYsige S cAEY b SC A~ S
F Y, S siga 3, 5:?(77,4(0))
As a reflection of the fact that in general these predicates may be applied to arbitrary terms,
not just atomic ones, we fully n-expand the constant before applying the predicate.
How do arrow sorts like even — odd translate in general? Recall that S — T is just

shorthand for the dependent function sort Ilz::S. T when = does not occur in T'. The general
rule for translating dependent function sorts is:

I'FSC A~ S F,:c::SIZAl—TIZBMf (IL-F)
[+ Hz:SCA. T € Ha:A. B~ AN. Ha:A. 7S (na(z)). T(NGQz)

There are two points of note in this rule. First, writing predicates as types with holes be-
comes cumbersome, so we instead write metafunctions explicitly using meta-level abstrac-
tion, written as a bold A; we continue to write meta-level application using bold (parens).
Second, since as we noted above, the term argument of a predicate is in general a canonical
term, and canonical terms may not appear in application position, we appeal to an auxiliary
judgment that applies a canonical term to an atomic one, NQR. It is defined by the single
clause,

(Ax.N)QR = [R/x] N,

where the right-hand side is an ordinary non-hereditary substitution. Now we can read the
translation output as the predicate of a term N which holds if there is a function from
objects = : A satisfying predicate S to proofs that N applied to = satisfies predicate T.

But what about the fact that s only had one declaration in the original signature,
but there are two proof constructor declarations asserting predicates that hold of it? For
compositionality’s sake, we would like to translate the single refinement declaration for s
into a single proof constructor declaration, but one that can effectively serve the roles of
both §; and s,. To this end, we use a product type.

S (Ilznat. even x — odd (s x))
x (Ilxz:nat. odd x — even (s x)).

Now ;s may be used anywhere 5; was used before. Generally, an intersection sort will
translate to a conjunction of predicates, represented as a type-theoretic product. Similarly,
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the nullary intersection T will translate to a unit type.®
IS CA~S TrHSCAwS, (AF)
Tk S; A Sy T A~ AN. S{(N) x S3(N)

What kinds of proofs inhabit these predicates? Such proofs are the output of the term
translation judgment I' H N < S ~» N, which mirrors the sort checking judgment, adding
a translation as an output. Generally, a derivation that a term N has sort S will translate
to a proof N that the predicate S holds of N (where S is as usual the interpretation of S as
a predicate), or symbolically, if S = A ~ Sand N < S ~ ]/\7, then N < §(N)—ignoring
for a moment the question of what happens to the contexts. This expectation begins to
hint at the soundness theorem we will demonstrate below, but for now we will use it just
to guide our intuitions.

For example, since an intersection sort is represented by a product of predicates, we
should expect that a term judged to have an intersection sort should translate to a proof of
a product, or a pair. Similarly, since the sort T translates to a trivially true unit predicate,
a term judged to have sort T should translate to a trivial unit element.

TFN<=S ~N TFN<S~N,
THN < S A Sy~ (Ni, No)

Intuitively, knowing that a term has an intersection sort S; A So gives us two pieces of in-
formation about it, while knowing that a term has sort T tells us nothing new. This aspect
of our translation is similar in spirit to Liquori and Ronchi Della Rocca’s A}, [LRDRO7], a
Church-style type system for intersections in which derivations are explicitly represented as
proofs and intersections as products, though in their setting the proofs are viewed as part
of a program rather than the output of a translation.

We can similarly intuit the appropriate proof for an implication predicate by examining
the rule for translating I1x::S.T above. We start from the sort-checking rule II-I, which
shows that a term Az. N has sort IIz::S.T. To prove that the corresponding II predicate
holds of Axz. N, we will have to produce a function taking an object x of type A and a proof
that z satisfies S and yielding a proof that (Az. N)@z = [x/2] N = N satisfies T. This is
easily done: the translation of the body IV is precisely the proof we require about N, and
we wrap this in two A-abstractions to get a proof of the II predicate.

[,2:SCAF N<T~ N 1)
TFAx. N < Tlx:SCA. T~ Mz \z. N

Careful examination of the II-I rule reveals a subtlety: it is clear from our understanding
of the sort-checking part of the rule that the free variables of N and 7' may include z, but
we seem to have indicated by our A-abstraction that the proof N may depend not only on
the variable x, but also on a variable Z. Where did this second variable come from?

The answer—as hinted above—is that we have not yet specified with respect to what
context the translation of a term is to be interpreted. This context should in fact be the
translation of the context I' associated with the original term N, and by convention we write

T-F
FI—TEA«»)\N.l( )

(A-T) (T-1I)

FEN<T~ )

8Stlrictly speaking, this means our translation targets an extension of LFI with product and unit types.
Such an extension is orthogonal to the addition of proof irrelevance, and has been studied by many people
over the years, including Schiirmann [Sch03] and Sarkar [Sar09]. Alternatively, products may be eliminated
after translation by a simple currying transformation, but that is beyond the scope of this article.
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IFy Rt = S ~ R

c:SeX ¢ x:SCAel
(const) TP I (var)

~

I'Fe=sS~c¢

Th Ry = MMz:SCA2. S~ R TF Ny« Sy~ Ny [Npfalsy, S =5

— (II-E)
'Ry N2:>S/’\/>R1 Ny No
I'FR= S AS~ R I'FR= S AS~ R
= (A\-Eyp) =~ (A-E2)
I'rR=5 ~mR I'FR= Sy~ mR

Figure 4: Translation rules for atomic term sort synthesis

it as T'. The judgment translating contexts is an annotated version of the context-formation
judgment, written - I" ctx ~ T

FTctx~T TFHSCA~S
F-ctx o F T, 2:SCA ctx~ T, 2:4, 7:5 (na(x))

The second rule is quite similar to the translation rule we have seen for signature declarations
0:4: each declaration z::SC A splits into a typing declaration x:A and a proof declaration
7:5(na(z)). Now it is easily seen why the proof N in the translation rule II-I may depend
on 7: our soundness criterion will tell us that T',z:A, ic\:g(nA(x)) - N < T(N).

There is just one sort checking rule remaining: the switch rule for checking an atomic
term at a base sort. This rule appeals to subsorting, so we postpone discussion of it until
we discuss the translation of subsorting judgments in Section 6.3. For now, the reader may
think of the ruleAas simply returning the result of the sort synthesis translation judgment,
I' R= S~ R. At the base cases, this judgment returns the hatted proof constants ¢
and variables & we have seen in the translations of signature declarations and contexts. The
other rules correspond to elimination forms, and they follow straightforwardly by the same
intuitions we used to derive the introduction rules in the sort checking translation. All the
rules for this judgment are shown in Figure 4.

There is also just one sort formation rule remaining: the rule for translating base sorts
Q. Although this translation seems straightforward in the case of simple sorts like even
and odd, it is rather subtle when it comes to dependent sort families due to a problem of
coherence. To explain, we return to another early example, the doubling relation on natural
numbers.

6.2. Dependent Base Sorts. Recall the double relation defined as a type family in LF:

double : nat — nat — type.
dbl/z . double z z.
dbl/s : IIN:nat. IIN2:nat. double N N2 — double (s N) (s (s N2)).

As we saw earlier, we can use LFR refinement kinds, or classes, to express and enforce the
property that the second subject of any doubling relation is always even, no matter what
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properties hold of the first subject. To do so we define a sort double* which is isomorphic
to double, but has a more precise class.’

double* T double :: T — even — sort.
dbl/z :: double* z 2.
dbl/s :: IIN::T. IIN2::even. double* N N2 — double* (s N) (s (s N2)).

Successfully sort-checking the declarations for dbl/z and dbl/s demonstrates that whenever
double® M N is inhabited, the second argument, N, is even.

There is a crucial difference between refinements like even or odd and refinements like
double™ while even and odd denote particular subsets of the natural numbers, the inhabi-
tants of the refinement double* M N are identical to those of the ordinary type double M N.
What is important is not whether a particular instance double* M N is inhabited, but rather
whether it is well-formed at all.

For this reason, we separate the formation of a dependent refinement type family from
its inhabitation. Simple sorts like even and odd are always well-formed, but we would like
a way to explicitly represent the formation of an indexed sort like double®* M N. Therefore,

we translate double* into two parts: a formation family, written double*, and a predicate
family, written using the original name of the sort, double*.

There are two declarations involving the formation family. First, the declaration of the
formation family itself:

double* : nat — nat — type.

The formation family has the same kind as the original refined type. Intuitively, the forma-
tion family double* M N should be inhabited whenever the sort double* M N would have

been a well-formed sort pre-translation. For example, double* z z will be inhabited, since
double* z z was a well-formed sort.
Next, we have a constructor for the formation family:
double*/i : llz:nat. lly:nat. even y — double® z y.
The constructor takes all the arguments to double* along with evidence that they have the
appropriate sorts and yields a member of the formation family, i.e. a proof that double*

applied to those arguments was well-formed pre-translation. For example, dm*/ 1227218
a proof that double* z z was well-formed, since it contains the necessary evidence: a proof
that the second argument z is even.

Finally, we have a declaration for the predicate family itself:

double* : Tlz:nat. Ty:nat. double* « y = double © y — type.

For any M and N, the predicate family will be inhabited by proofs that derivations of
double M N have the refinement double* M N, provided that double* M N is well-formed in
the first place. In our doubling example, all derivations of double M N satisfy the refinement
double* M N, so the predicate family will have one inhabitant for each of them. As before,
these inhabitants come from the translation of the refinement declarations for dbl/z and
dbl/s. Writing arguments in irrelevant position in [ square brackets |, we get:

gEalflier7 we used the name double for both the type family and the sort family refining it, but in what
follows it will be important to distinguish the two.
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(%172 : double* z z
[ double*/i 2 2% ]
dbl/ -

dbl/s : TIN:nat. [IN2:nat. [IN2:even N2. ILD:double N N2.

double* N N2 [ double*/i N N2 N2| D
— double* (s N) (s (s N2))

[ double*/i (s N) (s (s N2)) (32 (s N2) (31 N2 N2)) ]
(dbl/s N N2 D).

As is evident even from this short and abbreviated example, the interpretation leads to a
significant blowup in the size and complexity of a signature, underscoring the importance
of a primitive understanding of refinement types.

Note that in the declaration of the predicate family double*, the proof of well-formedness
is made irrelevant using a proof-irrelevant function space A - B, representing functions
from A to B that are insensitive to the identity of their argument. Using irrelevance ensures
that a given sort has a unique translation, up to equivalence. We elaborate on this below.

Generalizing from the above example, a sort declaration translates into three declara-
tions: one for the formation family, one for the proof constructor for the formation family,
and one for the predicate family.

form =+ pred =

FYsig~Y  aKeY by LCKS'L KRR,
F X, sCasL sig~ 8, §:K, §/i:Li(3), S:IA(p(g, a)

The class formation judgment I' - L C K forp Ef yields a metafunction describing the type

of proofs of formation family, while an auxiliary kind translation judgment K R I/(\'p yields
a metafunction describing the kind of the predicate family. As in the example, the kind of
the formation family is the same as the kind of the refined type, K.

The metafunction L¢ takes as input the formation family so far, initially just 5. The
translation of II classes adds an argument, and the base case returns the formation family
so constructed.

form o

I'FSC A~ S Iax:SCAFLC K ~ L
b Hz:SCA. L C Hai A K 5 AQy. A T17:S(na(2)). L(Qf na(z))

I' F sort CC type foryn AQs. Qf

Employing a similar trick as we did with intersection sorts, we will translate intersection
and T classes to unit and product types.

PFLCKSPL, TrIL,CK2I,
TF Ly AL C K" AQr. L1(Qr) x La(Qr) TFTCK S AQ. 1

Intersection classes give multiple ways for a sort to be well-formed, and a product of for-
mation families gives multiple ways to project out a proof of well-formedness.

The metafunction IA(p takes two arguments: one for the formation family so far (initially
5) and one for the refined type so far (initially a). The rule for IT kinds just adds an argument
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Thy QT C P =L ~Q

sCa:L ex
'sCa=L~3/i

I+ QCP=1z:SCAL~Q T+HN«<S~N [Nz)yL=1L
IFQNCPN=L~QNN

TFQCP=Li AL ~Q TFQCP=1Li AL~ Q
FrFQCP=Li~mQ TFQC P= Ly~ mQ

Figure 5: Translation rules for base sort class synthesis

to each:
K2R
red =
Iz:A. K "5 X(Qy, P). Ha:A. K(Qf na(z), P na(z))

while the translation is really characterized by its behavior on the base kind, type:

type pred A(Qs, P). Qs - P — type

The kind of the predicate family for a base sort () refining P is essentially a one-place
judgment on terms of type P, along with an irrelevant argument belonging to the formation
family of Q.
Finally, we are able to make sense of the rule for translating base sorts:
I'-QrP =L~Q P =P L=sort

IFQrC P~AN.Q[Q] N (Q-F)

The class synthesis translation judgment I' - Q = P = L ~ @ (similar to the sort synthesis
judgment; see Figure 5) yields a proof of @’s formation family; thus the predicate for a base
sort (), given an argument N, is simply the predicate family @) applied to an irrelevant
proof @ that @ is well-formed and the argument itself, N.

What if we hadn’t made the proofs of formation irrelevant? Then if there were more
than one proof that ) were well-formed, a soundness problem would arise. To see how, let
us return to the doubling example. Imagine extending our encoding of natural numbers
with a sort distinguishing zero as a refinement.

zero C nat.
zeven N\ zero.

As with even and odd, the sort zero turns into a predicate. Now that z has two sorts, it
translates to two proof constructors. '’

10For the sake of simplicity, we will continue our example with the slightly unfaithful assumptions we’ve
been making all along. Strictly speaking, zero should also have a formation family with a single trivial
member, and the two declarations Z; and Z» should be one declaration of product type. The point we wish
to make will be the same nonetheless.
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zero : nat — type.

1 even 2.
2o 1 zero z.

Next, we can observe that zero always doubles to itself and augment the declaration of
double* using an intersection class:

double* T double :: T — even — sort
N zero — zero — sort.

After translation, since there are potentially two ways for double* z y to be well-formed,
there are two introduction constants for the formation family.

—

dw*/il : Ila:nat. y:nat. even y — double® x .

—

double*/io : Mlzznat. zero x — Ily:nat. zero y — double™ x y.

The declarations for double* and double* remain the same.
Now recall the refinement declaration for doubling zero,

dbl/z :: double* z z |

and observe that it is valid for two reasons, since double* z z is well-formed for two reasons.
Consequently, after translation, there will be two proofs inhabiting the formation family

double* z z, but only one of them will be used in the translation of the dbl/z declaration.
Supposing it is the first one, we’ll have

(m: double* z z | dm*/il zz7 | dbl)z,

but our soundness criterion will still require that the constant dbl/z check at the type

double* z z | dm*/zg 27y 27 | dbl/z, the other possibility. The apparent mismatch is
resolved by the fact that the formation proofs are irrelevant, and so the two types are
considered equal. Without proof irrelevance, the two types would be distinct and we would
have a counterexample to the soundness theorem (Theorem 6.1) we prove below.

6.3. Subsorting. We now return to the question of how the translation handles subsorting.
Recall that an LFR signature can include subsorting declarations between sort family con-
stants, s1<ss. For instance, continuing with our running example of the natural numbers,
we might note that any nat that is zero is even by declaring:

zero < even.

Such a declaration may seem redundant, since the only thing declared to have sort zero
has already been declared to have sort even, but it may be necessary given the inherently
open-ended nature of an LF signature. We may find ourselves later in a situation where we
have a new hypothesis z : zero, and without the inclusion, we would not be able to conclude
that x : even. For example the derivation of - - A\z.z < zero — even requires the inclusion
to satisfy the second premise of the switch rule.

zero<even € 2

x:zero - x = zero zero < even

xT:zero - x < even
- Ax.x <= zero — even

switch

I1-1
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How should we translate that derivation into a proof? As we saw earlier, the represen-
tation of zero — even as a predicate is AN. Ilz:nat. zero © — even (N @ x), and applying
this predicate to A\z.x yields the type we need the proof to have: Ilz:nat. zero x — even .
It is not much of a leap of the imagination to see that one solution is simply to posit a
constant of the appropriate type:

zero-even : llz:nat. zero x — even .

Now the translation of Ax.x < zero — even can be simply the n-expansion of this constant:
Ax. A\T. zero-even x T. This makes intuitive sense: the constant zero-even witnesses the
meaning of the declaration zero < even under the subset interpretation.

Our example leads us to a rule: a subsorting declaration s;<ss will will translate into
a declaration for a coercion constant si-ss.

FSsig~ Y sifasl €Y sCailey  aKeyY K-S K,

F 3, 51<s9 sig ~ X, s1-59:Ks(a, §1, S1, 52, $2)

The auxiliary judgment K S K, yields a metafunction describing the type of proof coer-
cions between sorts that refine a type family of kind K. The metafunction I?s takes five
arguments: the refined type, the formation family and predicate family for the domain
of the coercion, and the formation family and predicate family for the codomain of the
coercion. As before, the II translation adds an argument to each of the meta-arguments.

K<SEK

< A~
Hz:A. K ~ A(P7 Qlf’ Qla QQfa QQ)' Hz:A. K(P,a Ql%a Q,U Q2%7 QIQ)
(where, for each P, P' = P na(z))

At the base kind type, the rule outputs the type of the coercion:

type < A(P, Q1gy Q15 Qop, Q2). T f1:Q15. T f2:Qo¢. Tl P. Q1 [f1] z — Q2 [fo] z

Essentially, this is the type of coercions, given x, from proofs of ()1 x to proofs of Q2 ,
but in the general case, we must pass the predicates )1 and Q2 evidence that they are
well-formed, so the coercion requires formation proofs as inputs as well.

How do these coercions work? Recall that subsorting need only be defined at base
sorts (), and there, it is simply the application-compatible, reflexive, transitive closure
of the declared relation. For the purposes of the translation, we employ an equivalent
algorithmic formulation of subsorting. Following the inspiration of bidirectional typing,
there are two judgments: a checking judgment that takes two base sorts as inputs and a
synthesis judgment that takes one base sort as input and outputs another base sort that is
one step higher in the subsort hierarchy.

The synthesis judgment constructs a coercion from the new coercion constants in the
signature.

51<sp € X Q1 < Q2 ~ Q1-Q2
81 < 83~ 81-82 Q1N§Q2NMQ/1-\Q2N

The checking judgment, on the other hand, constructs a meta-level coercion between proofs
of the two sorts. It is defined by two rules: a rule of reflexivity and a rule to climb the
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subsort hierarchy.

Q1= Q2
I'EQ1 <Q2~ A(R,R1). Ry

(refl)

QlSQIM@ T QT P=sort~ Q
'-Q <Qy~ F I'Q' C P = sort~ Q'

TF Qi <Qo~ AR, R1). F(R,01-Q' Q1 Q' R Ry)

The reflexivity rule’s metacoercion simply returns the proof it is given, while the climb rule

(climb)

composes the actual coercion CZTQ’ with the metacoercion F'. Two extra premises generate
the necessary formation proofs.
Finally, we have described enough of the translation to explain the rule most central to
the design of LFR, the switch rule.
I'FR=Q ~R TFHQ<Q~F
'+ R« Q~ F(R,R)

(switch)

The first premise produces a proof R that R satisfies property @', and the second premise
generates the meta-level proof coercion that transforms such a proof into a proof that R
satisfies property Q.

Having sketched the translation and the role of proof irrelevance, we now review some
metatheoretic results.

6.4. Correctness. Our translation is both sound and complete with respect to the original
system of LF with refinement types, and so our correctness criteria will come in two flavors.

Soundness theorems tell us that the result of a translation is well-formed. But even
more importantly than telling us that our translation is on some level correct, they serve as
an independent means of understanding the translation. In a sense, a soundness theorem
can be read as the meta-level type of a translation judgment—a specification of its intended
behavior—and just as types serve as an organizing principle for the practicing programmer,
so too do soundness theorems serve the thoughtful theoretician. We explain our soundness
theorems, then, not only to demonstrate the sensibility of our translation, but also to aid
the reader in understanding its purpose.

In what follows, form(Q) represents the formation family for a base sort Q.

form(s) =5 form(Q N) = form(Q) N

Theorem 6.1 (Soundness). Suppose - I' ctx ~» T and - ¥ sig~ 3. Then:
(1) f[TFSCA~ S andTFN < S~ N, then T ¢ N < S(N).
(2) fTFR=S~R, then ST A~ S and T ¢ R = S(na(R))

(for some A and S).
3) fTFSC A~ 8§ and T F N < A, then T k¢ S(N) < type.
(4) IfTFQ T P= L~ Q, then for some K, L¢, and K,

form 5

e THLC KX L andT F Q = L¢(form(Q)), and
o KSR, and T kg, Q = Ky(form(Q), P).
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(5) FTHLC K2 Ly and T+ P = K, then T kg Li(P) < type.

6) FK™'K,, THQi= K, and T+ P = K, then T b Kp(Qr, P) < kind.

(7)IfQ1<Q2«»Q/152, F-QecP=L, I'P=K, and K > K, then
I''F@Q:Cc P=1L (mdFI—Ql Q2:>K(P form(Ql) Ql,fOI‘Hl(QQ) QQ)

(8) f[TFR=P, TFQCP~Q, I'FrQ <Q~F, andT - R = Qi(R),
then r - F(R,R1) = Qx(R).

9) If K <~ K, K™ PR, THFP=K, TFQy= K, andT - Q; = Kp(Qip, P),
then F F KS(P’ Qlfa Ql? Q2f, QQ) <~ type.

Proof. By induction on each clause’s main input derivation. Several clauses must be proved
mutually; for instance, clauses 1, 2, 8, and 4 are all mutual, since the rules for translating
terms refer to the translation of subsorting, the rules for translating subsorting refer to the
class synthesis translation, and since sorts may be dependent, the rules for class synthesis
translation refer back to the term translation. L]

The proofs use entirely standard syntactic methods, but they appeal to several key
lemmas about the structure of the translation.

Lemma 6.2 (Erasure). If ' J ~ X, thenT'F J.

Proof. Straightforward induction on the structure of the translation derivation. The trans-
lation rules are premise-wise strictly more restrictive than the original LFR rules, except
for the subsorting rules, which are also more restrictive in the sense that they force rules to
be applied in a certain order. 0]

Lemma 6.3 (Reconstruction). If '+ 7, then for some X, '+ J ~ X.

Proof. By induction on the structure of the LFR derivation. The cases for the subsorting
rules require us to demonstrate that an LFR subsorting derivation can be put into “algo-
rithmic form”, with all uses of reflexivity and transitivity outermost and right-nested, like
the algorithmic translation rules refl and climb. We also make use of the tacit assumption
that the judgment I' - 7 itself is well-formed, e.g. if 7 = N <= S, then ' - S C A,
which ensures that we will have the necessary formation premises when we need to apply
the climb rule. L]

Frasure and reconstruction substantiate the claim that our translation is derivation-
directed by allowing us to move freely between translation judgments and ordinary ones.
Using erasure and reconstruction, we can leverage all of the LFR metatheory without re-
proving it for translation judgments. For example, several cases require us to substitute
into a translation derivation: we can apply erasure, appeal to LFR’s substitution theorem,
and invoke reconstruction to get the output we require.

But since reconstruction only gives us some output X, we may not know that it is the
one that suits our needs. Therefore, we usually require another lemma, compositionality,
to tell us that the translation commutes with substitution. There are several such lemmas;
we show here the one for sort translation.

Lemma 6.4 (Compositionality). Let o denote [M/x] ,
(1) If Ty, z: TR b SC A~ 8 and Ty, 0Tg F 08 C 0A~> 5, then cS(N) = §'(oN),
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(2) T2 Tr - LC K %" L and T,0Tg - oL C ok 5" IV, then oL(P) =
L’(UP)

and similarly for K S K and K 2 K.

Proof. Straightforward induction using functionality of hereditary substitution. The base
case of the first clause leverages the irrelevance introduced in the Q-F translation rule: both
sort formation derivations will have a premise outputting evidence for the well-formedness
of the sort, and there is no guarantee they will output the same evidence, but since the
evidence is relegated to an irrelevant position, its identity is ignored. The second clause’s
II case appeals to the first clause, since II classes contain sorts. L]

Finally, there is a lemma demonstrating that proof variables only ever occur irrelevantly,
so substituting for them cannot change the identity of a sort or class meta-function output
by the translation.

Lemma 6.5 (Proof Variable Substitution).
(1) If T, 2:80C Ao, Tr - S © A~ S then [M/2]%, S(N) = S([M/Z]3, N).
(2) If Ty a:S50C Ao, Tr - L © K 5" L then [M/2)%, L(P) = L([M/3]}, P).

Proof. Straightforward induction, noting in the base case, the Q-F rule, the only term that
could depend on 7 is in an irrelevant position. L]

Completeness theorems tell us that our target is not too rich: that everything we
find evidence of in the codomain of the translation actually holds true in its domain. While
important for establishing general correctness, completeness theorems are not as informative
as soundness theorems, so we give here only the cases for terms—and in any case, those are
the only cases we require to fulfill our goal of preserving adequacy.

In stating completeness, we syntactically isolate the set of terms that could represent
proofs using metavariables R and N.

E]f\RNN\mR\TrgR
_ﬁum AZ. N | (N1, No) | ()
F:=R|Qi-Q2Q1 Q@2 RF
Q1-Qz == s1-52 | Q1-Q2 N
Q:=5/i|QNN|mQ|mQ
Theorem 6.6 (Completeness). Suppose - T' ctx ~ T and % sig ~» $. Then:
(1) fTFSC A~ 8§ andT Fg N < S(N), then T+ N < S.
(2) IfT l—i/\l/% = B, thenTHSC A~ S, B=S8(na(R)), andT + R = S (for some
S, A, S, and R).
(3) IfTHFF=QI[Q] R, thenT'F R« Q.
(4) fT = Q1-Qs = B, then K > K, B = K(P,form(Q1), Q1, form(Q2), @2), and
Q1 < Q2 (for some K, K, P, Q1, and Q2).
(5) IfT + Q = B, thenF}—LEKformEf, B = Li(form(Q)), and T - Q= P = L
(for some L, K, Lf, and Q).

Proof. By induction over the structure of the proof term. []

2> :U>



REFINEMENT TYPES FOR LOGICAL FRAMEWORKS 39

Adequacy of a representation is generally shown by exhibiting a compositional bijec-
tion between informal entities and terms of certain LFR sorts. Since we have undertaken
a subset interpretation, the set of terms of any LFR sort are unchanged by translation,
and so any bijective correspondence between those terms and informal entities remains af-
ter translation. Furthermore, soundness and completeness tell us that our interpretation
preserves and reflects the derivability of any refinement type judgments over those terms.
Thus, we have achieved our main goal: any adequate LFR representation can be translated
to an adequate LFT representation.

7. CONCLUSION

Logical frameworks are metalanguages specifically designed so that common concepts
and notations in logic and the theory of programming languages can be represented el-
egantly and concisely. LF [HHP93] intrinsically supports a-conversion, capture-avoiding
substitution, and hypothetical and parametric judgments, but as with any such enterprise,
certain patterns fall out of its scope and must be encoded indirectly. One pattern is the
ability to form regular subsets of types already defined. We address this by extending LF
with type refinements, leveraging the modern view of LF as a calculus of canonical forms to
obtain a metatheoretically simple yet expressive system, LFR. Another pattern is to ignore
the identities of proofs, relying only on their existence. This is addressed in LF extended
with proof irrelevance, LFI [Pfe0la, RP08]. We have shown that our system of refinement
types can be mapped into LFI in a bijective manner, preserving adequacy theorems for LFR
representations in LFT.

In the methodology of logical frameworks research, it is important to understand the
cost of such a translation: how much more complicated are encodings in the target frame-
work, and how much more difficult is it to work with them? We cannot measure this cost
precisely, but we hope it is evident from the definition of the translation and the examples
that the price is considerable. Even if in special cases more direct encodings are possible,
we believe our general translation could not be simplified much, given the explicit goal to
preserve the adequacy of representations. Other translations from programming languages,
such as coercion interpretations where sorts are translated to distinct types and subsorting
to coercions, appear even more complex because adequacy depends on certain functional
equalities between coercions. Our preliminary conclusion is that refinement types in logical
frameworks provide elegant and immediate representations that are not easy to simulate
without them, providing a solid argument for their inclusion in the next generation of
frameworks.

Of course, much work remains to be done before refinement types can be considered a
practical addition. First, it will be necessary to develop a sufficiently complete algorithm
for reconstructing the sorts of implicitly II-quantified metavariables in order to allow the
elegant encodings we imagine without burdensome redundancy. Furthermore, it would be
useful to have a logic programming interpretation of LFR declarations and the ability to
perform analyses like coverage and termination checking on declarations qua programs; to
enable such an interpretation, we will have to develop an algorithm for sorted unification,
generalizing existing work on pattern unification in the context of logical frameworks. It
may also be a worthwhile endeavor to formalize the metatheory of LFR and its subset
interpretation in a metalogical framework or proof assistant; although we have avoided
doing so due to the high cost of working around current technological limitations in proof
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assistants, the present work has been carried out in sufficient detail that formalization should
not be particularly difficult beyond the technical challenge of representing a dependently
typed calculus.

Refinement types have been also been proposed for functional programming [Fre94,
DP04, Dav05], most recently in conjunction with a limited form of dependent types [Dun07].
Proof irrelevance is already integrated in this setting, and also available in general type
theories such as NuPrl or Coq. One can ask the same question here: Can we simply
eliminate refinement types and just work with dependent types and proof irrelevance? The
results in this paper lend support to the conjecture that this can be accomplished by a
uniform translation. On the other hand, just as here, it seems there would likely be a high
cost in terms of brevity in order to maintain a bijection between well-sorted data in the
source and dependently well-typed data in the target of the translation.

Acknowledgements. Thanks to Jason Reed for many fruitful discussions on the topic of
proof irrelevance. Thanks to the anonymous referees for offering insightful commentary on
how to clarify our presentation.
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APPENDIX A. COMPLETE LFR RULES

In the judgment forms below, superscript + and — indicate a judgment’s “inputs” and

“outputs”, respectively.

A.1. Grammar.
Kind level

K ::=type | lIz:A. K
L:=sort |lx::SCA.L| T |Li ALy

Type level
P:=a|PN
A= P|1z:A;. Ay

Q:=s|QN
S:=Q ’ IIx::S1C A1, S | T ’ S1 A S

Term level
R:=c|z|RN
N:=R|Xx.N

Signatures and contexts

Yu=-13,D
D:=aK|cA|sCa:L|si<sp|c:S
o= |T,z:SCA

kinds

classes

atomic type families

canonical type families

atomic sort families

canonical sort families

atomic terms

canonical terms

signatures
declarations

contexts

A.2. Expansion and Substitution. All bound variables are tacitly assumed to be suffi-

ciently fresh.

(A)” =«
a,Br=a|lag — ag
(@) =a
(P N)” =(P)”
(Ilx:A.B)” = (A)” — (B)~
na(R) = N
na(R) = R
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[N()/.T()] N N/

[No/wo]ay B = (N, ) [No/zola, B =R’ [No/wola, N = N’
[No/x()] R=N [N()/:L'()]go R = R/ [NQ/:IZ()] )\a; N = Az. N’

[No/zo]a, R =R’

T # x9 [No/xola, 1 = Ry [No/wola, N2 = N;

[No/xol, =2 [No/xola, c=c [Ng/azo] R1 Ny = R} N2

[No/zolay B = (N, )

[No/ o] oy 0 = (No, ) (subst-rn-var)
[No/:vo] = (A\z. N1, a3 — ay)
[No/zo]ay, N2 [N} /2], N1 = N{

[No/xo]rn Ry Ny — (N{,al) (subst-rn-/3)

(Substitution for other syntactic categories (q, p, s, a, 1, k, v) is compositional.)
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A.3. Kinding.

by LTC KT

r=sScA Dax:SCAFLC K
I' - sort CC type I'F1z:SCA LCllz:A K

''-rhc K 'FLyC K
r-TcCcK I'rLiNL,C K

TreQ'CP =L

sCazL eX
I'FsCa= 1L

'FQCP=TMz:SCA L THN<S [NazyL=1I
rFQNCPN=T

'-QCcP=Li ALy I'FQCP=Li AL
T-QCP= L, T-QCP= L,

Tty 5T C A

r-Qc P =1 P =P L = sort
I'-QCcP

(Q-F)

r-scA Iz:SCAFS A
Ik Hx:SCA. S C A A

(II-F)

FFSHI:A FFSQIZA
'-TrC A 'S ASyC A

Note: no intro rules for classes T and Lq A Ls.

(T-F) (A-F)
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A.4. Typing.
Tty Rt = 5~
c:Sex ( ) ;U::SI:AEF( )
e — S — I‘
TFeo g 0O TFaos 0
' Ry = Hx::SCA5.8  TF No<= Sy [Na/a]y, S =5 (ILE)
FFR1N2:>S/
I'FR= 5 NS, I'FR= 5 NS,
N-E N-E
T'FR=S; (A-E1) THR= Sy (N-E2)
Thy Nt < 5t
I'-R=Q ' <
@ Q_Q(switch)
I'FR<=Q
I,2:SCAF N < 8
: /(H'I)
I'EXx. N «Ilz::S5CA. S
I'EN<«S5; I'EN<«<S;
= (T-]) (A-T)
I'EFN<T 'EN< S NSy
Qf <Q3
Q1= Q2 Q1 <Q Q' < Q2 51<s9 € X Q1 < Q2

Q1 < Q2 Q1 < Q2 51 < 89 Q1 N<Q@QN
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A.5. Signatures and Contexts.

F 3 sig -y« K < kind aK' ¢%
F - sig FX aK sig

F X sig -y« A < type cA' gy
F X, cA sig

F X sig aKeX ‘Fe LC K sCa'=L' ¢ %
F 3, sCa:L sig

FYXsig cAceX b SC A xS ¢X
F X, c:S sig

F X sig siCa:L € X soCaL € X
F 3, 51<s9 sig

Fs I ctx

F T ctx r-ScA
F - ctx FI',z:SCA ctx




REFINEMENT TYPES FOR LOGICAL FRAMEWORKS 47

APPENDIX B. COMPLETE TRANSLATION RULES

In the judgment forms below, superscript + and — indicate a judgment’s “inputs” and
“outputs”, respectively.

B.1. Kinding.

~

Thy Lt C K+ L

I' F sort CC type forp AQ¢. Qr

IFSCA~S T,:SCAFLC KL

form

I'-1z:SCA. L C Iz A K~ AQs. Hx:A.HE:g(nA(x)).E(Qf na(x))

TFLCKSML, TrL K2,
TFTCK S AQ. 1 TFLi AL C K" AQr. L1(Qr) x La(Qr)

Thy QtC P =L ~ Q-

sCa:L eXx
'FsCa=L~75/i

'+ QCP=1z:SCAL~Q T+HN<S~N [Nz]4yL=L
IFQNCPN=L~QNN

TFQTCP=Li AL ~Q TFQCP=Li AL ~Q
TFQrP=Li~mQ TFQC P= Lo~ mQ

F"ES+|:A+’\»§_

TFQC P =L~Q P’:]i L = sort (O-F)
I'-QC P~ AN.Q[Q) N

I'FSCA~S  DauSCARS C A~ S
Ik z:SCA S C HaA. A~ AN, Tz A 1178 (na(z)). §(N@z)

(II-F)

IS CA~S TrHSCAS,
Tk S; A Sy T A~ AN. S{(N) x S3(N)

Note: no intro rules for classes T and Li A Ls.

(T-F)

N-F
''FTCA~ AN 1 ( )
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K+ K-
pred
type ~ A(Qf, P). Qr - P — type
K2R
A K 2 A(Qr, P). Ha:A. K(Qf na(z), P na(z))
KS>EK

type < A(P, Qugy Q15 Qopy Q2)- T f1:Q1p. I fo:Qop. i P. Q1 [f1] z — Q2 [fo] @

K<SEK

< A~
Mz:A. K ~ (P, Q1 Q15 Q2p, Q2)- Mz A K (P, Quf, Q1, Q2f, Q)
(where, for each P, P' = P na(z))
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B.2. Typing.

c:Sex
I'Fe=S~¢

I'F Ry = z::SoC Ay, S ~ Ry

— (const)

ke RY = S~ ~ R

z:SCAeT

~

'Fe=S~72

(var)

THNy<=Sy~ Ny [Nofaly, S =5

_ = (II-E)
F|—R1N2:>S/MR1N2N2
TFR=SAS~ R TFR=SAS~R
1 2“’>A (A-E1) 1 2MA (A-Es)

I'-R=5~mR

Fl_R:>SQ’\/>772R

[Fy Nt < St~ N

I'FR=Q ~R TFHQ<Q~F

'+ R« Q~ F(R,R)

(switch)

I'z:SCAF N < S~ N

_ (II-1)

'k Xx. N «Tz::SCA. S ~ \x. \Z&. N

IEN<T~ ) (T-D

ITFN<S ~N TFN<Sy~ Ny

ks (A-T)
F|—N<:Sl/\52’\’><N1,NQ>

TFQF<Qf ~F

Q1= Q2

I'FQ1<Q2~ A(R,R1). Ry

Q1§Q/M®
I'-Q ' <Qy~F

(refl)

FFQIEP:sortM@\I
I'Q' C P=sort~ Q'

T Qi <Qy~ AR, Ry). F(R,Q1-Q' Q1 Q' R Ry)

s1<s9 € X

81 < 89~ 81-S2

(climb)

Qf < Q5 ~ Q1-Qz

Q1§Q2MQ/1-52
QUN<Qy N~ Q1-Qa N
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B.3. Signatures and Contexts.

F - sig~-

I—Esig«»i

FYsigo S by K <kind  aK' ¢Y%

F 3 a:K sig~ i a:K

- Y sig o & by A < type cA' gy

F X, cA sig ~ f],c:A

form £ pred =

FYsig~Y  aKeX by LCK P L KRS K, sCd:L ¢%

- ¥, sCa:L sig~ 3, 8K, 5/i:L¢(3), s:I/(\p(@ a)

FYsigo Y cAeEY  bn SCA~S S ey

F Y sigro &

-3, S sig ~ 3, 2:8(na(c))

siCazL ey  sCazLey aKey KSEKE

F X, s1<s9 sig~ X, s1-52:K (a, 51, S1, 52, 52)

F - ctx ~ -

Flctx~T TFSCA~S

Fo T ctx~ T

F T, 2:SCA ctx~ T, 2:A, 2:8(na(z))
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