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A. Structured Abstract:

High Level Feature Extraction

1. Theruns:
A _brU_1 —features extracted from each frame; SVM per-frame classifigined on frames in each
shot; simple decision tree judging shots basedenfirame results
e A brv_2 -same as A brU_1, but SVM trained on all trainilaga (the first run divided the training
data to training and cross-validation datasetd)) WM configured from the previous run
2. Significant differences between the runs:
* As expected, the second run performed generaltgih@i some cases notably better (which is shghtl
surprising, because besides the amount of tranaig, there was no change)
3. Contribution of each component:
» The low-level features appear to gaod enough, though their number is relatively large and hgvin
more time we would experiment with reduction of tbature vector size (now 572 low level features)
* We considered using some mid-level features basegkisting solutions the group has, such as face
detection, car detection, etc., but for time caists did not employ these in the feature vector
* The per-frame classification seems to suffer gyeAttm mis-annotated frames (whole shots are
considered to share the same annotation informationr system) and could be the weakest point of
the system
* The per-shot decision making seems to be sufficggmén the data coming from the per-shot
classification
4. Overall comments:
» see further in the paper

Shot Boundary Detection

We describe our approach to cut detection whereseeAdaBoost boosting algorithm to create a detedtiassifier

from a large set of features which are based onsfewle frame distance measures. First, we intredbe reasons
which led us to use AdaBoost algorithm, then wecidles the set of features and we also discussdhieed result.
Finally, we present the possible future improvers¢atthe current approach.

B. Overall Information on Brno Image Processing Group

The image and video processing group “video@fitaipart of Department of Computer Graphics and ikheidia
(DCGM), Faculty of Information Technology (FIT), By University of Technology. Its focus is on resbar
development, and application of algorithms of impgecessing, videosequence processing, and comysian. The
group is responsible for teaching of Image procgsand Computer vision courses in M.Sc. programnidTa

The group participates in the research of sevemégts, such as EU IST CareTaker or AMIDA projeatslocally
funded projects, such as GA AVCR (Czech Academ$axnces Grant Agency) RIPAC, or GACR (Grant Ageoicy
the Czech Republic) “Algorithms of Image Recogmitio

The research areas of video@fit include:

* Automatic video editing and summarization,

» algorithms for detection and tracking of objectd anman body parts,
* acceleration of image processing and computerrvisidiardware,

* detection and positioning of human face and othgrats,

* industrial and traffic applications of image prosiag,

» evaluation of trajectories and complex video events actions.



Furhter information on the group, publicationsg@sh projects, and contact can be found at hitpw/.fit.vutbr.cz.

C. Task 2: High Level Features Extraction

This section describes the solution to Task 2 “Highvel Feature Extraction” structured as followsctoon 1
describes the overall scheme of the system, segtidescribes the low level features used as that iopthe per-
frame classification engine, which is describedgegction 3. The per-shot decision process is desttiiy section 4,
and the performance of the system is shortly aedlyz sections 5 and 6.

C.1. Structure of the System

The structure of our hlgh -level feature extracsystem is shown in the following figure.
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The most important parts of the system shown irffiguze are these:

Low-level feature extractors— These are described in section C.2. Severalrieaxtractors are employed, their
feature vectors are concatenated to make a peeffaature vector. Note that the features are velgtigeneric.
Feature range normalization is part of the feagteaction process.

SVM training and cross-validation —Using grid-search, the SVM kernels are optimized &or each high-level
feature to be searched, one model is selectedebiltidel Selection module. The SVM training and eatbn
process is shortly described in section C.3.

Per-frame SVM evaluation— Evaluates the low-level feature vector for emame in the testing dataset based on the
selected SVM model for each high level feature.

Per-shot decision— Judges the set of per-frame classifications dase the shot-boundary reference to make a
decision on each shot of the testing video datésee. section C.4).

This system can be described as a brute-force agprim high-level feature extraction, since the-level features
are rather generic than built to match specially tiigh-level concepts looked for. Also the mainssification
machine (SVM) is generic. The only specialized pduithe system is the per-shot decision makingygibm, which
constitutes a very simplistic decision tree.

C.2. Low-level Features Extracted from the Frames

The low-level features used for frame descriptititized in the system are —color histogram basedH&V color
model and multi-scale gradient distribution of anfie intensity.

Color Histogram Based on HSV Color Model

The color histogram contains statistical informatiabout color distribution in terms of frequency laies and
saturations in the frame (using HSV color modeRe BHetter spatial description is achieved by digdhe frame into
several patches. The frame division is not adaptheethe patches have a similar size. Each patghrosessed
separately; the histogram is computed and nornthlize

Multi-scale Gradient Distribution

The histogram of gradient orientations serves &eropart of the feature vector. First, the frameadgnts are
computed. Then each gradient contributes to thedrism bin according to its orientation. The cdnmitions are



weighted by the gradient magnitude. The gradienés cmmputed on different frame resolutions so ddswer-
frequency structures contribute to final featuretoe

The resolution of both the color histogram and gmaidhistogram, the resolution of the frame gridl amount of
frame scale levels are all the descriptor pararseter

Composed Per-Frame Feature Vector and Its Processing

All the partial feature vectors mentioned in thewous text are concatenated to make a per-framueree vector
which serves as input to the per-frame classifescdbed in C.3. This feature vector is normaliaetbss the whole
data-set, i.e. maxima and minima for separate festare found in the training dataset and the featare

independently re-scaled so that these maxima andnaicorrespond to 0.0 or 1.0 respectively. Thdirggdactors

are used for the test data, which can then scaleeled the normal interval (0-1). These infrequerdes were not
found harmful for evaluation by the SVM classifier.

C.3. Per-Frame SVM Classifier

Libsvm 2.84 was used for svm classification of safgaframes — one classifier was trained for eagh level feature
to be detected. Given shot annotations were ugedlfthe frames in a given shot. The svm classifias trained on
20% of the training data provided, and cross-evalliaon the resting 80%. This cross-evaluation wsesd ufor
selection of proper parameters of the SVM kernels.

The SVM training and parameters selection took nitgjof the development time (thousands of hougusatially)
and this would be the part most likely to get sgekab in future versions of the system.

C.4. Per-Shot Decision Based on Per-Frame Results

For each high level feature separately, the redtdta per-frame classification are judged for eatlot (dropping
frames at the beginning and end of each shot tm amis-classification). Two quantities are obseruethis decision
process:

P
* Positive ratefl :W whereP is the number of positively judged frames adds number of all frames

(excluding the dropped initial and tailing framaseiach shot).
» Largest positive sequensés the length of the longest sequence of posttipglged frames.

Two thresholds are defined for these quantitjes,rexceeding either of them selected the shot bgidged for
output. These two threshold values were found éxyetally on the testing data.

The output (positively classified) shots are sofbgdthe value of, in cases their number would exceed the given
TRECVID limit of 2000 positive shots, shots withidastr are selected.

C.5. Results, Future Work

The results of our system for the high-level featextraction task in TRECVID 2007 were averagelightly below
average.

We would have expected significantly better resuftsve had the time to employ our object classffiiained for
different classes of objects (faces, vehicles, gdamnimals, ...) as the “low-level” features entgrour per-frame
classification.

During the training and evaluation process on tirgd cluster of computers, we monitored the perdmce of
separate parts of the system and identified seasgcts of the process as bottle-necks, most ichvetne relatively
easy to eliminate or work around. That could spgedhe processing several (potentially many) timésch would
enable us to tune the system better and incorponate mid-level features into the classificatioont® of these
improvements have already been implemented in @imitig/testing engines and are surely going torawe the
results in future evaluation like this.

For future evaluations generally, we would likédous on particular higher-level features that ddagnefit from our
object classifiers and other technologies beingelbged for longer time, rather than build a genefassification
machine, uninformed about the nature of the clizskifiigh level features. On the other hand, thelte@of such
uninformed machine were better than we expectei;hadould be interpreted in several ways. It sucagnpliments
the selection of low-level features (though thect)set was not optimized in any way), and it sholea in many
cases, simple low-level features such as thoseiomext in section C.2 suffice for a simple base-tohition.

C.6. Conclusion

Our solution can be generally described as a Boute approach, which relies on generic softwaszgs (several
feature extractors, SVM library, training/evaluativamework for distributed computing), that solhe task in an



“uninformed” way. For future implementations of Hlgxtraction for TRECVID or similar evaluations weeénd to
include object detectors and similar frame-processngines to provide specialized and “informeddwledge to the
overall classification process. These will be reprgded as mid-level features entering the per-frelassifier. Also
many speed-up optimizations have been suggestedtfr® undertaken runs, which would enable more raxeating
for future implementations.

D.Task 3: Shot Boundary Detection

We focused solely on cut detection in the TRECVIBD2 Shot Boundary Detection Task. We approached the
problem purely as a pattern detection task usingBswst [1, 2, 3] learning algorithm to create thetedtion
classifiers and a large set of simple featuresaetéd from the video in the uncompressed domain.

The set of features is based on per pixel distaneasures (difference of pixel intensities, squatiéférence and
correlation) and difference of RGB histograms. Ehdstance measures are computed on a regulawgha? lines

and 4 columns giving 16 values for each distancasone. Additionally, the set of features is supgetad by mean,
median, standard deviation and other values cordduben the original 16 values. The features areaexed from a
set of frame pairs in a local neighborhood givioigk 2100 features.

We used total six hours of hand-annotated videaesees for training. Five hours of the trainingusages were
randomly chosen from the TRECVID 2007 Sound andoviigiata which were supplemented by one hour otkEze
Television broadcast. According to this, our stmirdary detection should belong to the category C.

D.1. AdaBoost classifier

AdaBoost and derived algorithms are often usedofgect detection [4] in computer vision where traghieve

state-of-the-art results in both classificationuaecy and classification speed. When detectingotdj@ images with
AdaBoost, a large and over-complete set of feat(lr®8 000 in [4]) is extracted from the originat@asing simple
filters (Haar-like features) which can be indivilya&omputed very rapidly. AdaBoost then createstrang classifier
which is a linear combination of relatively low nber of simple weak classifiers (decision stumpsjgien trees). As
each of the weak classifiers produces decisiondbasly on a single feature and only the featurekhkvhre needed
for classification are computed, the resulting rsiralassifier can be very fast. When used in thag,wAdaBoost in

fact performs feature selection.

Another pleasant property of the AdaBoost algorithitihat it can cope with relatively large numbefsamples. This
supports generalization properties and can beduithproved by using some kind of cascade of diassi[4]. In
each stage the cascade rejects background (nonsiamples that are already classified with enougtiidence. The
result of this is that only the most difficult saleg propagate to the later stages of the cascatlé #rere are enough
samples to bootstrap, the classification functian be reliably estimated even for these rare affitudi samples.
This way, the cascade and similar techniques mad@rfalse Alarm Rate which can drop below 1e-5 e @@etection
and also minimizes average number of the weakifitxrssevaluated during classification.

For TRECVID 2007, we used the AdaBoost learningadgm with decision tree weak classifiers and withmber of
leaf nodes set to four. We did not use any varndirdiassifier cascade, because we did not havéckudf learning
data.

D.2. Feature Extraction

A major advantage of the AdaBoost algorithm infibren we use it is that it is able to cope with vé&agge number of
features from which it selects only relatively fégatures for the final classifier. This gives us a@portunity to
supply the learning algorithm with any feature vea ¢hink of and leave the selection of featurestlier learning
algorithm. This property is used in the current detiection system only partially and the systenukhbenefit form
adding new features in the future.

The ability of AdaBoost to choose only few featufes the final classifier could be used to creaseyvfast cut
detectors. The high speed could be achieved by atingponly the features which are needed by thssiiar during
the detection. However, we did not take advantaigéhis fact this year and perform feature extract@s an
independent step.

As the weak learners which we use, need the featirebe discretized to relatively low number ofdisy we
normalize the features and discretize them to 2pidestant levels.

All features which we use are based on one of indigfance measures. The distance measures whiosenare:
Sum of pixel value difference:
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Sum of pixel value squared difference:
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The last distance measure is difference of RGBgrsims. The resolution of the histogram is 4x4x4ctvigives total
64 bins.

To extract the features, image is first dividedabyegular grid with four lines and four columns &ahd distance
measures are computed for each of the bins. Freseth6 values mean, median and standard deviatmmiputed.
After this, the 16 values are sorted and divided two halves for which mean, median and standaxaation is also
computed. Finally, first and second derivation asnputed for each of the 100 values. This gived @@ features
extracted form a pair of images.

In many previous works on shot boundary detectiinthe intra-frame distance measures are compfubea some

small local neighborhood. This extension shouldvigl® some resistance to abrupt non-cut eventsdrvitteo like

flashes, etc. We follow this idea and compute fieetifor multiple frame pairs with increasing digtarfrom the

classified position. Additionally, we compute theafures for few frame pairs before and after thaahgosition.

These additional features should provide the diassvith enough information to precisely localitee cuts. There
are seven frame pairs for which features are cosapUthe frame pairs are shown on figure 1. 30Qufeatper seven
frame pairs give total 2100 features.

For some of the runs, the set of features was iaddlty supplemented by ranks of the original feasuin small
temporary neighborhood. The size of the neighbathoas set to 24 frames. The feature set with teamgaianks
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Figure 1. Frame pairs from which features are atdch
D.3. Training Data

Training data set consisted of five hours of ranigaselected sequences from TRECVID 2007 task twekbgment
data and one hour of Czech television broadcast.sElquence selection was not completely randonsdiaé video
sequences containing ambiguous situations (egurpiat picture) were discarded as were not surethdvandle such
situations. The one hour of Czech television braatlevas added just in case the SBD test datadesignificantly
differ from the task two development data. Theniray video sequences were hand-annotated usingdeo vi
annotation tool which allowed faster then real-tiamnotation of shot boundaries. There are apprdeign&000 cuts
and 540,000 non-cut samples in the training data.

D.4. Results

The submitted runs are results of three individigssifiers which differ in the number of weak sifiers, amount of
non-cut training samples and the feature set. Tardeur runs with different threshold setting weyenerated for
each of the three classifiers to trade-off precisand recall. Description of the individual runslachieved results
can be seen in table 1 and the classification tesaln be compared with results of other parti¢gpam figure 2.
When comparing HMNR and HMWR classifiers, the terapoanks do not seem to improve the results. @rother



hand, results of the SMWR classifier suggest thagér classifiers provide better results, althotigh training
samples are ideally classified after first few wekdssifiers.

Training Temporal Classifier
Run Precision | Recall | F-measure | set size | rank features | length
HMNR 0 0,984 | 0,866 0,921 | 180000 NO 15
HMNR 1 0,967 | 0,955 0,961 | 180000 NO 15
HMNR 2 0,922 | 0,981 0,951 | 180000 NO 15
HMWR 0 0,985 | 0,847 0,911 | 170000 YES 15
HMWR 1 0,975| 0,942 0,958 | 170000 YES 15
HMWR_2 0,944 | 0,972 0,958 | 170000 YES 15
SMWR_0 0,987 | 0,723 0,835 | 120000 YES 30
SMWR 1 0,987 | 0,901 0,942 | 120000 YES 30
SMWR 2 0,978 | 0,957 0,967 | 120000 YES 30
SMWR_3 0,96 | 0,976 0,968 | 120000 YES 30
Table 1. Our cut detection results in TRECVID 2@¥aluation and description of the classifiers.
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Figure 2. Our cut detection results in TRECVID 2@¥aluation compared to other participants.
D.5. Conclusion and Future Work

Classifiers created by the AdaBoost algorithm usingple weak learners and a large set of featused to be very
suitable for cut detection. Without any previouperkence and experiments we were able to achiedtsavhich are
close to the overall top scores. In fact, only ¢hogher participants submitted runs which achidvigtier F-measure
then our top run.

This approach to cut detection is very promisinghase is lot of possible ways how to improve thsults. In fact, we
already created a classifier that achieved rec@il®and precision 0.982 on the TRECVID 2007 SBia déich was
the top score in the evaluations. This classifias wained using WaldBoost [6] algorithm on the satata and with
the same features as the submitted runs. In theefute plan to add more complex frame distance uneage.qg.
based on motion estimation, KLT-tracking, ...) angeriment with cascades of classifiers. We also pba@xplore
possibilities of semi-automatic annotation whichllwie necessary to annotate enough video data defate
bootstrapping.
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