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Abstract

This paper presents our approaches and the comparative analysis of our results for the three

TRECVID 2010 tasks that we participated in: semantic indexing, known-item search and

content-based copy detection.

Semantic Indexing (SIN):

Our main focus for the SIN task is on the study of the following two issues: 1) the effective-

ness of concept detectors for indexing web video dataset, and 2) how to leverage the ontology

relationships to reinforce concept detection. Our baseline detectors are similar to those of our

TRECVID 2009 system, where both local and global features are employed to train the SVM

model for each concept. Based upon the baseline detectors, we propose two approaches to refine

the detection scores. The first integrates the ontology information into the random walk frame-

work. The second seeks the agreement among the set of ranked lists generated by semantically

related concepts. Our four submitted runs are summarized below:

- F A VIREO.randomwalk 1: perform a random walk over the baseline result using local

feature alone. Flickr distance and ontology relationship are used to build the context.

- F A VIREO.agreement 2: re-rank the videos by seeking the agreement among semantically

related concepts on the relevant videos.

- F A VIREO.baseline vk 3: local feature alone - multiple detectors.

- F A VIREO.baseline vk cm 4: average fusion of local feature and global feature.

Known-Item Search (KIS):

In this new task, there is a shift in the search requirement compared to previous years’ search

tasks, from general queries with multiple solutions to specific queries with single solution. This

has rendered previously proposed algorithms ineffective. In this first attempt, our objective is to



observe the effectiveness of different modalities (metadata, automatic speech recognition (ASR)

and concepts) towards known-item search. Evaluation result shows that for known-item search,

textual-based modalities are useful, where the metadata is the most effective while ASR plays

a complementary role. We submitted four runs for the fully automatic settings as follows:

- F A YES vireo run1 metadata asr 1: metadata + ASR

- F A YES vireo run2 metadata 2: metadata only

- F A YES vireo run3 asr 3: ASR only

- F A YES vireo run4 concept 4: concept only

Content-Based Video Copy Detection (CCD):

We submitted three runs based on our video-only detection framework. Since we only conduct

video-only copy detection, for the video+audio detection task, we simply submit the same

detection results. The three submissions are defined as follows:

- Vireo.m.BALANCED.srpe: employ Hamming Embedding (HE), Enhanced Weak Geomet-

ric Consistency Checking (EWGC), Scale-Rotation Invariant Pattern Entropy (SR-PE)

and 2D Hough Transform (2D HT)

- Vireo.m.BALANCED.srpeflip: repeat the same procedure as the previous run but with

the flipped queries. The retrieval results are then linearly fused with the previous run

before being fed into 2D HT.

- Vireo.m.NOFA.srpeflip: same as the second run except that a higher threshold is chosen.

1 Semantic Indexing

This year, we experiment two approaches, random walk and agreement seeking, for ontology-

based concept fusion. First, we adopt the reranking framework proposed by Hsu [1] to refine

the initial detection scores. Random walk is conducted on a context graph where each node

represents a concept while an edge reflects the similarity between two concepts. Second, in the

agreement-based approach, ontology reasoning is used to select a set of semantically related

concepts. The ranked lists for the selected concepts are then consolidated into a final ranked

list through linear fusion.

1.1 Baseline Detectors Using Local and Global Features

For baseline, we use the Bag-of-Word (BoW) representation derived from local keypoint features

since it has been consistently one of the most effective features for concept detection. Our BoW

representation framework is similar to that of our TRECVID 2007 system [3], where two 500-D

component BoW feature vector generated from two different keypoint detectors are concatenated

to form a single 1000-D feature vector. For more details on this BoW representation, please refer

to [3, 4, 6].

We only extract grid-based color moments (CM) as global feature. For color moment, each

keyframe is partitioned into 5× 5 grids, and the first three moments are computed on the Lab
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Figure 1: Example of score transition over nodes; v(i) and v(j) are initial scores for node i and

j; pij is the transition probability from i to j.

color space over each grid. Concatenating the features from all grids forms a vector of 255

dimensions. Finally, two SVMs are trained for each concept using the local and global features,

respectively.

Given a testing keyframe1, the SVM classifiers are applied on the corresponding features for

prediction and the raw outputs of the SVMs are converted into posterior probabilities (concept

detection score). The output of classifiers learnt on local feature is our first baseline. We then

combine the detection scores from the two SVMs by average fusion as the second baseline.

1.2 Inferring Semantic Context Relationship for Score Refinement

For most concept detection systems, the semantic indexing is done by independently predicting a

concept on a testing sample (keyframe) without considering the contextual information between

different concepts. However, most of the concepts do not occur in isolation. Mining semantic

context information for improving detection accuracy has triggered a lot of interest in multimedia

community. The inter-concept relationships are two-fold: 1) semantic relationship, for example

concept “car” is a kind of “vehicle”; 2) contextual relationship, which considers the co-occurrence

between concepts, such as “car” and “road”.

1.2.1 Random Walk on Context Graph

Considering the various issues in learning a concept detector, e.g., limited training samples,

visual diversity and complexity, the performances of any single concept detector are not perfect.

Indeed, the performance of a particular concept detector can be reinforced by regularizing its

scores through a set of semantically-related concepts. For instance, the concept “car” always

co-occurs with “road” and therefore the detection scores for these two concepts are expected

to be strongly influenced by each other. We formulate this problem as a random walk process

which propagates initial score on a pre-defined context similarity graph. The transition of a

random walk process is governed by the element pij of matrix P. As showed in Figure 1, the

score of node i propagates to node j with a probability pij. The refined score of node j at

1For both SIN and KIS, we extract 3 keyframes from each test shot.



iteration k is defined as follows:

xk(j) = α
∑

i∈Bj

xk−1(i)pij + (1− α)v(j); (1)

where xk(j) and v(j) are the reranked score at iteration k and the initial score for image j,

respectively, Bj is the set of nodes pointing to node j, and α ∈ [0, 1] is a parameter used to

control the importance of transition score and initial score.

To construct the transition matrix, two different knowledge sources are employed. First, we

adopt the Flickr context [2] which explores the context information generated by users of image

sharing website. Given two concepts i and j, the Flickr context similarity (FCS) is derived from

NGD using a Gaussian kernel, defined as

FCS(i, j) = e−NGD(i,j)/ρ, (2)

With the number of hits returned by Flickr, NGD estimates concept distance based on Kol-

mogorov complexity theory:

NGD(i, j) =
max{log h(i), log h(j)} − log h(i, j)

logN −min{log h(i), log h(j)}
, (3)

where h(i) denotes the number of images associated with concept i in their context, and h(i, j)

denotes the number of images associated with both concepts i and j; N is the total number of

images on Flickr. More descriptions and evaluations of FCS can be found in [2].

Second, we further infuse the ontology information provided by TRECVID 2010 into transi-

tion matrix. The ontology information defines two kinds of relationship between two concepts, i

implies j or i excludes j, such as “actor” implies “person” and “indoor” excludes “outdoor”. If

i implies j, in random walk process, the score of concept i should be transferred in its entirety

to concept j. Conversely when i excludes j, the scores of concept i and j should not be allowed

to influence one another..

With the above two kinds of knowledge sources, our transition probability is thus defined as:

pij =





1, if i implies j;

0, if i excludes j or j excludes i;

FCS(i, j), otherwise

(4)

1.2.2 Agreement Seeking on Concept Sets

In this framework, we try to leverage ranked lists from a set of neighbor concepts to improve the

performance of an anchor concepts. Given a concept, the set of its k = 3 neighboring concepts is

determined by FCS and ontology reasoning as described in setction 1.2. The set of ranked lists

of the selected concepts are compared to seek the agreement such that videos which are ranked

highly by multiple concepts are considered to be highly relevant. Specifically, for agreement,

linear fusion is used to combine the scores from different concepts. Finally, regularization is

performed to smooth these scores based on the video-to-video similarity derived from the textual

modality.
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Figure 2: Mean average precision of all 101 SIN full version runs submitted to TRECVID 2010.

Our submissions are marked in red.
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Figure 3: Per-concept performance of our submitted runs.
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Figure 4: Number of positive training samples for evaluated concepts in TRECVID 2010



1.3 SIN Results and Analysis

For SIN, we submitted four runs, two baseline runs (Run 3–4) and two reranked runs using

the proposed approaches (Run 1–2). Figure 2 shows the mean average precision (MAP) perfor-

mances of all 101 submissions where our runs are marked in red color. Due to time constraint,

we have ignored the spatial information which tends to be helpful in TRECVID 2009 [5]. This

has resulted in a noticable drop in the performance of all four runs which lie around the median

among all submissions. In general, semantic indexing (SIN) on a web video dataset is more

difficult compared to previous years where the best result of this year is 0.09, which is much

worse than last year (around 0.22). Figure 3 and 4 further detail the average precision (AP) of

our four submissions and the number of positive training samples for each evaluated concepts,

respectively. The performance of our baseline fluctuates from concept to concept. Generally,

concepts with sufficient training samples, e.g., “vehicle” and “ground vehicle”, can achieve higher

AP than concepts that do not, e.g., “bus” and “throwing”. The other factor that impacts the

performance of concept detector is the diversity of the training sample. Despite having more

training samples, the performance of concepts that are too generic or possess very diverse visual

appearance, e.g., “singing” and “hand”, is worse than concepts which are more narrowly defined

or with well-correlated appearance, e.g., “airplane flying” and “boat ship”.

Compared to the baseline which uses local feature alone, the performance improves only

slightly from 0.041 to 0.043 by reranking on the context graph constructed using Flickr context

similarity and ontology relationship. One reason is because the ontology reasoning provided by

TRECVID for the 130 concepts is too weak to make useful inference. The depth of an hierarchical

chain of concepts rarely exceeds two in the ontology and the concepts mainly converge at several

‘generic’ concepts, i.e., “person”, “outdoor” and “indoor”. In addition, the re-ranking framework

assumes that the baseline results, though not perfect, have sufficient positive samples in the

initial ranked list for analysis. Unfortunately, this is not the case for the baseline results, thus

leading to very limited improvement for the random walk framework and even degradation of

performance for the agreement-based framework. However, it is noteworthy that when a concept,

e.g., “vehicle”, with an acceptable baseline performance and sufficient supporting concepts,

random walk does achieve apparent improvement from 0.103 to 0.118.

2 Known-Item Search

2.1 Text-based Search

For metadata search, we extracted the following information associated with the videos if they

are present, i.e., “title”, “description”, “subject”, “keywords”, and “shotlist” (arranged based

on their frequency in test set). For video transcript, we use the automatic speech recognition

(ASR) result donated by LIMSI and Vecsys Research [15]. Depending on the run, the text

from the metadata and ASR are concatenated to form a single document. The query is then

compared against the document set. For similarity measure, instead of using traditional method
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Figure 5: Mean inverted rank of all 41 KIS runs submitted to TRECVID-2010. Our submissions

are marked in red.

Table 1: The total number of detected items within the top 1, 10 and 100, as well as mean

inverted rank performance at top 100 (MIR@100) for all runs.

RunID Description Top1 Top10 Top100 MIR@100

Run 1 Metadata+ASR 57 (19%) 105 (35%) 154 (51%) 0.258

Run 2 Metadata 54 (18%) 98 (33%) 148 (49%) 0.243

Run 3 ASR 19 (6%) 33 (11%) 58 (19%) 0.085

Run 4 Concept-based 0 (0%) 4 (1%) 13 (4%) 0.030

like TF-IDF, our text search model adopts Okpai [13] using the application interface is provided

by Lemur [14].

2.2 Concept-based Search

For concept-based search, we employ the Orthogonal Ontology-enriched Semantic Space (OS2)

[16, 7] to perform concept-to-query mapping. OS2 is constructed by (a) constructing a semantic

space using concepts as basis by ontological reasoning through WordNet [18] and then (b)

performing spectral decomposition to transform the semantic space into a space with orthogonal

bases. The space is learnt on the set of 130 concepts selected for this year’s Semantic Indexing

(SIN) task, which is much smaller than what we use for last year’s TRECVID search task (374

concepts). For detection scores for these concepts, we use the CU-VIREO scores [17] donated

by Columbia University. By OS2, the top-3 nearest neighbor concepts of a query are extracted.

For each keyframe in a video, the detection scores of the selected concepts are linearly fused and

the final video score is given by the largest detection score among its keyframe pool.

2.3 Result Analysis

Figure 5 shows the performance of our systems compared to other runs for automatic search

whereas Table 1 shows the number of detected items within the top 1, 10 and 100 ranked videos,



Table 2: MIR@100 for different information in the video metadata.
Modality MIR@100

Description 0.1935

Title 0.1543

Subject 0.0810

Keywords 0.0049

Shotlist 0.0011

Table 3: Example queries with erroneous query-to-concept mapping. The concepts in the query

are highlighted in bold.

ID Query Selected Concepts

9 Find the video of a view of a calm stream with plant, explosion,

rocks and green moss dancing

17 Find the video of President Bush standing near crowd, meeting,

sea vessels with Coast Guard members talking court

about his pride of the Coast Guard, immigration,

and security issues.

276 Find the video of a man bowling and the titles chair, golf, politics

“Signifying nothing” and “Bowling for Clitonbine”

shown on the video.

as well as the mean inverted rank performance at top 100 (MIR@100) for all submitted runs.

The text-based modalities (metadata and ASR) is able to deliver good retrieval performance

for KIS where in average, the positive videos are found in the 4th position (MIR=0.258) in the

ranked list of our best run (metadata+ASR). We further evaluate the individual performance

of the information in the metadata and the result is given by Table 2. Title and description are

the most reliable metadata information because they are found in more than 95% of the videos

whereas the others in less than 50% of the videos. In general, the textual information, including

ASR, complement each other well when combined into into a single document because they

increases the chances of the query terms to be mapped to the terms in the positive document.

Concept-based search is clearly no longer effective for known-item search where the difficulties

occurs at two levels. First, at the query-to-concept mapping layer, the items defined in the

queries are too specific to be mapped properly to the 130 pre-defined concepts. The problem is

further aggravated by the smaller number of available concept detectors this year. Table 3 gives

several example queries with erroneous query-to-concept mapping. The concepts found in these

queries cannot be mapped to concept dictionary either because of the small concept dictionary

size or the concepts in the query are too specific (e.g., “President Bush” in Query 17). Second,

the performance of the concept detectors from semantic indexing (SIN) is poor this year where

the best run only has a mean inferred average precision (infAP) of 0.09 compared to previous

year with infAP of around 0.22). Table 4 shows some examples with such problem. For these



Table 4: Example queries with some valid query-to-concept mappings but low concept score

detection. The concepts in the query are highlighted in bold.

ID Query Selected Concepts

9 Find the video showing a man with full beard, asian,

black beard and black turban nighttime

225 Find the video of baby girl wearing a yellow shirt girl, infant, chart

reading book on wood floor

281 Find the video with a horse, house, woman and child horse, girl, bird

feeding chickens, and the narrator saying, “ladies

and gentlemen this is a flying saucer”.

queries, the detection score scores of the selected concepts are too low for the positive videos

and as a result, they are mostly ranked out of the top 100 either because of a weak model or the

selected concepts are too general to pinpoint any specific video. In short, KIS throws a totally

new set of challenges that needs to be resolved by current concept-based search techniques.

3 Content-Based Copy Detection

3.1 Video-only copy detection

Our submitted runs for CCD are mainly based on our recent works on near-duplicate video

search [11, 12]. Figure 6 illustrates the overview of our framework, which is composed of an

online retrieval and an offline indexing part. For the offline indexing part, one frame is sampled

every 2.5 second. Keypoints are extracted by Harris-Laplcian detector and described with

SIFT [9]. A visual dictionary of 20K words is generated and each keyframe is represented using

the Bag-of-Words (BoW) feature [8]. A inverted file is then employed to index the keyframe set.

For the online retrieval part, the query is processed by sampling one frame per 1.25 second.

Each sampled frame is represented with BoW, and searched against the inverted file. To allevi-

ate the information loss due to vector quantization, we impose both visual (Hamming Embed-

ding (HE) [10]) and geometric verification (Enhanced Weak Geometric Consistency Checking

(EWGC) [12]) on the visual word matches. We further incorporate Scale-Rotation Invariant

Pattern Entropy (SR-PE) [11] as the post-processing to alleviate false matches introduced by

BoW retrieval. Together with EWGC, SR-PE is employed to perform reciprocal validation since

EWGC and SR-PE are two different ways in estimating the same linear transformation param-

eters (scale and rotation). Finally we employ 2D Hough transform (HT) to aggregate the scores

from corresponding frames and localize the copy segments. Since we only conduct video-only

copy detection, for video+audio detection task, we simply submit the same detection results for

the corresponding queries.

We submitted three runs based on our video-only detection framework. The configurations

of these three runs are detailed as follows.
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Figure 6: Video-only copy detection framework.

Vireo.m.BALANCED.srpe: This run employs HE, EWGC, SR-PE and 2D HT, as indicated

in Figure 6. The similarity between the query and retrieved reference frames are measured by

the multiplication of BoW similarity and the number of correct matches identified by SR-PE.

These similarity values between query and reference frames are later aggregated by 2D HT. For

each query, we only return the top-one retrieved video whose scores are above a threshold as

our final submission.

Vireo.m.BALANCED.srpeflip: Repeating the same procedure as the previous run, we flip

the query and perform the detection a second time. The retrieval results are then linearly fused

with previous run before being fed into 2D HT. Similar to previous run, we return only the top

one retrieved videos as our final submission.

Vireo.m.NOFA.srpeflip: This run is the same as the second run except that we choose a

higher threshold to prune out more false alarms.

3.2 Reciprocal Validation

Based on the linear transformation parameters (scale and rotation) recovered from different esti-

mation models in SR-PE and EWGC, we can perform reciprocal validation (RV) on visual word

matches during the post-processing stage. In [11], affine transformation parameters, namely

scale (ŝ) and rotation (θ̂), are estimated for a matched keypoint pair pq by referring to another

matched keypoint pair p′q′ (assuming that point p and p′ are in image I while q and q′ are in

image J ). The scale ŝ between image I and image J can be approximated by the distance ratio

between
−→
pp′ and

−→
qq′ while the rotation θ̂ can be approximated by the angle between

−→
pp′ and

−→
qq′.

Alternatively, by EWGC [12], the transformation parameters scale (s̃) and rotation (θ̃) for

the matched pair, pq can also be estimated based on the keypoints characteristic scales and

dominant orientations.



Table 5: Video-only performances of two BALANCED runs.

Opt.NDCR Opt.F1

srpe srpeflip m.median m.best srpe srpeflip m.median m.best

T1 1.107 1.107 1.037 0.005 0.000 0.000 0.581 0.974

T2 1.107 1.107 1.026 0.088 0.000 0.000 0.449 0.976

T3 0.799 0.784 0.998 0.001 0.589 0.584 0.829 0.976

T4 1.107 1.107 1.003 0.003 0.000 0.000 0.824 0.980

T5 0.880 0.791 0.998 0.003 0.471 0.555 0.819 0.981

T6 0.679 0.679 1.003 0.014 0.622 0.622 0.822 0.985

T8 0.832 0.718 0.988 0.050 0.587 0.626 0.870 0.981

T10 0.924 0.848 0.988 0.076 0.508 0.548 0.811 0.980

Table 6: Video-only performances of NOFA run.

Opt.NDCR Opt.F1

srpeflip m.median m.best srpeflip m.median m.best

T1 108.071 15.89 0.086 0.000 0.761 0.974

T2 108.071 90.19 0.06 0.000 0.607 0.976

T3 0.835 0.988 0.056 0.559 0.9 0.976

T4 107.995 1.00 0.073 0.486 0.856 0.980

T5 0.880 0.998 0.039 0.516 0.877 0.981

T6 0.679 1.003 0.052 0.650 0.896 0.985

T8 0.880 0.988 0.079 0.537 0.898 0.981

T10 0.856 0.988 0.082 0.542 0.894 0.980

s̃ = 2(sq−sp), (5)

θ̃ = θq − θp, (6)

where sp, sq and θp, θp are the characteristic scales and dominant orientations for keypoints p

and p, respectively.

To qualify as a valid match, ŝ must be similar to s̃, while θ̂ must be similar to θ̃. Conversely,

this does not hold true for false matches. Therefore, pruning noisy visual word matches is

achieved by deleting matches whose discrepancies (△ = max{|θ̂− θ̃|, |ŝ− s̃|}) from the estimated

parameters are higher than a threshold. As ŝ, θ̂ and s̃, θ̃ are estimated independently, such kind

of reciprocal validation can be quite effective.

3.3 Experiment Result

Table 5 and 6 show the performances of three runs, measured in terms of NDCR and F1, com-

pared to the best and median audio+video results2. Overall, the three submitted runs show

unsatisfactory performances compared to the best run. For the transformations T3, T5, T6, T8

and T10, the performances of all three runs are still above the median level. As seen from Ta-

ble 5, by fusing the retrieval results from original and flipped queries, the performances of BAL-

2The best and median results are estimated from the results officially released by TRECVID.



ANCED.srpeflip on these five types of transformations have seen considerable improvements.

One possible reason is because when symmetric scenes and objects are flipped, the keypoints for

true-positive segments are preserved and enhanced while the keypoints for negative segments

will undergo more significant change and are thus less correlated. Our approach fails to identify

video copy on transformations T1 (camcoding), T2 (Pic-in-Pic) and T4 (re-encoding with high

compressing rate). This is mainly because BoW retrieval simply misses most of the true-positive

frames in the reference set. This is due to the significant drop of video quality in the queries

where many corresponding visual words are indexed into different bins in the inverted table.

To verify our judgement, we performed brute force point-to-point matching between the query

and ground-truth frames for the failure cases. Even when we engage a much robust matching

algorithm, it turns out that only a small number of correct point matches can be found. To

handle these types of video copies with severe visual transformations, further incorporating the

audio information is an appropriate choice.

In terms of query processing and retrieval time, the BALANCED.srpe run takes approxi-

mately 152.7 seconds to complete the search for a query video of average time duration 71.7

seconds. For BALANCED.srpeflip and NOFA.srpelip runs, the average processing runtimes are

exactly doubled.

4 Summary

This year, we explore integrating ontology context relationship for semantic indexing (SIN).

We test two approaches, random walk on context graph and agreement seeking on neighboring

concepts, for detection score refinement. Unfortunately, due to an unsatisfactory baseline result

and weak reasoning relationship between concepts, the random walk approach only manages to

achieve slight improvement and the agrement-based framework, which more aggressively re-rank

the videos, degrades the performance. The poor performance for the baseline are attributed

to the lack of training samples for certain concepts, the complexity of the concepts and the

employment of a simple feature which neglects the spatial information. For known-item search,

the text-based modality (metadata and ASR) is able to deliver good retrieval performance.

Through combining all textual information into a single document, the chances of the documents

to be mapped to query terms are enhanced since different kinds of textual information can

complement each other well. In contrast, concept-based search is ineffective for known-item

search. This is because the query is too specific to be mapped into a small dictionary of 130

pre-defined concepts. Moreover, the performance of concept detector from semantic indexing

(SIN) is far from satisfactory to be able to support concept-based search.

For content based copy detection, our detection approach is solely based on visual contents

of the video sequences represented by BoW. To alleviate the false alarms introduced by vector

quantization, both visual and geometric verifications are adopted. According to our evaluation,

the framework fails to detect video copies which undergo severe visual transformations such as

camcoding, pic-in-pic and strong re-encoding. The keypoints feature becomes intolerant to these



types of variations. In such context, to further consider the audio feature may be essentially

helpful.
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