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AD VA N C E S I N WIRELESS V I D E O

INTRODUCTION
An ad hoc wireless network is a collection of
wireless nodes that self-configure to form a net-
work without the aid of any established infra-
structure. Some or possibly all of these nodes
are mobile. These networks are extremely com-
pelling for applications where a communications
infrastructure is too expensive to deploy, cannot
be deployed quickly, or is simply not feasible.
There are numerous potential applications for
ad hoc wireless networks, ranging from multihop
wireless broadband Internet access, to sensor
networks, to building or highway automation, to
voice, image, and video communication for dis-
aster areas.

The lack of established infrastructure, the
network and channel dynamics, and the nature
of the wireless medium offer an unprecedented
set of challenges in supporting demanding appli-
cations over ad hoc wireless networks. The wire-
less channel is inherently a broadcast medium,
so transmissions from different nodes interfere
with each other. The quality of wireless links
vary over time and space due to interference,
multipath fading, and shadowing. Network con-
ditions are highly dynamic as nodes join and
leave the network in an unpredictable manner.
Furthermore, as new links are formed and oth-
ers vanish, routing of traffic from one node to

another may frequently change. These daunting
challenges have spurred a large body of research
on the design, analysis, and fundamental perfor-
mance limits of ad hoc wireless networks.

For video streaming, high bandwidth require-
ments are coupled with tight delay constraints as
packets need to be delivered in a timely fashion
to guarantee continuous media playout. When
packets are lost or arrive late, the picture quality
suffers as decoding errors tend to propagate to
subsequent portions of the video. Due to the
high bit rate requirements of video, a media
stream may congest the network significantly.
Hence, it is imperative to account for the poten-
tial impact of each video user on the network
statistics and guarantee that the network is not
operating beyond its capacity. Unfortunately,
most network designs do not provide mecha-
nisms for protocol layers to optimally adapt to
underlying channel conditions and specific appli-
cation requirements. While protocol layering is
an important abstraction that reduces network
design complexity, it is not well suited to wireless
networks since the nature of the wireless medi-
um makes it difficult to decouple the layers.
Moreover, meeting the end-to-end performance
requirements of demanding applications is
extremely challenging without interaction
between protocol layers.

We believe that video streaming over ad hoc
wireless networks can benefit substantially from
a cross-layer design. In this design, interdepen-
dencies between layers are characterized and
exploited by adapting to information exchanged
between layers and building the appropriate
amount of robustness into each layer. For exam-
ple, routing protocols can avoid links experienc-
ing deep fades, or the application layer can
adapt its transmission rate based on the underly-
ing network throughput and latency. In this arti-
cle we explore a new framework for cross-layer
design that incorporates adaptation across all
layers of the protocol stack: application, trans-
port protocols, resource allocation, and link
layer techniques. Link capacities are dynamically
reallocated based on link state information, and
stream-based multipath source routing and
scheduling is performed by balancing network
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congestion and distortion of real-time media
streams. This framework includes new tech-
niques to jointly optimize error-resilient source
coding, packet scheduling, stream-based routing,
link capacity assignment, and adaptive link layer
techniques. The optimization is carried out
dynamically by all nodes, based on link state
communication, to continuously adapt to the
changing wireless link conditions and traffic
flows. We demonstrate that this cross-layer
framework can provide significant performance
gains with manageable complexity.

This article starts with a survey of current
research in video over wireless networks, and a
description of the new cross-layer design frame-
work. To illustrate this framework, several pre-
liminary results from ongoing research are
presented, including adaptive link layer tech-
niques, joint capacity and flow assignment for
video streaming, congestion-distortion opti-
mized packet scheduling and optimized rate
allocation.

RELATED WORK

Supporting multimedia applications over wireless
links has been one of the main fields of attention
in the networking and video coding communities
in the last decade. For such applications, it is
well known that the separation principle of
source and channel coding put forth in Shan-
non’s information theoretic framework does not
hold. Hence, joint source and channel coding
techniques have been proposed to overcome the
challenges of wireless links. However, these have
not yet led to a unified solution to this problem,
as explained in [1]. Nevertheless, these consider-
ations have strongly influenced the video com-
munity in the design of the new H.264 video
coding standard, which incorporates a highly
flexible syntax well suited to network transmis-
sion [2].

As the number of nodes of a wireless net-
work grows, interference increases, reducing the
achievable data rates. In a landmark paper, the
capacity of a static wireless ad hoc network is
shown to asymptotically vanish as the number of
users increases [3]. However, recent results show
that in more practical settings, the high data
rates and low delay constraints of multimedia
applications may be supported [4, 5]. The 802.11
protocol operating in ad hoc mode provides an
interesting benchmark against which proposed
designs for ad hoc networks may compete. In its
simplest form, it allows for one user at a time to
be active within a carrier sense region (typically
on the order of a few hundred meters). As only
active hosts occupy the wireless medium, this
medium access control (MAC) protocol comes
closer to the achievable capacity than time-divi-
sion multiple access (TDMA) or frequency-divi-
sion multiple access (FDMA) systems. In this
sense it already incorporates some cross-layer-
ing. However, this design is restrictive in more
than one way and may have to be surpassed to
enable efficient media streaming.

The art of video streaming over ad hoc wire-
less networks is still in its infancy, especially
when addressed via a cross-layer network design.
Most of the recent research considers only a

subset of layers of the protocol stack. In [4] path
diversity in an 802.11 network combined with
multistream coding of video is proposed and
analyzed. Other cross-layer approaches have
been suggested, as in [5], where source, channel
coding, packetization, and MAC layer retrans-
missions are performed together to reach opti-
mized usage of the wireless channel. Power and
flow may also be allocated jointly through con-
vex optimization to minimize network congestion
[6], and this joint allocation can be combined
with MAC layer scheduling [7]. Much work still
needs to be done along these directions to iden-
tify and exploit cross-layer interactions in real-
time media streaming over ad hoc wireless
networks.

CROSS-LAYER DESIGN FRAMEWORK

A cross-layer approach to network design seeks
to enhance the performance of a system by joint-
ly designing multiple protocol layers. This
approach allows upper layers to better adapt
their strategies to varying link and network con-
ditions. The resulting flexibility helps to improve
end-to-end performance given network resources
and dynamics. These design concepts are partic-
ularly useful for supporting delay-constrained
applications such as video.

A cross-layer approach to network design can
significantly increase the design complexity.
Indeed, protocol layers are extremely useful in
allowing designers to optimize a single protocol
layer design without the complexity and exper-
tise associated with considering other layers.
Thus, cross-layer design should not eliminate the
design advantages of layering. Keeping some
form of separation, while allowing layers to
actively interact, appears to be a good compro-
mise for enabling interaction between layers
without eliminating the layering principle. In
such a structure each layer is characterized by
some key parameters, which are passed to the
adjacent layers to help them determine the oper-
ation modes that will best suit the current chan-
nel, network, and application conditions. In such
a design each layer is not oblivious of the other
layers, but interacts with them to find its optimal
operational point. The main design difficulty in
this cross-layer approach resides in characteriz-
ing the essential information that should be
exchanged between layers. For example, the link
layer might be characterized by parameters rep-
resenting the channel quality, such as signal-to-
interference-plus-noise ratio (SINR), or link
layer state information such as the bit error rate
(BER) or supported data rate. Similarly, the net-
work and MAC layers might exchange the
requested traffic rates and supportable link
capacities.

Figure 1 shows a block diagram of a new
cross-layer design framework with information
exchange between the different layers. At the
link layer, adaptive techniques are used to maxi-
mize the link rates under varying channel condi-
tions. This extends the achievable capacity region
of the network. Each point of this region indi-
cates a possible assignment of the different link
capacities. Based on link state information, the
MAC selects one point of the capacity region by
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assigning time slots, codes, or frequency bands
to each of the links. The MAC layer operates
jointly with the network layer to determine the
set of network flows that minimize congestion.
To find a jointly optimal solution for capacity
assignment and network flows, successive subop-
timal solutions are exchanged iteratively between
these two middle layers tht constitute the core of
our cross-layer framework. At the transport
layer, congestion-distortion optimized scheduling
is performed to control the transmission and
retransmission of video packets. Finally, the
application layer determines the most efficient
encoding rate.

In the remainder of this article we discuss
the application of this framework to low-latency
video streaming. Specifically, in the next section
we present in more detail some adaptive link
layer techniques. These techniques determine
the maximum rates that can be transmitted
between any two nodes in the network. We
show how the operating network capacity can
be jointly optimized with network flow to
improve the end-to-end performance of video
streaming. We consider application layer infor-
mation to determine which packets should be
transmitted and when to maximize the decoded
video quality while limiting network congestion,
and explain how to determine the optimal
streaming rate.

ADAPTIVE LINK LAYER TECHNIQUE

Wireless link throughput is severely affected by
channel impairments such as shadowing, multi-
path fading, and interference. Adaptive modula-
tion is an efficient technique to improve the data
rate by adapting link layer design variables to
the variations of the channel environment. These
parameters may include modulation, coding,
transmitter power, target BER, symbol rate, and
combinations of these parameters.

In general, adaptive link layer techniques
have not been considered in a cross-layer frame-
work. In this section we consider two adaptive
link layer techniques to improve link throughput.
We first consider adapting the packet length,
given the current SINR and link layer parame-
ters, to optimize throughput. In addition, for a
fixed packet length, we consider optimizing link
layer parameters such as symbol rate and con-
stellation size for maximal throughput. Indeed,
when the packet length is too large, packet error
rate (PER) increases, and throughput is limited
by frequent retransmissions. On the other hand,
the smaller the packet the larger the overhead.
The optimal packet length L* which maximizes
throughput is given by

(1)

where H is the size of a packet header,1 b is the
number of bits per symbol, and Pe is the proba-
bility of symbol error, which will depend on the
modulation type and link SINR [8]. A joint opti-
mization of the packet length and link layer
parameters yields the following rule of thumb.

High SINR region: When the channel gain is
high, the maximum symbol rate should be used

with the highest tolerable constellation size. The
corresponding optimal packet length increases as
the channel quality improves.

Low SINR region: The error rate should be
decreased by adding redundancy in the transmis-
sion. One way to accomplish this is to reduce
symbol rate; a more practical implementation
could use a larger spreading factor or heavier
coding. In any case, a packet is transmitted over
an extended period of time. The optimal amount
of redundancy is such that the optimal symbol
error rate in Eq. 1 remains constant.

When all the parameters are optimally cho-
sen, we obtain a point-to-point link throughput
given by

(2)

where W is the channel bandwidth and Γ is a
parameter determined by the link layer design.
The throughput performance of this adaptive
link layer technique is shown in Fig. 2 for uncod-
ed transmission, where a constant gap from
Shannon capacity is observed, for different types
of channels. This gap could be reduced by using
various channel coding techniques.

In a network with more than two nodes, the
wireless medium should be shared among multi-
ple sender-receiver pairs through a transmission
strategy that coordinates medium access. For a
given arrangement of nodes an achievable data
rate on each link using our adaptive technique is
computed by Eq. 2 and the time fraction during
which the link will be active under a particular
transmission strategy. By considering all the dif-
ferent transmission strategies between senders
and receivers, one can compute an achievable
capacity region that characterizes the data rates
that are simultaneously achievable between each
source-destination pair.2 Upon further inspec-
tion, only a limited number of these strategies
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n Figure 1. Cross-layer design framework for low-latency media streaming over
ad hoc wireless network.
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are relevant, in that they achieve rates that can-
not be obtained by time-sharing between other
strategies. For an ad hoc network of limited size
(e.g., tens of nodes) this region can be computed
exactly [9]. Figure 3 shows an example of this
achievable capacity region that shows all the rate
pairs simultaneously achievable between two
specific sender-receiver pairs. Note that the use
of a more advanced transmission scheme increas-
es the achievable capacity region. A capacity, as
well as a flow, shall be optimally assigned within
this region so that traffic requests can be accom-
modated with minimal congestion. This topic is
discussed in the next section.

JOINT ALLOCATION OF
CAPACITY AND FLOW

Given the network capacity, the network layer
assigns traffic flows to each link. The closer the
flow is to the link capacity, the higher the laten-
cy on that link. The optimal capacity and flow
assignment may be computed to minimize any
convex or quasi-convex cost function, such as the
maximum link utilization over the links of the
network,

(3)

As explained in [10], this metric of network con-
gestion is a quasi-convex function of the network
flows and capacities of the network, f and C. It
can be minimized, for example, by a bisection
algorithm that involves solving a sequence of
convex feasibility problems.

Optimal solutions make efficient use of net-
work resources by favoring good-quality links.
Typically, the flow between a sender and a receiv-
er is split among multiple paths. This has some
advantages as path diversity may provide higher
aggregate data rate through spatial reuse of the
wireless spectrum. Multiple routes also have
uncorrelated loss patterns; this can be exploited
at the application layer. On the other hand, use
of a higher number of links creates more con-
tention at the MAC layer, and the complexity of
maintaining multiple routes is higher.

To assess the advantages of cross-layer design,
we also consider design with oblivious layers,
where capacity and flow are optimized indepen-
dently. In this design bidirectional links are
established between neighboring nodes, and the
minimum transmission rate supported by these
links is maximized. Given this fixed capacity
assignment, the flow assignment is computed by
minimizing the same objective function as in Eq.
3. Note that for this kind of design some links
are assigned wireless capacity, even though they
do not have any traffic to support. This results in
a waste of network resources, as illustrated in
the following.

The effect of multipath routing is vastly dif-
ferent for each of the two designs. For the net-
work with oblivious layers, the capacity
assignment is fixed and only depends on topolo-
gy. Through multipath routing, the data rate
allocated to different paths is aggregated, lead-
ing to a larger data rate and thus better perfor-
mance. Interestingly, for cross-layer design,
regardless of the number of paths, high rates can
always be supported as resources are only allo-
cated to active links. More details are provided
in [10].

Figure 4 shows an example of the perfor-
mance of the cross-layer design and the oblivious
layer design for video streaming over three paths
between two nodes of a simulated mobile wire-
less network. In both cases the video stream is
encoded at the highest sustainable rate and
transmitted over the User Datagram Protocol
(UDP). The received video quality is measured
in terms of the peak signal-to-noise ratio
(PSNR). The advantage of the cross-layer
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scheme for which only active links are assigned
resources is apparent from the curves. The cross-
layer design can support a rate up to 1.9 Mb/s,
whereas the design with oblivious layers can only
hold 250 kb/s of traffic. Consequently, the best
achievable video quality with joint assignment is
39 dB in PSNR on average, 6 dB higher than
that of independent optimization.

SCHEDULING AND RATE ALLOCATION

In this section we describe the additional
improvement that can be obtained through the
use of smart packet scheduling, and discuss how
to determine the optimal operating rate for
streaming.

CONGESTION-DISTORTION OPTIMIZED SCHEDULING

Losses on the wireless medium are inevitable
due to interference, collisions, and mobility.
The absence of a packet at the decoder causes
a decoding error, which translates into a quali-
ty drop that may propagate to subsequent
frames. This effect is illustrated in the sudden
quality drops present in Fig. 4, mainly caused
by losses on broken links. These drops may be
mitigated by smart scheduling at the transport
layer.

Traditional transport layer protocols such as
TCP provide reliable transmission but are
unaware of delay requirements and relative
importance of packets. In cross-layer design
superfluous transmissions may be avoided by
taking into account application layer delay con-
straints. In [11] an even more advanced tech-
nique is proposed, which seeks optimal
transmission schedules based on the importance
of each packet of a video stream. This type of
scheduling aims at maximizing the decoded
video quality at the receiver while abiding with
a rate constraint. In congestion-limited situa-
tions, it is beneficial to use instead a conges-
tion-distortion optimized (CoDiO) scheduler,
which limits end-to-end delay [12]. This metric
better reflects the impact of a user’s transmis-
sions on the congestion of a network. In addi-
tion, is inherently adaptive to time-varying
network conditions.

The CoDiO scheduler selects the most impor-
tant packets in terms of video distortion reduc-
tion, and transmits them in an order that
minimizes the congestion created on the net-
work. For example, I frames are transmitted
with priority, whereas B frames might be
dropped, and only the most important frames
are retransmitted. In addition, the CoDiO sched-
uler avoids transmitting packets in large bursts
as this increases the queuing delay. Gains for
this type of scheduler, over a time-varying ad
hoc network, are presented in [12].

DETERMINING THE OPTIMAL OPERATING RATE
The optimized flow assignment described earlier
is performed based on network capacity and the
rate requested by the application, regardless of
any latency requirement. For low-latency stream-
ing, when the transmitted rate exceeds a certain
threshold, self-congestion causes too much delay
in the network to meet the tight delay constraint,

and the received video quality eventually
degrades. With independent layers, the optimal
operating rate is determined by algorithms such
as TCP-friendly rate control [13] based on end-
to-end statistics. In our cross-layer optimization
the application layer determines the optimal rate
for the video stream, based on rate-distortion
characteristics, delay constraints, and current
network conditions.

In [14] we derive a model that captures the
impact of both encoder quantization and packet
losses due to congestion on overall video quality.
This model can be used to determine the highest
sustainable rate, in conjunction with the opti-
mization described earlier. As an illustration,
Fig. 5 shows the decoded video quality for a
sequence, encoded at different rates and trans-
mitted over six paths, according to the flow
assignment performed earlier. The performance
predicted by the model is represented along with
experimental results for difference playout dead-
lines. When the encoding rate approaches the
maximum aggregate data rate sustainable by the
network (approximately 360 kb/s in this case),
the video quality drops, as the end-to-end delay
increases due to congestion. When the delay tol-
erance is small, this performance degradation
occurs at rates well below network capacity, as
even a slight increase in queuing delay affects
the loss rate. In other words, delay constraints
reduce the effective network capacity. The high-
est video quality and the optimal operating rate
correspond to the maxima of the curves repre-
sented in Fig. 5.

CONCLUSIONS

The unique characteristics of wireless ad hoc
networks call for new design paradigms that
move beyond conventional layering. While
joint optimization allows interaction and flexi-
ble resource allocation across the network pro-

n Figure 4. PSNR performance of video streaming for two different network
architectures.
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tocol stack, the growing complexity may be
prohibitive for practical implementation. To
strike a balance between performance gains
and design complexity, it is important to keep
the abstraction of layering while al lowing
information exchange between adjacent layers.
The large gains foreseen by enabling different
layers to collaborate are promising for
demanding applications such as audio-visual
conversations.

We explore a cross-layer design framework
for real-time video streaming, which maintains
a general layered structure and identifies the
key parameters to be exchanged between adja-
cent layers. In this context adaptive link layer
techniques that adjust packet size, symbol rate,
and constellation size according to channel con-
ditions are used to improve link throughput,
which in turn improves the achievable capacity
region of the network. At the MAC and net-
work layers, joint allocation of capacity and
flow optimize the supportable traffic rate signif-
icantly, and consequently can improve the end-
to-end video quality by a wide margin. Smart
scheduling at the transport layer further pro-
tects the video stream from packet losses and
ensures timely arrivals of the video packets
without causing excessive network congestion.
Knowledge of the video rate-distortion trade-
off and latency requirement at the application
layer is used to select the most appropriate
source rate for video delivery. Preliminary
experimental results illustrate the performance
gains achieved by the framework. Future
research will focus on achieving similar gains
through distributed algorithms while increasing
adaptivity, robustness, and scalability.

Many challenging problems lie ahead, and
the question of optimal cross-layer design is far
from being resolved. While cross-layering pro-
vides significant performance advantages, it can

also greatly increase complexity, which can
make it more difficult to obtain design insights.
We expect that the most significant gains will
come from interaction between just a few lay-
ers, and separation theorems may exist in some
settings where decoupling of layers is optimal.
These issues present important areas of future
research.
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n Figure 5. Rate-PSNR performance for live video streaming of “Foreman” using
six-path routing for different playout deadlines.
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SCALING THE MOBILE INTERNET

Industry forums and standards bodies such as WiMAX, WiFi, 3GPP, 3GPP2, IEEE, and OMA are proposing the next generation wire-
less IP networks based on IETF, 3GPP, 3GPP2, and IEEE standards with differing perspectives in the use of the various protocols. This
has led to the specification of infrastructure and radio access networks that are fundamentally different and difficult to interoperate.
Besides ever changing technology, mergers and acquisitions, have forced carriers to deal with the expense and complexity of operat-
ing heterogeneous wireless networks in different parts of the world. There exists an urgent need to increase understanding of the
value of Internet-based solutions and to converge to an appropriate open mobile wireless Internet architecture that is flexible, capa-
ble of delivering services to end devices seamlessly, independent of the networks, eliminates proprietary protocols, and supports all
end user devices.

The convergence of various wireless networks and protocols, including wireless  LANs and Voice over IP (VoIP) protocols, will be part
of the evolving mobile Internet. In addition, we will be seeing increased deployment of wireless multimedia services over IP, of
which VoIP is just one special case. Insights are needed to guide wireless networking innovation, identify and exploit architectural
strengths and minimize their weaknesses so as to further drive technology evolution that can in turn drive new service deployments.
While a number of issues have appeared addressing several of the topics listed below, very little attention has been given to scaling
the mobile Internet and the associated performance issues. This feature topic solicits papers to fill this void that demonstrate suit-
able metrics and methodologies, and apply them to understand the scalability, performance, cost and complexity of next generation
IP-based converged wireless networks before they are deployed. 

Papers are solicited, in the context of an open Internet based architecture, that address the following topics of great interest to
mobile operators including simulations, analyses, and models of wireless architectures to determine various attributes that can help
architects and systems designers to scale the Mobile Internet:

•Performance and mechanisms for performance management, e.g., caching schemes, pluggable edge services, others
•Complexity issues related to the number of protocols in the network, and in particular to seamless handoff between diverse 

wireless networks
•Scalability and Complexity of QoS schemes (MPLS, GMPLS, diffserv, intserv, RSVP) 
•Architecture scalability metrics for the mobile Internet that can be globally applied to heterogeneous environments encompassing

UMA, OMA, 3GPP2, 3GPP, WiFi and WiMAX components
•Performance and scalability of the IP Multimedia Subsystems (IMS)
•Scalability and complexity of MSoIP protocols 
•Scalability and complexity of notification, presence, caching  
•Scalability of messaging architectures
•Service architectures for the Mobile Multimedia Internet (e.g., OSA) and their scalability 
•Mobility with IPv4 and IPv6 for the integration of wireless LANs, CDMA, GSM, and 3G wireless networks and beyond and the 

associated complexity issues
•Issues such as reliability, availability, monitorability, serviceability, extensibility as well as security, openness, and manageability

Prospective authors should submit their manuscripts in PDF or Word format by email to one of the guest editors. Refer to “Informa-
tion for Authors” available at 

http://www.comsoc.org/pubs/commag/sub_guidelines.html for submission guidelines for authors
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