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Abstract

In QAC-4, we defined question answering

task using any type of question, mainly fo-

cused on non-factoid questions. There are

8 participants and 14 runs from these par-

ticipants. In the evaluation, four kinds of

criterion were used for some portion of par-

ticipants answer set. The evaluation re-

sults showed some of the participant sys-

tems could focus on the area which correct

answer contents exist but have tendency to

fail to extract correct answer areas. It is

caused by complex question types and dif-

ficulty of correct answer scope extraction.

1 Introduction

Question Answering Challenge (QAC) was carried

out from the NTCIR Workshop 3[Fukumoto et al.

(2002)] and this QAC is the forth evaluation of

question answering. Question answering in an open

domain is a task for obtaining appropriate answers

to given domain independent questions written in

natural language from a large corpus. The pre-

vious three QACs are mainly focused on factoid

type questions [Fukumoto et al. (2002)][Fukumoto

et al. (2004)] [Fukumoto et al. (2003)] and tasks

are list questions and Information Access Dialogue

(IAD) questions [Kato et al. (2004b)][Kato et al.

(2005)][Kato et al. (2004a)]. However, there are

many types of questions such as why-type ques-

tions and how-type question. The purposes of the

QAC-4 are to try question answering beyond fac-

toid type questions that is to expand question types

and to reveal how to extract answers for these type

questions. Moreover, it is also necessary to es-

tablish how to evaluate such questions automat-

ically. For evaluation of factoid type questions,

we have applied matching with correct answers but

this technique is not sufficient because answers for

these type questions tend to be longer one. Hu-

man level evaluation is also very difficult prob-

lem. QAC-4 will welcome participants who will

join evaluation (automatic or human evaluation) for

such type questions. Evaluation of QAC-4 will be

some sort of pilot task for the next QAC evaluation.

QAC-4 will concentrate on question answering re-

search of how to extract or generate long answers

for non-factoid questions and how to evaluate such

answers through discussions with participants and

task organizers.

2 Task Description of QAC-4

In QAC-4, we have set two kinds of tasks: Question

answering track and Evaluation track. Question an-�����
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swering track is aimed at evaluation of question an-

swering using non-factoid questions. We mainly

focused on non-factoid type question in this track,

however, there might be short answer questions in

question set. In Evaluation track, we aimed at open

evaluation because there are many ways of evalua-

tion, for example, human evaluation and automatic

evaluation will be possible and there are also many

methods in these evaluations.

QAC-4 tasks

1. Question Answering Track

• Question will be non-factoid type ques-

tion such as why-type, definition, ques-

tion which has answer consists of multi-

ple noun phrases.

• There will be 100 questions which are

natural ones, not generated using target

documents.

• System returns a set of answers for a

question.

• Participants have to return human made

answers for questions.

• Systems answers will be used for Evalu-

ation Track.

2. Evaluation Track

• Participants can join evaluation of QA

Track with their own evaluation method.

• Participants will evaluate correctness and

appropriateness for given questions us-

ing their own evaluation method, human

evaluation or automatic evaluation.

We have set Evaluation track at QAC-4 but there

is only one participation for this track from QAC

task organizers. Therefore, task organizers have

done human evaluation and automatic evaluation

which are only evaluations in QAC-4.

Question set

We used four year (1998-2001) Mainichi Newspa-

per articles for target document set of QAC-4 and

made 120 questions using these document sets. In

question development, we showed several topics

extracted from target documents and asked a ques-

tion developing person make arbitrary questions to-

ward these topics, which will be basically beyond

factoid questions. We also asked her make answers

for the questions. Answers are extracted from and

documents and are allowed to be modified to ap-

propriate ones. Some sentences which include an-

swer expressions are also extracted to indicate an-

swer scope for further research. For Formal Run,

we selected 100 questions and their answers from

these question sets.

Task participant list

There were 8 participants and 14 runs at QAC-4

as shown in Table 1. In this Table there are team

names, system ID names of the teams and the num-

ber of runs. System ID is indicated by system ID

name with Run ID in evaluation.

Table 1: Participants for QAC-4

Participant name Sys.ID Runs

Aoyama Gakuin Univ. HARAD 1

Carnegie Mellon Univ. LTI-J 1

Hokkaido Univ. HOMIO 2

+ Mie Univ.

+ Otaru Univ. of Commerce

National Institute of NICT 2

Information and

Communications Tech.

NTT Communication NCQAW 2

Science Laboratories

Ritsumeikan Univ. RitsQ 1

Toyohashi Univ. of TTH 3

Technology

Yokohama National Univ. Forst 2

There are two more participants at registration

but unfortunately they could not send their results.

Evaluation schdule

Evaluation schedule is as follows:

Apr. 15, 2006 Call For Participation

May 31, 2006 Deadline of task participation

Jun. 22, 2006 Sample question set delivery

Sep. 25, 2006 Question set delivery

Oct. 20, 2006 System results due

Nov. 1, 2006 Start of Evaluation

Feb. 9, 2007 Evaluation results release

Question and Answer File Formats Description

In the following format description, unless spec-

ified others, one byte characters are used for all

numbers and alphabets. A [xxx] type notation�����
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stands for non-terminal symbols, and <CR> rep-

resents carriage return.

The Question File consists of lines with the fol-

lowing format.

[QID]: ‘‘[QUESTION]’’<CR>

[QID] has a form of [QuestionSetID]-

[QuestionNo]-[SubQuestionNo].

[QuestionSetID] consists of four al-

phanumeric characters. [QuestionNo] and

[SubQuestionNo] consists of five and two nu-

meric characters, respectively. [QUESTION] is a

series of two byte characters. “ � ” and “ � ” are

used for punctuation marks. “
�

” is not used.

[Examples]

QAC4-00001-00: “ � � � 	 
 � � � � � � �� 
 � � � � � ”<CR>

QAC4-00002-00: “ � �  ! # � % ' ( * + ,- � 	 . / 0 � � � 	 3 4 5 7 8 9 ; = � @
� � � � ”<CR>

QAC4-00003-00: “ � � � 	 � � � � � 3 D EF H I � � � � � ”<CR>

Answer File Format
The Answer File consists of lines with the follow-

ing format (so called CSV format).

[QID], ‘‘[Answer]’’, [ArticleID],
[MFlag]<CR>

(, ‘‘[Answer]’’, [ArticleID],
[MFlag]<CR> )*

where (...)* is Kleene star, and specifies zero

or more occurrences of the enclosed expression.

[QID] is the same as in the question file format

above. It must be unique in the file, and ordered

identically with in the corresponding question file.

It is allowed, however, that some of [QID]s do

not list at the file. [Answer] is the answer to the

question, and a series of two byte characters. [Ar-

ticleID] is the identifier of the article or one of

the articles used in the process of deriving the an-

swer. It consists of nine numbers followed with JA-

. [MFlag] is “E” or “M”. It will be “E” if the answer

string is a part of document [ArticleID]. It will be

“M” the answer string is modified from extracted an-

swer string from the document [ArticleID]. In

the answer file, the line beginning with “#” is a

comment. You may include any information, such

as a support or context of your answer, as com-

ments.

The following is an example of the answer to the

question:

[Examples]

QAC4-00001-00: “ � � � 	 
 � � � � � � �� 
 � � � � � ”

There are two answers for the above question and

answer file example is shown below.

QAC0-10001-00, “ K M N O Q � S K N V W X
' Y Z [ � \ ] 7 8 9 # _ 
 � � ”,

JA-001207101, E <CR>

, “ � � � � a b � 	 * + c e � 	 � f g 3 ,
� I 
 � / ”, JA-980227197, E <CR>

3 Evaluations

We have received a number of answers for Formal

Run questions from 14 system runs of 8 teams. We

also asked all the participants to submit correct an-

swer set made by human and used these submitted

correct answer set for development of correct an-

swer set. We are planning to use all the submitted

answer sets for evaluation, however, there are too

many answers (4,499 answers for 100 questions)

and it may take a lot of time to merge these answers

and evaluate their appropriateness. Finally, we have

developed correct answer set from the prepared cor-

rect answer set (1,171 answers for 100 questions)

from question answer set and some of the submit-

ted answer set to because of short evaluation time.

In the correct answer set, each answer has its an-

swer number. If two answers have different mean-

ing, they have different answer numbers. If two an-

swers have the same kind of meaning, they have the

same answer number although their surface expres-

sions are different. That is, such answers are some

sort of paraphrase. Each answer has an article num-

ber which indicates where the answer is taken from.

There are cases that the same answer expression ex-

ists in several articles but such multiple answers are

omitted in the correct answer set. Therefore, we

did not use information of article number for eval-

uation. This information is only for reference.

We have received 14,050 answers for 100 ques-

tions in sum and it is impossible to evaluation all

the system results in a short evaluation period. We

asked all the participants to reduce their number of

answers. If a participant sent us the reduced answer

set, we used the results for evaluation. If a partic-

ipant could not send such answer set, we selected

top four answers from its original submitted answer�����
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set. We have used these resubmitted reduced an-

swer sets of all the participants for evaluation. The

sum of the reduced answers is

Human evaluation was done in the following

evaluation criterion.

• Level A:

System answer has almost the same contents

as one of the correct answers and there is few

information expect for the same contents in

the answer. If there is an additional expres-

sion which has no effect on the contents, this

case is recognized in this level.

• Level B:

System answer includes the contents of one of

the correct answers and the other information,

and the main contents is not the contents of the

correct answer.

• Level C:

System answer includes some part (not all

one) of the contents of the correct answers.

• Level D:

System answer includes no information of any

of the contents of the correct answers. There is

a case that some surface expression of the cor-

rect answer is included in the system answer.

If this expression is used for the other mean-

ing, this case will be Level D. If this expres-

sion is used for the same meaning of a part of

the correct answer, this case will be Level C.

Human evaluation was done by two assessor but

they made the different parts. In this evaluation, in-

formation of article ID was not considered because

there are too many expressions of one contents and

it might take huge time and effort for evaluation

with this information. In evaluation of factoid ques-

tions, the number of different expressions of the

same object would be in reasonable level, but in

non-factoid question, variation of contents expres-

sion is too much.

4 Results

In QAC-4, evaluation has been done for a pat of

submitted results, not for all the data because of

short of evaluation time and budget. Therefore, we

could not provide any formal information of sys-

tem performance comparison, which is usually pro-

vided in evaluation workshop. The tasks of this

QAC-4 are very challenging, and then the status

of QAC-4 is some sort of pilot task. However, we

could provide human evaluation for part of system

results in the above procedure.

Table 2 shows evaluation results of submitted

systems. System ID shows system names of task

participants and the number means system number

of task participant. The participant “Forst” submit-

ted two kinds of results and the first one is “Forst1”

and the second one is “Forst2”. For example, we

have evaluated 317 answers of all the results sub-

mitted from the system “Forst2”. There were 30,

52, 21 and 214 answers scored A, B, C and D, re-

spectively. Two questions have no answer, and then

317 answers are from 98 questions.

Table 3 shows evaluation results according to

questions. Each system submitted several answers

or one answer for a question. The column of

“correct Qnum” shows the number of questions

in which there was at least one correct answer in

evaluated answers of system results. The column

“wrong Qnum” shows the number of question in

which there was no correct answer. The column

“including A, B, C and D” shows the number of

question in which there was at least one score A,

B, C and D answer, respectively. The number of

answers of a question is different in this evaluation.

This evaluation was done for some portion of sub-

mitted results and did not show actual system per-

formance.

5 Discussions

As for question used for evaluation, we have pre-

pared 100 questions in various types. There are

why-type questions which require reason for a

question, how-type question which require pro-

cesses for a question, definition type questions

which require term definition or descriptions for an

inquired object. And so on. In QAC-4 question,

there are some other question types like questions

for process, opinion, effect, situation, mechanism,

problems, comments, system, attitudes, merit and

so on. In these cases, expressions of question are

“what kinds of opinion · · ·”, “what kinds of merits

· · ·”, “what kinds of comments · · ·” and so on. In

order to extract answers for these various types of

questions which is very difficult task in the current

level, it is necessary to recognize information type

and score of this information. However, there are

some systems which could provide correct answers

or a part of answer expressions according to the ta-

ble shown in Appendix. It means that many sys-�����
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Table 2: Evaluation results of submitted system answers

system ID all answers A B C D no answer

Forst1 591 45 104 34 408 0

Forst2 317 30 52 21 214 2

HOMIO1 100 5 4 7 84 0

HOMIO2 100 3 7 4 86 0

LTI-J 377 24 30 13 310 1

NCQAW1 330 37 15 6 272 32

NCQAW2 323 31 11 4 277 32

NICT1 345 25 65 14 241 0

NICT2 363 6 119 24 214 0

HARAD 204 21 7 7 169 38

RitsQ 286 31 6 14 235 15

TTH1 353 34 36 24 259 0

TTH2 394 22 42 24 306 0

TTH3 354 30 43 26 255 0

sum 4236 344 541 222 3330 120

average 302.6 24.6 38.6 15.9 237.9 8.6

Table 3: Evaluation results according to questions

systemID answered correct wrong including including including including no

Qnum Qnum Qnum A B C D answer

Forst1 100 73 27 31 54 26 89 0

Forst2 98 50 48 19 29 17 85 2

HOMIO1 100 16 84 5 4 7 84 0

HOMIO2 100 14 86 3 7 4 86 0

LTI-J 99 42 57 19 23 10 96 1

NCQAW1 68 29 39 21 10 6 65 32

NCQAW2 68 20 48 15 8 4 65 32

NICT1 100 57 43 18 42 10 89 0

NICT2 100 77 23 5 67 19 90 0

HARAD 62 19 43 15 5 7 59 38

RitsQ 85 30 55 22 6 10 81 15

TTH1 100 56 44 29 28 19 95 0

TTH2 100 57 43 21 34 21 98 0

TTH3 100 57 43 28 33 21 95 0

�����
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tems are able to provide some extracted passages

which include answer expression but fail to extract

only answer expression.

In human evaluation, we have classified system

answers into four types: a correct answer, an an-

swer including correct contents, an answer includ-

ing a part of correct answer, wrong answer based

on correct answer set. This correct answer set was

developed from prepared question and answer set

plus participant submitted human made answer set.

Some of human answer sets sent from some partic-

ipants consist of more than hundred of answers for

one question. In the other cases, the number of hu-

man answers submitted from participants were also

too much. Then, we chose some of them, not all

of them. However, this information will be help-

ful in order to make correct answer set more com-

plete and wide extensive. In the previous QACs, we

have used document ID for evaluation and prepared

paraphrased expressions which appeared in docu-

ments. But, we could not prepare alternative ex-

pressions of answers not so much because variation

of answer expressions were too much and scope of

these expressions are also very difficult to define.

As for the number of answers for a question,

some systems submitted a number of answers as

correct answer set and the length of answer ex-

pressions is too long. We could not predict this

phenomenon before starting evaluation of this task;

therefore, we could not evaluate all the submitted

results in a short evaluation period. However, we

will open all the submitted results and human an-

swers provided from all the participants. We hope

it will help research on question answering and its

evaluation research in future. Moreover, it is nec-

essary to restrict the size of answer expressions but

appropriate size of answer expressions are various

in questions. However, answer score might not ex-

ceed more than one paragraph except for some spe-

cial cases. It will be necessary to control size of an-

swer in question answering task in reasonable task

setting.

6 Conclusion

In QAC-4, we defined question answering task us-

ing any type of question, mainly focused on non-

factoid questions. We have prepared 100 questions

and answer set for these questions which was devel-

oped from prepared question answer set plus some

of participants submitted answer sets. In the evalu-

ation, four kinds of criterion were used for some

portion of participants answer set. The evalua-

tion results showed some of the participant systems

could focus on the area which correct answer con-

tents exist but have tendency to fail to extract cor-

rect answer areas. It is caused by complex question

types and difficulty of correct answer scope extrac-

tion.

In this evaluation, we could developed ques-

tion answer set with human evaluation, sample an-

swers and some system answers. We hope test set

and evaluation materials will be helpful for further

progress of question answer researches.
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Appendix A. Number of answered systems per question

QID answered correct wrong include A include B include C include D no answer
QAC4-00001-00 14 12 3 7 6 4 9 0
QAC4-00002-00 12 6 6 3 1 3 12 2
QAC4-00003-00 12 7 3 0 2 6 10 2
QAC4-00004-00 12 6 5 2 4 0 12 2
QAC4-00005-00 14 6 5 3 2 2 12 0
QAC4-00006-00 14 7 8 3 4 3 14 0
QAC4-00007-00 14 11 3 5 7 0 12 0
QAC4-00008-00 14 3 6 2 1 0 14 0
QAC4-00009-00 12 1 4 1 0 0 12 2
QAC4-00010-00 14 6 5 4 3 0 13 0
QAC4-00011-00 12 2 5 0 2 0 12 2
QAC4-00012-00 14 0 7 0 0 0 14 0
QAC4-00013-00 12 6 9 4 2 4 10 2
QAC4-00014-00 12 6 1 4 2 0 10 2
QAC4-00015-00 14 7 8 3 4 0 14 0
QAC4-00016-00 13 12 2 7 0 7 10 1
QAC4-00017-00 13 2 9 2 0 0 13 1
QAC4-00018-00 14 12 2 6 5 4 12 0
QAC4-00019-00 11 3 2 2 0 1 10 3
QAC4-00020-00 13 8 7 4 5 1 12 1
QAC4-00021-00 12 7 7 6 4 0 12 2
QAC4-00022-00 13 12 3 7 7 1 8 1
QAC4-00023-00 13 8 5 1 7 0 13 1
QAC4-00024-00 13 10 4 1 7 9 12 1
QAC4-00025-00 12 6 3 1 3 4 10 2
QAC4-00026-00 14 8 3 1 7 0 14 0
QAC4-00027-00 13 7 4 1 5 4 11 1
QAC4-00028-00 12 11 3 4 9 5 11 2
QAC4-00029-00 12 6 7 4 3 0 12 2
QAC4-00030-00 13 7 4 2 7 1 12 1
QAC4-00031-00 14 6 4 0 5 1 14 0
QAC4-00032-00 14 5 6 3 2 3 14 0
QAC4-00033-00 11 8 5 4 7 1 9 3
QAC4-00034-00 14 9 6 5 4 3 10 0
QAC4-00035-00 14 7 4 3 5 0 14 0
QAC4-00036-00 13 5 5 2 1 5 13 1
QAC4-00037-00 14 5 6 1 4 0 14 0
QAC4-00038-00 13 6 7 5 1 3 12 1
QAC4-00039-00 13 8 4 1 0 8 13 1
QAC4-00040-00 13 4 4 0 2 3 13 1
QAC4-00041-00 14 6 7 4 4 1 14 0
QAC4-00042-00 13 6 6 5 1 2 12 1
QAC4-00043-00 14 6 8 5 2 2 13 0
QAC4-00044-00 11 6 6 2 5 2 11 3
QAC4-00045-00 13 2 6 0 1 2 13 1
QAC4-00046-00 11 7 10 6 1 1 11 3
QAC4-00047-00 14 1 8 1 0 0 14 0
QAC4-00048-00 11 5 3 2 5 0 11 3
QAC4-00049-00 11 7 4 2 7 2 8 3
QAC4-00050-00 12 4 6 1 4 0 12 2
QAC4-00051-00 13 8 3 2 3 4 11 1
QAC4-00052-00 13 3 6 0 3 0 13 1
QAC4-00053-00 12 5 6 3 3 0 12 2
QAC4-00054-00 13 1 7 0 1 0 13 1

�����
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QID answered correct wrong include A include B include C include D no answer
QAC4-00055-00 12 9 5 5 4 1 11 2
QAC4-00056-00 13 4 5 1 4 0 10 1
QAC4-00057-00 11 4 4 1 3 0 11 3
QAC4-00058-00 11 1 4 0 1 0 11 3
QAC4-00059-00 13 10 8 9 6 2 7 1
QAC4-00060-00 12 4 7 2 2 0 12 2
QAC4-00061-00 14 6 8 3 4 2 13 0
QAC4-00062-00 14 10 2 4 5 3 14 0
QAC4-00063-00 12 0 5 0 0 0 12 2
QAC4-00064-00 13 1 6 0 1 0 13 1
QAC4-00065-00 12 10 3 4 4 6 11 2
QAC4-00066-00 13 7 3 1 4 3 9 1
QAC4-00067-00 12 1 5 0 1 0 12 2
QAC4-00068-00 13 2 7 0 2 0 13 1
QAC4-00069-00 11 3 4 1 2 0 9 3
QAC4-00070-00 14 3 7 2 1 0 12 0
QAC4-00071-00 14 5 9 4 1 2 14 0
QAC4-00072-00 13 0 7 0 0 0 13 1
QAC4-00073-00 14 2 6 1 1 0 14 0
QAC4-00074-00 11 10 2 2 10 4 7 3
QAC4-00075-00 12 9 2 0 9 2 10 2
QAC4-00076-00 13 7 3 3 3 3 12 1
QAC4-00077-00 12 7 5 3 6 1 11 2
QAC4-00078-00 11 9 3 1 9 7 8 3
QAC4-00079-00 14 6 6 1 5 0 13 0
QAC4-00080-00 13 9 9 6 3 3 13 1
QAC4-00081-00 14 0 7 0 0 0 14 0
QAC4-00082-00 14 3 8 1 0 2 14 0
QAC4-00083-00 11 5 6 1 4 0 10 3
QAC4-00084-00 14 10 6 9 9 1 14 0
QAC4-00085-00 14 13 4 6 7 11 9 0
QAC4-00086-00 12 4 7 2 2 1 10 2
QAC4-00087-00 14 3 6 2 0 1 14 0
QAC4-00088-00 12 4 5 1 0 3 12 2
QAC4-00089-00 13 9 8 7 4 1 13 1
QAC4-00090-00 13 4 9 2 3 1 13 1
QAC4-00091-00 11 7 3 1 7 1 6 3
QAC4-00092-00 13 9 3 2 8 1 12 1
QAC4-00093-00 14 2 6 0 1 1 14 0
QAC4-00094-00 11 7 5 2 6 4 11 3
QAC4-00095-00 13 7 5 1 2 4 13 1
QAC4-00096-00 13 4 4 0 3 1 11 1
QAC4-00097-00 13 9 4 6 6 2 11 1
QAC4-00098-00 14 9 3 2 6 4 12 0
QAC4-00099-00 14 8 8 3 7 1 14 0
QAC4-00100-00 11 6 5 2 4 0 9 3

�����


