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A b s t r a c t 

Reasoning about actions has been a focus of in ­
terest in Al f rom the beginning and continues 
to receive a t tent ion. Rut the range of s i tuat ions 
considered has been rather narrow and falls 
well short of what is needed for understand­
ing natura l language. Language understanding 
requires sophisticated reasoning about actions 
and events and the world 's languages employ a 
variety of g rammat ica l and lexical devices to 
construe, direct attention and focus on, and 
control inferences about actions and events. We 
implemented a neural ly inspired computa t iona l 
model that is able to reason about, l inguist ic ac­
t ion and event descript ions, such as those found 
in news stories. The system uses an active. 
event representation tha t also seems to provide 
natural and cognit iveIy mot ivated solutions to 
classical problems in logical theories of reason-
ing about actions. For logical approaches to 
reasoning about actions, we suggest, that look­
ing at story understanding sets up fair ly strong 
desiderata both in terms of the f ine-grained 
event and action dist inct ions and the kinds of 
real- t ime inferences required. 

1 I n t r o d u c t i o n 

Formal approaches to model reasoning about changing 
environments have a long t rad i t ion in A l . This research 
area was in i t ia ted by McCar thy [McCar thy , 19(H)], who 
claimed that reasoning about actions plays a fundamen­
tal role in common sense. T r y i ng to bui ld language 
understanding programs not only underscores the im­
portance of reasoning about actions, but also suggests 
that the the set of si tuat ions and the kinds of inferential 
processes required are richer than has been t rad i t iona l ly 
studied in formal approaches. 

Language understanding requires sophisticated reason­
ing about actions and events. The wor ld 's languages 
have a variety of grammat ica l and lexical devices to 
construe, direct attention and focus, and control infer­

ences about, actions and events. Consider the meaning of 
stumbling in the fo l lowing newspaper headline " Ind ian 
Government s tumb l ing in imp lement ing L iberal izat ion 
Plan' ' Clearly, the speaker intends to specify that the 
l ibera l izat ion plan is experiencing some di f f icul ty. More­
over, the g rammat ica l fo rm is + VP-ing suggests that 
the di f f icul ty facing the plan is ongoing and the final out­
come of the plan is indeterminate. Compare this to the 
subtle meaning differences w i th g rammat ica l and lexical 
modif iers on the same root verb such as has stumbled 
or starting to stumble. Most readers are l ikely to infer 
after reading this sentence that the government 's l iber­
al izat ion pol icy is l ikely to fa i l , but this is only a default 
causal inference that is made in the absence of in forma-
t ion to the contrary. Final ly, how does stumble, whose 
basic meaning is related to spat ial mot ion and obstacles 
get interpreted in a narrat ive about in ternat ional eco­
nomic policies? 

We have implemented a computa t iona l model that is 
able to reason about act ion and event descriptions f rom 
discourse fragments such as the one above. The system 
uses an active event representation that also seems to 
provide natura l and cognitive!}- mot iva ted solutions to 
classical problems in logical theories of reasoning about, 
actions. We first present the main features of our rep-
resentation and show that if provides a computa t iona l 
model for exist ing formal isms for reasoning about ac­
t ions. We then suggest how look ing at story understand­
ing sets up fa i r ly strong desiderata for logical approaches 
to reasoning about actions both in terms of the fine-
grained event and act ion dist inct ions and the kinds of 
real- t ime inferences required. 

2 T h e A c t i o n M o d e l 

Our act ion theory comprises of two central components; 
1) an e x e c u t i n g representation of actions (called x-
schemas ) based on extensions to Petr i Nets and 2) a Be­
l ief Net model of state tha t captures and reasons about, 
complex dependencies between state variables. 
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2.1 An E x e c u t i n g Semant ics o f Actions 

We represent actions as a modif ied class of high-level 
Petri Nets [Reisig, 1985] called x-schemas. The most 
relevant features of Petr i nets for our purposes are their 
abi l i ty to model events and states in a d ist r ibuted system 
and the clean manner in which they capture sequential-
ity, concurrency and event-based asynchronous control . 

D e f i n i t i o n 1 . T h e bas ic x - s c h e m a : An x - s c h e m a 
consists of places( P ) and Transitions ( 7 ) connected 
by weighted directed arcs 
Each arc has weight In­
put Arcs connect Inpu t Places to 
Transi t ions. Ou tpu t Arcs 7* ) connect 
Transit ions to Ou tpu t Places. Arcs are typed as enable 
arcs , inhibitory arcs I, or resource arcs 7v . 

X-schemas have a well specified real- t ime execution se­
mantics where the n e x t s t a t e funct ion is specified by 
the f i r i n g r u l e . In order to s imulate the dynamic be­
havior of a system, a M a r k i n g (d is t r ibu t ion of t o k e n s 
in places (depicted as dark circles or numbers)) of the 
x-schema is changed according to the fo l lowing f i r i n g 
r u l e . 

D e f i n i t i o n 2 . E x e c u t i o n S e m a n t i c s o f t h e bas ic 
x - s c h e i n a A t rans i t ion T is said to be e n a b l e d if no 
inhibitory arc lias a m a r k e d source place 
a n d all sources of enable arcs are m a r k e d 
and all input arcs have at, least wpt tokens at 
their source place, where wpt. is the weight of the arc 
f rom The f i r i n g o f an e n a b l e d t ransi t ion 
T , removes wpf tokens f rom the source of each non-
inh ib i tory , non-enabled input arc V and places wrp 
tokens in each output place of T . 

X-schemas cleanly capture sequent ia l ly , concurrency 
and event-based asynchronous contro l ; w i th our exten-
sions they also model hierarchy, stochasticity and />a-
ranietenzation ( run- t ime bindings). Besides typed arcs 
(Def in i t ion 1), the fo l lowing two extensions to the basic 
Petri net are designed to allow us to model hierarchical 
action sets w i th variables and parameters: 

First., tokens carry in fo rmat ion (i.e. they are ind iv id ­
uated and typed) and transi t ions are augmented w i th 
predicates which select tokens f rom input places based 
on the token type, as well as relate the. type of the tokens 
produced by the t i r ing to the types of tokens removed 
f rom the input . 

Second, transit ions are typed. Figure 1 shows the four 
types of x-schema transi t ions, namely stochastic, dura-
tive, instantaneous and hierarchical t ransit ions. An in­
stantaneous t ransi f ion(shown as dark rectangles) fins as 
soon as it is enabled. A t imed t rans i t ion (shown as rect­
angles) fires after a fixed delay or at an exponential ly 
d ist r ibuted rate. Hierarchical t ransi t ions (depicted as 
hexagons), act ivate a subnet., wai t for i ts re turn, or time­
out. 

Figure 1: Basic types of transit ions. 

T h e o r e m 1 . [Narayanan, 1997] An j-schema is for­
mally equivalent to bounded High Level Generalized 
Stochastic Petri Net (HLGSPN). The reachability graph 
of a marked x-schema is isomorphic to a semi-markwv 
process. 

2.2 A Belief Net Model of States 

Our representation of states must, be capable of model­
ing causal knowledge and be able to support both belief 
u p d a t e s and r e v i s i o n s in comput ing the global impact 
of new observations and evidence both f rom direct ob­
servations and f rom action effects. Our implementat ion 
of the agent's state uses Belief Networks [Jensen, 1996J. 

Belief networks consist of a net of variables and a set, 
of directed l inks. Each variable lias a f ini te set of mu­
tual ly exclusive states. The variables together form a 
DAG (Directed Acyclic Oraph) . To each variable A 
wi th parents B\ . . . Bn there1 is attached a condit ional 
probabi l i ty table 

For a Belief Net , the fo l lowing theorem allows us 
to calculate the j o i n t probabi l i ty P(V) f rom the condi­
t ional probabi l i t ies in the network. 

T h e o r e m 2 . T h e C h a i n Rule [Jensen, 1996] Let 
be a BN over I . Then the joint proba­
bility distribution P(U) is the product of all conditional 
probabilities specified in 

(1) 

2.3 Temporal Projection 

We now tu rn to one of the central issues in reasoning 
about act ion, i.e. the tempora l project ion problem. The 

1 Note that the G FT entries could instead use the rank­
ing function method of K -calculus [Golds/midt, 1992], where 
probabilities are mapped onto a quantized logarithmic scale 
which forms the basis of a ranking function. 
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problem consists of computing a final state that 
results from executing the action set in 
a given in i t ia l state s0 • The solution to this problem in 
our action model follows. 

A l g o r i t h m 1 T e m p o r a l P r o j e c t i o n 

1. Set in i t ia l Marking 

2. Fire enabled transitions of M wi th in i t ia l 
marking Mo • The next state function described 
earlier takes the system to a new marking Minto ■ 
The state corresponding to this marking : 

3. Run the b e l i e f p r o p a g a t e procedure to return the 
most consistent aposteriori assignment ( MAP) of 
values to the state variables. The new state S 

Steps 1, and 2 are essentially constant t ime, since our 
notion of state as a graph marking is inherently dis­
tr ibuted over the network, so the working memory of an 
x-schema-based inference system is distributed over the 
entire set of x-schemas and state features. The result is 
a massively parallel solution to the projection problem. 
Step 3 requires belief propagation which is well known to 
be intractable for complex domain topologies. So in our 
model, executing actions is fast., parallel and reflexive, 
while propagating indirect effects wi th complex domain 
dependencies to achieve global consistency is hard. In 
addit ion, the central features of our action representa­
t ion, namely that they are executing provides an elegant 
solution to the Frame Problem. Specifically, the action-
based executing action semantics allows frame axioms to 
be impl ic i t ly encoded in the structure of the net and the 
local transition f ir ing rules. 

3 Modeling Act ion Theories 

Although the mechanisms outlined above were developed 
for language understanding, they seem to be useful for 
some of the problems discussed in the recent l iterature. 
We assume the reader is familiar wi th reasoning wi th the 
syntax of action models similar to [Gelfond & Lifschitz, 
1993]. To keep the exposition simple, we wi l l consider 
only propositional fluents and deterministic actions. As 
in ARV [Giunchiglia & Lifschitz, 1995], we model both 
" inert ial" ( a lways C (where C is a formula)) and "de­
pendent" ( A dependsJOI I B ) fluents. The following 
rules present the basic encoding of action theories (as­
suming the syntax of the ARV theory) in our model. 

1. Static Fluent names are places. Actions names are 
Transit ion labels. Preconditions are pre-sets ( *T ), 
direct effects are post-sets ( T * ) of transitions. If 
the truth-value of a fluent is true , in State 

, then the marking M,-(/) = 1 ? 

2. Domain Constraints w i th inert ial fluents are mod­
elled as instantaneous transitions. Statements in 
ARV , of the form a lways , add an instan­
taneous transition wi th pre-set •> , post-set 

. Dependent fluents are modeled as 
arcs in the Agent state belief net. More precisely, 
the statement depends on if , results in 
an arc from the variables representing to 
The CPT entries for are given by the appro­
priate constraints ( including prior knowledge). 

3. I n i t i a l l y C , is modeled by assigning an ini t ia l 
marking where 
F , if depends j o n fj , add an instantaneous 
transit ion w i th preset and post 
set 

We now look at two standard examples f rom the liter­
ature that i l lustrate some issues wi th reasoning about 
actions. One is the standard "potato in the tai lpipe" 
problem, and the other is the " jumping into lakes" 
problem[Giunchiglia & Lifschitz, 1995]. 

E x a m p l e 1 P o t a t o in T a i l p i p e The state flu­
ents here are potato (potato in the tai lpipe), 
clog (tai lpipe is clogged). The actions are Put P), 
Remove _P) (put/remove potato in / f rom tailpipe), Start 
(start the engine). The domain is characterized as Put_p) 
causes potato, Remove 4) causes -^potato Start 
causes running , clog d e p e n d s j o n potato, a lways 
potato ■ 

E x a m p l e 2 Wetness Here the idea is that Jump­
ing into a lake ( JurnpTn ) has the direct effect of being 
InLake , and the indirect of making you Wet . Jump-
ing out gets you out of the lake, but you are sti l l wet if 
you were in the lake. The domain is described in ARV 
as a lways Inlake Wet , Jump In causes InLake , 
JumpOut causes - I nLake , I n i t i a l l y -^InLake. . ■ 

The reader can easily verify that the construction rules 
above result in the models shown in Figure 3 and Fig­
ure 2 for Example 2 and Example 1 respectively. 

P r o p o s i t i o n 1 . The procedure above results in a 
causal m o d e l for a domain description D (in the Syn­
tax of ARV ) in that it satisfies all the causal laws in D . 
Furthermore, a value proposition of the form C a f te r 
A is entailed by D where is the 
state that results after running the projection algorithm 
on the action set A . 

2 In general, the representation allows states with types 
and integer measure fluents, in which case the multi-set rep­
resenting the place would be marked by the appropriate num­
ber and type of tokens. 
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Figure 2: Potatoes in Tai lpipes 

Figure 3: Jump ing Into Lakes 

3.1 Ramifications, Inertial and Dependent 
Fluents 

Indirect effects are quite natura l ly handled by our sys­
tem. Indirect effects that are " iner t ia l f luents" get 
set by instantaneous transi t ions. In Figure 3, the d i ­
rect effect, of Jumpln sets the fluent InLake, which in ­
stantaneously sets the value of the fluent Wet. Note 
that the fluent Wet persists unless some other action is 
taken (l ike dry ing) to change the value of this f luent. 
In contrast, note that in Figure 2, the t r u th value of 
the 'dependent f luent" clog is determined by the fluent 
potato. Wh i le the value proposi t ion 
a f t e r put-pat ; remove-pot , is not entailed by the de­
scr ipt ion depicted in Figure 2 ( f rom the un i form prior 
for ); if the domain theory contains the 
expl ici t knowledge i n i t i a l l y , the propo­
si t ion is entailed by the model . 3 

4 Understanding Language About 
Act ions and Events 

The frequency w i th which languages refer to events, the 
universal i ty of such expressions, and the subtlety in the 
kinds of dist inct ions made have made the temporal char­
acter of events in language (called l inguist ic aspect) an 
object of study since Ar is to t le . Somewhat more recently, 
the complex and context-sensit ive determinat ion of as­
pectual status, or the internal tempora l shape of an event 
has been the focus of much work [MS, 1988]. 

Many languages have a variety of g rammat ica l aspectual 
modif iers such as the Engl ish progressive construct ion 

3More generally, logical entailment can he viewed as the 
downward closure of the final marking. 

(be + V-ing) which enable a speaker to focus on the 
ongoing nature of an under ly ing process while al lowing 
for inferences tha t the process has started and that it 
has not yet completed. S imi lar ly , one use of the perfect 
construct ion (has V-ed) allows a speaker to specify that-
some consequences of the described s i tuat ion hold. For 
instance, the phrase / have lost mv kevs entails that the 
keys are st i l l missing (unl ike the phrase / lost my keys). 
Languages also have a variety of other means to express 
aspect inc luding aspectual verbs like start, end, cease, 
continue, and stop and related grammat ica l forms. 

To model the kinds of subtle semantic dist inct ions 
made by languages, actions and events can no more 
be atomic t ransi t ions. In fact, we have found that 
cross-l inguistically language makes reference to a specific 
structure of actions and events, which captures regular­
ities that are relevant in the evolut ion of processes (en­
abl ing, incept ion, in-process, complet ion, suspension, re­
sumpt ion , etc.) We call th is structure the C O N T R O L L E R 

(Figure 4). The control ler abstract ion seems to capture 
the basic tempora l s t ructure of people's conceptualiza­
t ion of events. The semantics of aspect arises f rom the 
dynamic b ind ing between verb-specific x-schemas and a 
c o n t r o l l e r tha t captures regularit ies in the evolut ion of 
complex events, shown in Figure 1. 

In our language understanding system, the causal do­
main structure is encoded as connected x-schemas. Our 
domain model is a dynamic system based on inter-x-
sclierna act ivat ion, inhibition and interruption. In the 
s imulat ion f ramework, whenever an executing x-schema 
makes a CONTROLLER t rans i t ion , it potent ia l ly mod i ­
fies state, leading to asynchronous and parallel tr igger­
ing or inh ib i t ion of other x-schemas. The not ion of state 
as a graph mark ing is inherent ly d is t r ibuted over the 
network, so the work ing memory of an x-schema-based 
inference system is d is t r ibuted over the entire set of x-
schemas and state fluents. Of course, this is intended to 
model the massively paral lel computa t ion of the bra in. 

Figure 5 depicts a s impl i f ied x-schema model of walk­
ing and reacting to obstacles ( the domain of stumbling). 
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Figure 5: Event Structure is a x-schema s imulat ion en­
v i ronment used for inference. 

For instance, dur ing a walk (specified by a token in the 
ongoing phase of the WALK x-schema) encountering an 
unant ic ipated b u m p , you become unstable. 4 Th is may 
lead to a F A L L unless you are able to simultaneously 
expend energy and S T A B I L I Z E , in which case you may 
resume the interrupted walk. I f you are unable to S T A ­

B I L I Z E , and thus F A L L , you wi l l be d o w n and h u r t . 

Now consider that this complex s i tuat ion described 
above can be coded in a single lexical i tem stumblel 
First , notice that s tumble can only occur dur ing a STEP, 
and tha t it is a specific k ind of interrupt to the step (i.e. 
the presence of a bump or stumbling block). Bu t this by 
itself does not capture the intended meaning of s tumble, 
since the inference ( tha t the agent may fa l l ) is rout inely 
intended by the speaker. Fur thermore, note that the fact 
that stumble is not a planned mot ion but an interrupt is 
impor tan t to infer that i t is un in tent iona l . 

It should be clear that to model l inguist ic dist inct ions 
in event structure, we need much finer-grained distinc­
t ions than those tha t been proposed in the l i terature for 
reasoning about, actions. Th is is also consistent w i th the 
key observation in [MS, 1988] tha t aspectual phenom­
ena depend on a not ion of event structure that captures 
c o n t i n g e n c y relat ionships among events. Our frame-
work of an active action semantics embodies a precise 
model of such inter-event contingency. 

Whi le our solutions to the problems of aspect are out­
side the scope of this paper, the fo l lowing inter-schema 
act ivat ion, i nh ib i t i on , and modi f icat ion relat ionships are 
intended to give the reader an idea of the fine-grained 
nature of contingency relationships involved. 

D e f i n i t i o n 3 . A c t i v a t i o n : Ac t iva t ion relationships 
between schemas correspond to the case where execut­
ing one schema causes the enabling, start or continued 
execution of another schema. We are able to dist inguish 
concurrent f rom sequential act ivat ion. 

4 In fact, the simulation is of finer granularity in that it 
is during an ongoing STEP (subschema of WALK), that the 
interruption occurs. This is not shown to simplify exposition. 

D e f i n i t i o n 4 . I n h i b i t i o n : Inh ib i to ry l inks prevent 
execution of the inh ib i ted x-schema by a c t i v a t i n g an 
inh ib i to ry arc. Aga in , our model is able to dist inguish 
between concurrent and sequential inh ib i t ion as well as 
be able to model mutua l i nh ib i t i on and aperiodic i ty. 

D e f i n i t i o n s 5 M o d i f i c a t i o n : Mod i f y i ng relationships 
between x-schemas occur when the execution of the mod­
i fy ing x-schema results in set t ing the Agent State in such 
a way the the current ly active modi f ied x-schema under­
goes a c o n t r o l l e r state t rans i t ion . 
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t h e W a l k i n g D o m a i n 

TRIP seq.enables FALL STABILIZE. 
- in_control( loc) enables FALL 
-stable, enables STABILIZE 
GRASPING(x ) conc_enables H O L D I N G ( x ) . 
Energy(x) isa.resource for W A L K 



4.1 Metaphoric Reasoning about Actions 
and Events 

We have seen how the structure of actions and events is 
grounded in f ine-grained, dynamic representations. A n ­
other ubiqui tous phenomenon in language[Lakolf, 1991], 
is the rout ine project ion of such fine-grained seman­
tic dist inct ions across domains. Systematic metaphors 
project features of these representations (source) onto 
abstract, domains such as economics ( target) enabl ing 
l inguist ic devices to use embodied causal terms to de­
scribe features of abstract actions and processes. 

Figure 6 shows an implemented system that uses pro­
ject ions of the act ion representation out l ined earlier to 
interpret such sentences. In our model indirect effects 
of x-schema execution now not only propagate to depen­
dent source domain fluents but may also be mapped by 
metaphor maps to other abstract domains (modeled as 
a temporal ly extended Relief Net,). 

Cont inu ing w i th the stumble example, notice that in our 
model effects of spatial inferences such as s tumbl ing leads 
to fa l l ing can fel ici tously be transferred to the abstract, 
domain of economic pol icy through a conventionalized 
metaphor that, falling ^ failure, enabl ing the inference 
of plan fai lure. Th is inference context-sensitive and may 
be overridden by pr ior knowledge ( in the target domain 
Relief Net) tha t the l iberal izat ion plan is succeeding. 

5 Conclusion 

This paper described a new framework for reasoning 
about actions that is mot iva ted f rom story understand­
ing. One central feature of this f ramework is an ex­
tremely fine-grained act ion model w i th a real- t ime ex­
ecution semantics tha t is able to capture a much richer 
not ion of contingency and causality than other models 
we are aware of. Another key feature is our model of 
state where complex dependencies between state vari­
ables are modeled as a Relief Network. We showed how 
this f ramework is able to reason about actions, rami f i ­
cations w i t h inert ia l and dependent fluents, as well as 
inter-domain mappings which are crucial in story un­
derstanding. We believe tha t looking further into issues 
in narrat ive (such as in to force-dynamics, rnodals, and 
mental spaces) can yield valuable insights that can help 
us bu i ld useful theories of reasoning about actions. 
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