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Abstract 

We address the problem of introducing prefer­
ences into default logic. Two approaches are 
given, one a generalisation of the other. In the 
first approach, an ordered default theory con­
sists of a set of default rules, a set of world 
knowledge, and a set of fixed preferences on 
the default rules. This theory is transformed 
into a second, standard default theory, where, 
via the naming of defaults, the given prefer­
ence ordering on defaults is respected. In the 
second approach, we begin with a default the­
ory where preference information is specified as 
part of an overall default theory. Here one may 
specify preferences that hold by default, or give 
preferences among preferences. Again, such a 
theory is translated into a standard default the­
ory. The approach differs from previous work 
in that we obtain standard default theories, and 
do not rely on prioritised versions, as do other 
approaches. In practical terms this means we 
can immediately use existing default logic the­
orem provers for an implementation. From a 
theoretical point of view, this shows that the 
explicit representation of priorities adds noth­
ing to the overall expressibility of default logic. 

1 Introduction 
In many situations in nonmonotonic reasoning the appli­
cation of one default is preferred to another. Perhaps the 
best known example is inheritance of properties, where 
an individual is assumed to have properties by default 
according to the most specific class(es) to which it be­
longs. Hence an individual that is a penguin (and so 
a bird) does not fly by default, since penguins typically 
don't fly, even though birds do typically fly. Preferences 
are also found in decision making and in scheduling. For 
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example, in scheduling not all deadlines may be simul­
taneously satisfiable; preferences then may allow some 
compromise solution. In legal reasoning laws may apply 
by default, but the laws themselves may conflict; such 
conflicts may be adjudicated by higher-level principles. 

Our goal in this paper is to explore preference order-
ings in nonmonotonic reasoning, specifically in default 
logic [Reiter, 1980]. In the next section we examine the 
general notion of preference orderings on defaults. We 
note that there is not a single way in which preferences 
should be applied. Rather what we will call specificity 
orderings, as are used in property inheritance, can be dis­
tinguished from preference or priority orderings. These 
notions have frequently been conflated previously in the 
literature; here our concerns lie solely with preference 
orderings. 

In considering how preference orderings may be en­
forced in default logic, we consider first where a default 
theory consists of world knowledge and a set of default 
rules, together with (external) preference information 
between default rules. We show how such a default the­
ory can be translated into a second theory wherein pref­
erence information is now incorporated into the theory. 
So with this translation we obtain a theory in "stan­
dard" default logic, rather than requiring machinery ex­
ternal to default logic, as is found in previous approaches. 
We subsequently generalise this approach so that prefer­
ences may appear arbitrarily as part of a default theory 
and, specifically, preferences among default rules may 
(via the naming of default rules) themselves be part of a 
default rule. We again show how such a generalised de­
fault theory can be translated into a "standard" default 
theory where preference information is incorporated into 
the theory. 

Previous approaches have generally added machinery 
to an extant approach to nonmonotonic reasoning. We 
remain within the framework of standard default logic, 
rather than building a scheme on top of default logic, 
for several reasons. First, there exist theorem provers 
for default logic. Consequently our approach can be im-
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mediately incorporated in such a prover. Second, it is 
easier to compare differing approaches to handling such 
orderings. Third, by "compiling" preferences into de­
fault logic, and in using the standard machinery of de­
fault logic, we obtain insight into the notion of preference 
orderings. Thus for example we implicitly show that ex­
plicit priorities provide no real increase in the express-
ibility of default logic. 

2 Preference Orderings 
This section discusses preference orderings in general; 
while we employ default logic, the discussion is indepen­
dent of any particular approach to nonmonotonic rea­
soning. We can use default rules1 to express that B 
follows by default from a by Then we can write 

to express a preference between two defaults. 
Assume that we have an ordered default theory. The ex­
act details are given in the next section; for the time 
being assume that we have a triple (D, W, < ) , where D 
is a set of default rules, W a set of formulas, and < is a 
strict partial order on the default rules in D. 

Informally a higher-ranked default should be applied 
or considered before a lower-ranked default. But what 
exactly does this mean? Consider for example the de­
faults concerning primary means of locomotion: "ani­
mals normally walk", "birds normally fly", "penguins 
normally swim": 

If we learn that some thing is penguin (and so a bird and 
animal), then we would want to apply the highest-ranked 
default, if possible, and only the highest-ranked default. 
Significantly, if the penguins-swim default is blocked (say 
the penguin in question has a fear of water) we don't try 
to apply the next default to see if it might fly. This then 
is standard inheritance of default properties. 

The situation is very different in the next example. We 
have the defaults that "Canadians speak English by de­
fault" , "Quebecois speak French by default", "residents 
of the north of Quebec speak Cree by default": 

Now if a resident of the north of Quebec didn't speak 
Cree, it would be reasonable to assume that that per­
son spoke French, and if they didn't speak French, then 
English. 

Assume that we have a chain of defaults 
Informally, we have the following possibilities 

with respect to how the defaults may be applied. 

1 Default logic is introduced shortly. 

PI For the maximum i for which si is applicable, and 
for j > 0, no s i + j is denied,2 apply Si if possible." 
No other default is considered. This is the situation 
in (1). 

P2 Apply sm if possible; apply Sm-i if possible, con­
tinue in this fashion until no more than k (for fixed 
k where 1 < k < m) defaults have been applied. 
This is the situation in (2) with k = 1. 

An example of a general instance of P2 is where a stu­
dent wishes to take k = 3 computing courses, out of 
m = 10 possible courses, and so provides a list of pref-
erences over the courses. There are two important sub­
cases of P2 corresponding to k = 1 and ib = m. In the 
first case a maximum of one default is applied. In the 
second case one attempts to apply every default. 

PI is essentially (default property) inheritance. The 
ordering on defaults reflects a relation of specificity; one 
attempts to apply the most specific default possible. In 
approaches such as [Touretzky et a/., 1987; Pearl, 1990; 
Geffner & Pearl, 1992] specificity is determined implic­
itly, emerging as a property of the underlying system. 
[Reiter & Criscuolo, 1981; Etherington & Reiter, 1983; 
Delgrande & Schaub, 1994] have addressed adding speci­
ficity information in default logic. For incorporating 
preferences (as given in P2) , [Boutilier, 1992; Brewka, 
1994a; Baader & Hollunder, 1993] consider adding pref­
erences in default logic while [McCarthy, 1986; Lifschitz, 
1985; Grosof, 1991] do the same in circumscription. We 
note however that some of these latter papers include 
examples best interpreted as dealing with specificity (as 
given in (1)), and so would appear to conflate PI and 
P2. 

Our concerns in this paper are with specifying pref­
erences and priorities, as given in P2. We assume only 
that we are given a set of defaults and a priority policy 
on defaults, along with other world knowledge. We ob­
serve that the framework as given in P2 is significantly 
more general that that of P I . For example it seems to 
be an intrinsic property of inheritance as given in P1 
that the ordering on defaults is determined by relative 
specificity of the prerequisites. So if S1 < S2 then the an­
tecedent of S1 is less specific than the antecedent of S2. 
This is not the case for P2 though. Consider a variation 
on (2) where in the north of Quebec the first language 
is French, then English, then Cree: The resulting pref­
erence ordering is as follows. 
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faults, with no relation between them, except for some 
given preference relation. 

we deal with singular defaults for which n = 1. [Marek 
& Truszczynski, 1993] show that any default rule can 
be transformed into a set of singular defaults; hence our 

prerequisite or even no justifications, are assumed to be 
tautological. Defaults with unbound variables are taken 
to stand for all corresponding instances. A set of default 
rules D and a set of formulas W form a default theory 

Any such extension represents a possible set of beliefs 
about the world at hand. The above procedure is not 

We show here how ordered default theories can be trans­
lated into standard default theories. Our strategy is to 
add sufficient "hooks" to a default rule in a theory to 

two cases tor it to not be applied: it may be that the 
antecedent is not known to be true (and so its negation 
is consistent), or it may be that the justification is not 
consistent (and so its negation is known to be true). For 
detecting this case, we introduce a new, special-purpose 
predicate bl( ) . Similarly we introduce a special-purpose 
predicate ap() to detect the case where a rule has been 
applied. For controlling application of a rule we intro-

rules so that rule application can be explicitly controlled. 
For this purpose, we need to be able to, first, detect when 

should be kept in mind that these latter expressions are 
not expressions within a default theory (as are given by 

To this end, we associate a unique name with each 
default rule. This is done by extending the original lan-

For default rule 6 along with its name n, we sometimes 
write n : S to render naming explicit. To reflect the fact 
that we deal with a finite set of distinct default rules, we 
adopt a unique names assumption (UNA) and domain 

The use of names allows the expression of preference 
relations between default rules in the object language. 

For adding preferences among default rules, a default 
theory is usually extended with an ordering on the set of 
default rules. In analogy to [Baader & Hollunder, 1993; 
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None of the three rules in the translation can be ap­
plied unless ok(n) is true. Since ok(-) is a new predicate 
symbol, it can be expressly made true in order to po­
tentially enable the application of the three rules in the 
image of the translation. If ok(n) is true, the first rule 
of the translation may potentially be applied. If a rule 
has been applied, then this is "recorded" by assertion 
ap(n). The last two rules give conditions under which 
the original rule is inapplicable: either the negation of 
the original antecedent a is consistent (with the exten-

ter to also assert that a maximum of one default in a 
priority order can be applied, or in the general case that 
k rules can be applied. 

Taking all this into account, we obtain the following 
translation mapping ordered default theories in some 

The following theorems summarize the major prop­
erties of our approach, and demonstrate that rules are 
applied in the desired order: 
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Notably, Theorem 4.1.5 allows us to detect blockage due 
to non-derivability of the prerequisite immediately after 
having the "ok" for the default at hand. For an extension 
E and its generating default rules T, we trivially have 

of this series of propositions is that we have full control 
over default application. 

Using the above properties, we can show that any ex­
tension of a translated default theory is a regular exten­
sion of the underlying unordered default theory: 

The approach is equivalent (modulo the original lan­
guage) to standard default logic if there are no prefer­
ences: 

theory has no information on whether the two defaults 
are in a preference relation or not. 

We now consider standard default theories in a lan­
guage C including the set of default names and proposi-

of default names. In order to keep a finite domain clo­
sure axiom, we restrict ourselves to a finite set of default 
rules D being in one-to-one correspondence with a finite 
name set N'. 

Since preferences are now available dynamically by in­
ferences from W and D, we lack a priori complete infor-
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We note that Theorem 4.1 and Theorem 4.2 carry over 
to the general case except for Theorem 4.1.1. We get 
instead 

In fact, ordered default theories are treated in the same 
way by our basic and general approach, except for dif­
ferent augmented languages: 

Given Theorems 4.3 and 5.1, one would expect that 
ordered default theories would enjoy the same properties 
as standard default logic. This indeed is the case, but 
with one important exception: normal ordered default 
theories do not guarantee the existence of extensions. 
For example, the image of the ordered default theory 
(under our translation) 

this preference by default only. Second is to recognise 
that (5) is "buggy", in the same way that incorrect pro­
grams require modification. The lack of extension then 
indicates a problem in the specification of the original 
theory. 

We conclude this section with the observation that our 
translation results in a manageable increase in the size 
of the default theory. For ordered theory (D , W) , the 

We have presented a very general framework for incor­
porating preferences into default logic. Via the naming 
of defaults we allow preferences to appear arbitrarily in 
D and W in a default theory. This allows preferences 
among preferences, preferences by default, preferences 
holding only in certain contexts, and so on. Strictly 
speaking, such generality isn't required: [Doyle k Well-
man, 1991], building on work by Arrow, argue that in 
any preference-based default theory, for coherence, one 
requires a "dictator" to adjudicate preferences. That is, 
there must be, essentially, some way of determining a 
unique, complete, priority ordering. So in this sense, 
all one needs is what we have called the rigid approach 
of Section 4. We provide the more general framework 
of Section 5 for two reasons. First, it allows the more 
flexible specification of preferences, leaving it up to the 
user to ensure that there is no ambiguity in preferences. 

ically obtains multiple extensions. Second, we feel that 
the general approach is of technical interest: arbitrary 
defaults may be "compiled" into standard default theo­
ries, and so in a certain sense the explicit representation 
of priorities adds nothing to the fundamental power or 
expressibility of default logic. 

Of other work in default logic treating preferences, we 
have argued that [Reiter k Criscuolo, 1981; Etherington 
k Reiter, 1983; Delgrande k Schaub, 1994] treat a sepa­
rate problem, that of specificity orderings, as exemplified 
by (1). [Baader k Hollunder, 1993] and [Brewka, 1994a] 
present prioritised variants of default logic in which the 
iterative specification of an extension is modified. In 
brief, a default is only applicable at an iteration step 
(cf. Definition 3.1) if no <-greater default is applicable.7 

In contrast we translate priorities into standard default 
theories. There is insufficient space to fully compare 
approaches; see [Delgrande k Schaub, 1994] for a full 
discussion of these approaches with regard to how they 
address specificity in a theory. 
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We conclude with an example from [Gordon, 1993], 
discussed in [Brewka, 1994b]. A person wants to find out 
if her security interest in a certain ship is "perfected", 
or legally valid. This person has possession of the ship, 
but has not filed a financing statement. According to 
the code UCC, a security interest can be perfected by 
taking possession of the ship. However, the federal Ship 
Mortgage Act (SMA) states that a security interest in 
a ship may only be perfected by filing a financing state­
ment. Both UCC and SMA are applicable; the question 
is which takes precedence here. There are two legal prin­
ciples for resolving such conflicts. Lex Posterior gives 
precedence to newer laws; here we have that UCC is 
more recent than SMA. But Lex Superior gives prece­
dence to laws supported by the higher authority; here 
SMA has higher authority since it is federal law. Apart 


