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In this video we discuss the design and implementa­
t i on of a novel system which allows wireless fu l l -body 
interact ion between a human part ic ipant and a graphi­
cal wor ld inhabi ted by autonomous agents. The system 
is called " A L I V E , " an acronym for Ar t i f ic ia l Life In ­
teract ive Video Env i ronment [5]. One of the goals of 
the A L I V E project is to demonstrate that v i r tua l en­
v i ronments can offer a more emotional and evocative 
experience by a l lowing the part ic ipant to interact w i th 
an imated characters which have complex behaviors and 
which react to the user and the user's actions in the vir­
tua l wor ld . 

The A L I V E system has been demonstrated and 
tested in several publ ic forums. It was demonstrated 
for 5 days at the S IGGRAPH-93 Tomorrow's Reali­
ties show in Anahe im, Cal i forn ia and for 3 days at the 
A A A I - 9 4 A r t Show in Seattle, Washington. The system 
is instal led permanent ly at the M I T Media Laboratory 
in Cambr idge, Massachusetts. I t w i l l feature in the Ars 
Electronica Museum, currently under construction in 
L inz, Aus t r ia and the ArcTec electronic arts bienale in 
Tokyo , Japan, May 1995. 

In the style of M y r o n Krueger's Videoplace system, 
the A L I V E system offers an unencombered, fu l l -body 
interface to a v i r tua l wor ld [4]. The A L I V E user moves 
around in a space of approximately 16 by 16 feet. A 
video camera captures the user's image and removes the 
background envi ronment; thus, no blue-screens or other 
special walls are needed. The separated out l ine is then 
composited in to a 3D graphical wor ld . The resulting 
scene is projected onto a large (approximately 10 'x l6 ' ) 
screen which faces the user ana acts as a "magic mir­
ror : " the user sees h im/herse l f in the environment, sur­
rounded by objects and agents. No goggles, gloves, or 
te ther ing wires are needed for interact ion w i th the vir­
tua l wor ld . 

Computer vision techniques are used to extract in ­
fo rmat ion about the person, such as where in the space 
the person stands and the posit ion of various body 
par ts . A pat tern-match ing technique called dynamic 
t ime-warp ing is used to recognize simple gestures as 
they are performed. A L I V E combines active vision and 
domain knowledge to achieve robust real-t ime perfor­
mance [5]. 

The user's posi t ion as wel l as hand and body gestures 
are used as inpu t to affect the behavior of agents in the 
v i r t ua l wor ld . Agents have vision sensors which allow 
them to "see" the user and react to gestures such as 

point ing or throwing a v i r tua l ba l l . The user receives 
visual (on the big screen) and audi tory (prerecorded 
sound) feedback about the agents' internal state and 
reactions. Agents have a set of needs and mot ivat ions, a 
set of sensors to perceive their environment, a repertoire 
of activit ies which they can perform and a physically-
based motor system that allows them to move in and 
act on the environment. The behavior system decides 
in real-t ime which act iv i ty the agents should engage in 
so as to meet their internal needs and to take advantage 
of opportunit ies presented by the current state of the 
environment. 

The system allows a direct-manipulat ion style of i n ­
teraction in which users interact d i rect ly w i t h the en­
vironment - such as pushing but tons or mov ing ob­
jects - and also an indirect style of interact ion in which 
users give agents commands and the agents carry out 
the commands based on the user's inpu t , the current 
environment, and their internal state. For example, 
the meaning of a gesture is interpreted by the agents 
based on the si tuat ion the agent and user find them­
selves in . When the user points away f rom herself, and 
thereby "gives the command" to send a character away, 
the character responding to the command w i l l go to a 
different place in the v i r tual environment depending on 
where the user is standing and which direct ion she is 
po in t ing. In thiB manner, a relatively smal l set of ges-
tures can be employed to mean many different things 
in many different situations. 

The A L I V E system incorporates a too l , called "Ham-
sterdam" [2] [3], for model ing semi-intel l igent au­
tonomous agents that can interact w i t h one another 
and w i th the user. Hamsterdam produces agents that 
respond w i th a relevant act iv i ty on every t ime step, 
given their internal needs and mot ivat ions, their past 
history and the environment they perceive w i t h i ts at­
tendant opportunit ies, challenges and changes. More-
over, the pattern and rhy thm of the chosen activit ies is 
such that the agents neither dither between mu l t ip le ac­
t iv i t ies, nor persist too long in a single act iv i ty . They 
are capable of in terrupt ing a given ac t iv i ty if a more 
pressing need or an unforeseen oppor tun i t y arises. 

The Hamsterdam act iv i ty model is based on elements 
taken f rom animal behavior models in i t i a l l y proposed 
by ethologists. In part icular , several ethological con­
cepts such as behavior hierarchies, releasers, fat igue, 
and so on have proven to be crucial in guaranteeing the 
robust and flexible behavior required by autonomous 
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in teract ing agents [2] [3]. 
When using Hamsterdam to bu i ld a creature, the de­

signer specifies the sensors of the agent, i ts motivat ions 
or internal needs, and its act ivi t ies (behaviors) and ac­
t ions (motor system movements necessary to fu l f i l l a 
behavior) . Given tha t in fo rmat ion , the Hamsterdam 
software automat ica l ly infers which of the activit ies is 
most relevant to the agent at a part icular moment in 
t ime according to the state of the agent, the s i tuat ion i t 
f inds i tself i n , relevant inpu t f rom the environment, and 
its recent behavior history. The observed actions of the 
agent are the final result of numerous potent ial ly exe­
cutable behaviors compet ing for control of the agent. 
The act iv i t ies compete on the basis of the value of a 
given act iv i ty to the agent at tha t instant, given the 
above factors. The details of the behavior model and a 
discussion of i ts features are reported in [2] [3]. 

The most sophisticated creature bu i l t so far is a dog 
called Silas. Silas's behavioral repertoire currently in ­
cludes fo l lowing the user, s i t t ing when asked by the 
user, going away when ordered by the user to do so, 
and per forming other tr icks such as standing on his hind 
legs, fetching a ba l l , l y ing down and shaking paws. Silas 
also w i l l chase the Hamster if the lat ter creature is in ­
troduced into the same v i r tua l environment as the dog. 
A long w i th visual sensors and feedback, the A L I V E en­
v i ronment also uses sound. Silas provides audi tory out­
put in the fo rm of a variety of prerecorded samples. 

The A L I V E system demonstrates that entertainment 
and the effort to model believable creatures in simple 
v i r tua l environments can be a challenging and inter­
esting appl icat ion area for autonomous agents research. 
A L I V E provides a novel environment for studying archi­
tectures for intel l igent autonomous agents. As a testbed 
for agent architectures, it avoids the problems associ­
ated w i t h physical hardware agents or robots, but at the 
same t ime forces us to face non- t r iv ia l problems, such 
as noisy sensors and an unpredictable, fast-changing en­
v i ronment . I t makes possible our study of agents w i th 
higher levels of cognit ion, w i thou t oversimpl i fy ing the 
wor ld in which these agents l ive. 

A L I V E represents on ly the beginning of a whole 
range of novel applications that could be explored w i th 
th is k ind of system. We are currently investigating 
A L I V E for interactive s toryte l l ing applications in which 
the user plays one of the characters in the story and 
al l other characters are art i f ic ial agents which collab­
orate to make the story move forwards (for more ex­
posi t ion on this topic, see the three short papers on 
A L I V E in f l l ) . Another obvious entertainment applica­
t i on of A L I V E is video games. We have hooked up the 
A L I V E vision-based interface to exist ing video came 
software, so as to let the user control a game w i th his 
fu l l body. In addi t ion, we are investigating how au­
tonomous video game characters can learn and improve 
their competence over t ime, so as to keep challenging a 
video game player. F ina l ly , we are model ing animated 
characters tha t teach a user a physical sk i l l in a person­
alized way. The agent is modeled as a personal trainer 
t ha t demonstrates to the user how to perform an action 
and provides personalized and t ime ly feedback to the 
user, on the basis of the sensory in format ion about the 
user's gestures and body posit ions. The A L I V E system 
shows that animated characters that are based on Ar-
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t i f ic ia i Life models can not only look convincing - tha t 
is al low suspension of disbelief on viewing - but can act 
and interact in a realistic enough manner to ma in ta in 
this suspension of disbelief dur ing unpredictable real-
t ime interact ion w i th users. 
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