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A b s t r a c t 

Dynamic objects such as l iquids, waves, and 
flames can easily change their posit ion, shape, 
and number. Snapshot images produced by fi
ni te element simulators show these changes, hut 
lack an expl ic i t representation of the objects 
and their causes. For the example of seismic 
waves, we develop a method for interpret ing 
snapshots which is based on Hayes7 concept of 
a history. 

1 Introduct ion 
Most work on qual i ta t ive reasoning about physical sys
tems is devoted to technical systems consisting of a fixed 
set of components that interact via given connections. 
Examples given in [Weld and de Kleer, 1990] are elec-
tronic circuits, water tanks, and gear systems. In con
trast to this, we w i l l consider natural systems where ob
jects are dynamic in position, direction, shape, and num-
ber. The F R O B system [Forbus, 1984] simulates spring
ing balls changing their positions and directions, but 
keeping their shapes. Furthermore, we don' t obtain new 
balls. F lowing l iquids [Hayes, 1985a] are different: They 
easily d iv ide, merge, and change their shapes. In order 
to capture those interactions between l iquids, Hayes de
veloped the concept of a history, i.e. a coherent piece of 
space-time. Histories provide an adequate means to de
scribe the behaviour of dynamic objects such as flames, 
waves, clusters, clouds, which can all be deformed, di
vided and merged. 

In this paper, we w i l l consider a concrete task requir
ing history-based reasoning about physical phenomena. 
We consider the propagat ion of seismic shock waves in 
the underground [Lavergne, 1986]. Seismic waves are 
used by geophysicists to explore the structure of the 
underground. They are usually launched by an in i t ia l 
v ib ra t ion on the surface. The result ing spheric shock 
wave is then propagat ing downwards as shown in the 
first snapshot of figure 1. When it hits an interface be
tween two geological layers this causes a reflected and a 
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t ransmi t ted wave. The reflected wave returns to the sur
face and leaves an observable front in the seismograms 
measured by the geophysicists. 

In order to interpret seismograms, the geophysicists 
incremental ly construct a model of the underground 
based on hypotheses of the histories of the returning 
waves. Above, we considered a wave that was reflected 
by the first interface. Further interfaces lead to further 
direct reflections. Addi t iona l ly , a seismogram can show 
mul t ip ly reflected fronts, diffractions which are obtained 
due to corners and many other d is turb ing fronts. Geo
physicists pick out direct reflections using some heuristic 
approach and use them to construct a model of the un
derground (based on numerical opt imizat ion procedures 
or further ad-hoc rules). 

Newer work on numerical simulators based on f ini te 
elements allows a very precise s imulat ion of the wave 
propagation in complex models of the underground. The 
snapshot sequence in figure 1 has been produced by such 
a simulator [Anne and Brae, 1994]. The simulat ions en
able a verif ication of the geological model. Divergences 
between observed and simulated seismograms might help 
to correct the model. To detect them, we have to com
pare fronts having the same history (e.g. two direct re
f lect ions; two diffractions etc.). Unfortunately, numeri
cal simulators based on finite elements do not keep track 
of the history of waves. They produce a series of images 
showing the waves, but they lack a representation of the 
wave objects, their causes, and their histories. When ex
amin ing a front of a seismogram, we want to know the 
obstacles and the types of phenomena that produced i t . 

In this paper, we show how to interpret the images pro
duced by the numerical s imulator and how to establish a 
causal relation between seismic events, waves, and obsta
cles in the underground. Our goal is to detect Hayes-like 
histories of waves in snapshot images. A l though the pa
per is restricted to 2D-models of the underground, its 
concepts can be generalized to the 3D-case. 

The paper is divided in to two main sections. Section 2 
presents the representation of fields (sec. 2.1), as well as 
the vocabulary for describing wave histories (sec. 2.2). 
The interpretat ion is done in several steps developed in 
section 3. We first decompose the underground into lay
ers and interfaces (sec. 3.1). Then we show how to detect 
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Figure 1: Snapshots of seismic waves. 

wave fronts in a single snapshot (sec. 3.2). Tracking a 
front f rom one snapshot to the other is considered in sec
t ion 3.3. In section 3.4, we discuss how to detect new 
objects and their causes. 

2 Mul t ip le representations 
2.1 Fields 
In order to describe complex phenomena (e.g. l iquids, 
waves, flames etc.), physicists use parameter fields. A 
field is the d is t r ibut ion of a physical parameter in the 
given space. For shock waves, we consider a velocity 
f ield, g iv ing the velocity of a wave at a certain point , 
and the field of the ampl i tudes of the waves (i.e. the 
snapshots in figure 1.). A physical law captures a rela
t ionship between parameter fields, which is valid at each 
point . In general, such a law is a differential equation 
(e.g. the wave equation). I ts solution describes the tem
poral development of a field. Some of the fields such 
as the velocity field are static (s tat ionary) , whereas the 
ampl i tude field is changing in t ime (non-stat ionary) . We 
restrict our discussion to a single static and a single dy
namic f ield. 

A well-suited technique for s imulat ing changes of com
plex and arb i t rary fields is the funite element method. A 
numerical s imulator based on this technique is supplied 

w i th the in i t ia l parameter fields and then produces a se
ries of snapshots showing the fields at selected instances 
of t ime. The f ini te element method can handle complex 
shapes because it uses a k ind of an analogical represen
tation of fields: 

• It is based on a grid (P,N) where V is a set of se
lected points and N C V x V is a symmetr ic neigh
bourhood relat ion. 

• It describes the spatial d is t r ibut ion of a parameter 
using a mapping / : V —> R of the points to the real 
numbers. 

• It is specified extensionally (e.g. a ma t r i x of floating 
point, numbers.) 

Seismic simulators normal ly use regular grids obtained 
by rows and columns. They are characterized by a start
ing point s := (s 1 , s2)-, a un i t distance A, the number n 
of columns and the number m of rows. The set of points 
is then given by 

2.2 H i s t o r i e s o f d y n a m i c o b j e c t s 
Fields don' t represent objects expl ic i t ly . They jus t show 
certain patterns of act iv i ty tha t are reproduced in the 
next instants. For example, figure 1 shows wave fronts 
that are propagat ing, h i t t i ng interfaces, and generating 
new waves. In order to describe these phenomena, we 
need an ontology for dynamic objects in fields. 

Our discussion is based on a given (continuous) space 
S1 for example the two-dimensional space defined by R2, 
and a linear (continuous) t ime defined by T := R. Dy
namic objects such as waves evolve in t ime and occupy a 
region at each t ime t. Th is region is a subset of S x {t}. 
If we consider different t ime points the occupied region 
of an object can change. We require tha t these changes 
are local. If we put the regions of an object at different 
t imes together, we obta in a subset of S x 7". Th is subset 
must be a 'connected piece of space-t ime', i.e. a history 
as defined in [Hayes, 1985b]. 

The region occupied by an object can change in a con
tinuous or discontinuous way. For example, the in i t ia l 
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wave f r o n t in f i gu re 1 is s p l i t i n t o t w o pa r t s when h i t 
t i n g the in te r face . Changes are caused by the d y n a m i c 
and the s ta t i c f i e l d . In t he case o f se ismic waves, d iscon
t i n u i t i e s caused by t he s t a t i c f ie ld can be charac ter ized 
prec ise ly : I f t he ve loc i t ies o f a zone are c h a n g i n g con t i n -
uous ly , a ( convex ) wave p r o p a g a t i n g t h r o u g h th i s zone 
w i l l change c o n t i n u o u s l y . D i s c o n t i n u i t i e s i n the ve loc i t y 
f ie ld however cause d i s c o n t i n u i t i e s in wave p r o p a g a t i o n . 

In o rder to keep t r ack o f causes for d i scon t i nuous 
changes, we d i v i d e t he s ta t i c f i e ld i n t o regions a n d ob
stacles. A region is a ( m a x i m a l ) coherent subset of S 
t h a t does n o t c o n t a i n d i s c o n t i n u i t i e s i n the s ta t i c f i e ld . 
T h e reg ions o f t he seismic ve loc i t y f ie ld are also cal led 
geolog ica l layers. An obstacle separates one, t w o , or sev
era l reg ions . I t is a ( m a x i m a l ) coherent subset of S of 
d i s c o n t i n u i t y p o i n t s i n the s ta t i c f i e ld . I t s d i m e n s i o n i s 
i n fe r i o r to t h a t o f S . T h e geo log ica l m o d e l o f f igure 1 
is composed o f three 2D- reg ions o f cons tant ve loc i t ies , 
w h i c h are separa ted by th ree I D - o b s t a c l e s ca l led inter
faces. T h e in ter faces are l i n k e d by a corner w h i c h is 
a OD-obstac le . Reg ions , in ter faces, and corners cons t i 
t u t e a p lace v o c a b u l a r y in t he sense of [Hayes, 1985b; 
Fo rbus , 1994]. 

T h u s , we d i v i d e d the s t a t i c f i e l d i n t o regions where 
m o t i o n o f d y n a m i c ob jec t s i s c o n t i n u o u s and i n t o obs ta 
cles w h i c h d i s t u r b m o t i o n in a d i scon t i nuous way. We 
now use t h i s t o p o l o g i c a l s t r u c t u r e to d i v i d e the g loba l 
h is to r ies i n t o episodes o f d y n a m i c ob jec ts and inc iden t 
events l i n k i n g these episodes. We requ i re t h a t a d y n a m i c 
o b j e c t is c o n t a i n e d i n t o a s ing le reg ion . I f i t reaches an 
in te r face t h e n the c o n t i n u a t i o n o f i ts h i s to r y on the o ther 
side of t he i n te r face is cons idered to be a new o b j e c t , 
n a m e l y t he t r a n s m i s s i o n of t he i n c i d e n t ob jec t . A dy
namic object is an ep isode of t he g loba l h i s t o r y t h a t is 
con ta ined in t he s t a t i c h i s t o r y o f a ce r ta in reg ion . 

An incident i s t he event w h e n a d y n a m i c ob jec ts h i t s 
an obs tac le . I t i s in f a c t t he in te rsec t ion o f the h i s t o r y o f 
the d y n a m i c o b j e c t w i t h the h i s t o r y o f the obs tac le . T h e 
i nc i den t is caused by t he i n c i d e n t o b j e c t and causes i tse l f 
new o b j e c t s i n t he reg ions s u r r o u n d i n g the obs tac le . T h e 
g l o b a l h i s t o r y i s b r a n c h i n g a t the i nc iden ts as i l l u s t r a t e d 
i n f i gu re 2 . An i n c i d e n t i s t he s t a r t o f the h is tor ies o f 
t he waves i t causes a n d i t l i n ks t h e m w i t h the h i s t o r y o f 
t he i n c i d e n t wave 

T h u s , we have s t r u c t u r e d h is to r ies i n the d y n a m i c 
f i e l d s i n t o d y n a m i c ob jec t s , i nc i den t s , a n d t he i r causal 
r e l a t i o n . In fac t , we have a d a p t e d t he basic concepts o f 
na i ve phys ics [Hayes, 1985b] to phys i ca l f i e lds a n d now 
have a v o c a b u l a r y for i n t e r p r e t i n g t he s i m u l a t e d f ie lds . 

3 Interpret ing snapshots 
3.1 Detecting static histories 
First we show bow to decompose the static velocity field 
in to geological layers and interfaces. Thus, we obtain the 
regions where to look for waves and the obstacles where 
to look for incidents. 

Let {V,N) be a gr id and / : V — R be a field. We 
define regions as follows: let C C N be a symmetr ic cri
teria that specifies whether two neighbour points belong 
to the same region. We consider the reflexive transit ive 
closure of C and denote it by C. C* is the smallest 
superset of C that is reflexive and transit ive. Since C 
is symmetr ic , C is an equivalence relat ion. The regions 
are obtained as the equivalence classes of C* The C-
region of a point p E V is defined as the equivalence class 
containing ;>: 

(3) 
To define regions in the velocity field v of seismic waves, 
we l ink two neighbour points if there is no discontinuity 
between them. Since grids have a fixed resolution, we use 
a threshold i to operationalize this cr i ter ia. The velocity 
difference of two points must be smaller than E: 

(4) 
T h e geological layer of p o i n t p is t h e n the equ iva lence 
class Fiv{p). 

N e x t we def ine in ter faces s e p a r a t i n g t w o C- reg ions R\ 
and R2 An in ter face is j u s t a set of n e i g h b o u r h o o d l i nks 
(p,q) € N t h a t do n o t sat is fy t he g i ven c r i t e r i a C and 
t h a t connect a p o i n t in R\ w i t h a p o i n t in R2'. 

(5) 

The set I(R1,R2) is called C-interface between R1 R2 
iff 1(R1, R2) is not empty. The geological layers are sepa
rated by V-interfaces. For the sake of brevity, we neither 
discuss corners, nor the case that the interface between 
two regions is interrupted by a th i rd region. 

3 .2 D e t e c t i n g o b j e c t s i n a s n a p s h o t 
In the next sections, we consider a sequence of snapshots 
a 1 , a 2 , a 3 , . . . showing the ampl i tude field at increasing 
t ime points t l , t 2 , t 3 ■ ■ ■■ We proceed in three steps in 
order to detect histories of wave objects. First , we iden
t i fy wave objects in a single snapshot. Then, we l ink 
the possible interpretat ions of succeeding snapshots. Af
ter tha t , we show how to detect histories of new objects 
caused by incidents at interfaces. 

Wave fronts as shown in figure 1 consist of a smal l 
number of oscil lations. In a snapshot, they appear as 
th in regions of negative or positive ampl i tudes, which 
can clearly be distinguished f rom the background having 
zero ampl i tude. To capture this phenomena formal ly, 
we divide the set V of points into three classes: positive, 
negative, and zero ones. Since there are small distort ions 
in the simulated field, we use a to define the zero 
class. Let a,- be the ampl i tude field of the i-th snapshot: 

(6) 
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Th is example shows that it is possible to interpret snap-
shots by a qual i ta t ive analysis of zero regions and their 
neighbourhood relationships. Th is method can be ex
tended to other kinds of waves such as diffracted waves. 
Problems are encountered if 1. fronts end in a region 
w i thout enclosing it and 2. two fronts of a different or i 
gin are l inked w i thou t showing an indicat ion where this 
l ink can be found. In order to treat these problems, 
we need addi t ional physical knowledge that cannot been 
extracted f rom the images. In [Junker, 1994], a wave 
f ront has been characterized by a sequence of rays called 
polyray (cf. figure 5). Polyrays provide the addi t ional 
knowledge, but are di f f icul t to manage when traversing 
curved interfaces. A compromise could be the use of two 
auxi l iary rays mark ing the left and r ight ends of wave 
fronts to meet the problems of the qual i ta t ive interpre
ta t ion method. 

4 Related work 
Recent work demonstrates the power of augmenting nu
merical s imulat ion w i th qual i ta t ive notions. [Forbus and 
Falkenhainer, 1990] define the not ion of self-explanatory 
simulations where the simulator itself is able to explain 
its behavior: 

a self-explanatory simulation integrates qualitative 
and numerical models to produce accurate predic
tions and causal explanations of the behavior of 
continuous physical systems. 

They i l lustrate this def in i t ion w i t h the S I M G E N pro-
gram on physical systems simulated by ordinary differ
ential equations. 

Other examples of programs m ix i ng quant i ta t ive sim
ulat ion w i th qual i ta t ive notions can be found in the AI 
l i terature : the most famous being Q3 [Kuipers and 
Berleant, 1988], P O I N C A R E [Sacks, 1991], the K inet i -
cist's Workbench [Eisenberg, 1991], and others [Y ip , 
1987], [Zhao, 1991]. [Forbus, 1991] addressed an exten
sion of qual i tat ive reasoning to spatial in format ion. In 
this work, Forbus advocates that , in order to be able 
to reason about, spat ial ly d is t r ibuted system, one needs 
to mix two representations which he calls a metric dia
gram (the quant i ta t ive par t ) , and a place vocabulary (the 
symbolic par t ) . The metr ic d iagram is used for calcula
t ion whereas the place vocabulary is used for describing 
the system's behavior at a more abstract level, and for 
guid ing the numeric computat ions which take place on 
the metr ic d iagram. Moreover, these two representations 
are intertwined so that there is a correspondence be
tween the places identif ied by the place vocabulary, and 
the quantit ies manipulated in the analog representation. 
In a more recent paper [Forbus, 1994], he proposes six 
challenge problems for spatial reasoning, the four th one 
being : 

develop a system which can, given a sequence of 
weather maps for a region, provide a consistent 
qualitative explanation of the atmospheric behav
ior during that period ... 

The problem we have addressed is very s imi lar: Given a 
sequence of 2D snapshots of seismic ampl i tudes w i th in 
the underground, our method provides a consistent qual
i tat ive explanat ion of the propagat ion of acoustic waves 
dur ing that per iod. Th is has been achieved by effectively 
integrat ing several representations, namely a metr ic dia
gram (i.e. fields) used for s imulat ion and a place vocab
ulary (i.e. objects) describing the geological structures. 
[ junker, 1994] addi t ional ly experimented w i th a physical 
representation based on rays. 

Research in qual i ta t ive and model-based reasoning has 
focused since its beginning on systems that could be sim
ulated by ordinary differential equations (ODEs) . Nu
merical s imulators using differential equations can be d i 
vided in to two classes: Those using scalar variables and 
those using field variables. Scalar variables describe dif
ferent quant i ta t ive properties of a system and are not 
d istr ibuted over a space. Good examples of this class 
of systems are simple physical devices, chemical pro
cesses, chemical kinetics, global socio-economical mod
els, or econometric models. In contrast to this, field 
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variables are d ist r ibuted over a space, often related to 
the real wor ld in one, two or three dimensions. W i t h i n 
this category, we can dist inguish between fields of scalar 
variables and fields of vector variables. Different simu
lat ion techniques are used for approaching this k ind of 
problems. F in i te difference and f inite elements are the 
conventional tools used by applied mathematicians for 
the s imulat ion of field variables. Examples are f luid dy
namics, geophysics or mechanics. Other approaches for 
field variables are naive physics and cellular automata, 
the basis for a number of A Life experiments such as Con-
way's game of l ife. 

5 Conclus ion 
We developed a method for interpret ing snapshot images 
produced by f ini te element, simulators for seismic wave 
propagat ion. As a result, the regions in the images are 
l inked w i th Hayes-like histories of waves: 

1. In order to detect wave fronts in a snapshot, we 
characterized them by the zero regions in the back
ground they are enclosing. The first, snapshot con
tains a single f ront enclosing the zero region that 
contains the source point . 

2. Symbolic constraints are posed on the zero regions 
to track a given wave f rom one snapshot to the other 
and to detect new waves. We obtain new waves 
when wave histories intersect w i th the static histo-
ries of obstacles. 

A first prototype of a snapshot interpreter which is called 
SISMONAUTE [Junker, 1994] has been implemented using 
the I L O C tools L E L I S P , A I D A , and S M E C I . This expe
rience enabled us to find the crucial concepts for char
acterizing waves and for describing histories, as well as 
symbolic constraints, which enables the use of constraint 
p rogramming tools to f ind globally consistent interpre
tat ions. 

As a future perspective, the interpretat ion method 
could be adapted to other kinds of numerical simulations 
(e.g. tha t of f lame fronts in simulations of combustions). 
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