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Abstract 
Based on the research done in the last decade, 
attempts have been made to propose descrip­
t ion logics as unifying formalisms for the var­
ious class-based representation languages used 
in different areas. These attempts have made 
apparent that sound, complete, and decidable 
description logics st i l l suffer from several l im­
itat ions, regarding modeling classes of aggre­
gate objects, expressing general inclusion ax­
ioms, and the abi l i ty of navigating links be­
tween classes. In this paper we make descrip­
t ion logics accomplish the necessary leap in or­
der to become suitable for the new challenging 
applications they are faced wi th . In particular, 
we propose a powerful description logic over­
coming the above l imitat ions and we show that 
its reasoning tasks are decidable in worst case 
exponential t ime. 

1 Introduction 
Description logics are AI formalisms that allow one to 
represent domain knowledge by focusing on classes of ob­
jects [Brachman, 1977] and their relationships [Woods, 
1975], and by offering specialized inferences on the class 
structure. 

The research developed in the last decade offers a quite 
complete picture of several issues related to the expres­
sive power of the logics and the computational complex­
ity of the reasoning tasks (see [Woods and Schmolze, 
1992]). Based on the outcome of this research, attempts 
have been made to propose description logics as unifying 
formalisms for the various class-based representation lan­
guages used in different areas, such as semantic networks, 
feature logics, conceptual and object-oriented database 
models, type systems, and other formalisms used in 
software engineering [Bergamaschi and Sartori, 1992; 
Piza et a/., 1992; Borgida, 1992; Calvanese et a/., 1994; 
Schreiber et ai, 1993]. However, these attempts have 
made apparent that description logics that are equipped 
with sound, complete, and terminating reasoning pro­
cedures st i l l suffer f rom several l imitat ions that are not 
acceptable when representing complex domains in the 
different fields mentioned above. Here is a list of the 
most impor tant l imitat ions. 

• The domain of interpretation is flat, in the sense that 
the logics consider the world as constituted by elemen­
tary objects (grouped in concepts) and binary relations 
between them. One consequence of this property is that 
N-ary relations are not supported (an exception is the 
logic proposed in [Schmolze, 1989], for which no com­
plete decision procedure was proposed). In fact, N-ary 
relations have been shown to be important in several 
contexts (see [Catarci and Lenzerini, 1993]), especially in 
databases and in natural language. For example, exam 
is correctly modeled as a ternary relation over student, 
professor and course. Note that supporting N-ary rela­
tions means that the logic offers suitable mechanisms for 
their definition and their characterization. For example, 
one has to ensure that no pair of instances of exam ex­
ist connecting the same tr iple of objects; also, one may 
want to assert that students linked to graduate courses 
by the relation exam are graduate students. These kinds 
of properties cannot be represented by simply modeling 
the N-ary relation in terms of N binary relations. 

• Usually, general inclusion axioms are not supported. 
Although inclusion axioms are essential when we want 
to assert properties of classes and relations, as required 
in complex domains, most of the research on descrip­
t ion logics either deals wi th class descriptions only, or 
impose severe restrictions, such as acyclicity, on axioms. 
Exceptions are, for example, [Nebel, 1991; Baader, 1991; 
Schild, 1991; De Giacomo and Lenzerini, 1994; Buchheit 
et ai, 1993]. An important outcome of this research 
is that reasoning wi th axioms is computationally hard, 
even for the simplest description logics (weaker than 
TCT [Woods and Schmolze, 1992]). A l l these works, 
however, l im i t their attention to axioms on concepts, 
and do not consider the problem of expressing inclusion 
axioms on relations. 

• Relationships between classes are generally described 
by means of poor representation mechanisms. Indeed, 
when t ry ing to use description logics for capturing repre­
sentation formalisms used in different fields, one realizes 
that three features are essential: the abil i ty of navigat­
ing relationships (say of a semantic network or of an 
entity-relationship schema) in both directions. The abil­
i ty of stating cardinality constraints of general forms on 
relationships. The possibility of conceiving a relation­
ship like a set, thus applying set theoretic operators on 
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them (including the notorious role value map [Woods 
and Schmolze, 1992]). 

The aim of the present work is to devise a description 
logic, called CATS, that f inally addresses the above is­
sues. The basic ingredients of CATS are classes and 
links. Differently f rom tradi t ional description logics, 
classes are abstractions not only for a set of indiv idu­
als (corresponding to the usual notion of concept, called 
simple class here), but also for sets that have aggregates 
as instances (called aggregate classes). There are two 
types of aggregates: property aggregates and instance 
aggregates. A property aggregate is an abstraction for 
an object that is considered as an aggregation of other 
objects, one for each attr ibute belonging to a specified 
set [Smith and Smi th , 1977]. A typical example of such 
an aggregate is a date, which is seen as an aggregation of 
three objects, one for the at t r ibute day, one for the at­
t r ibute month, and one for the at t r ibute year. Another 
example of property aggregate is an exam, which again 
is seen as an aggregation of three objects (one professor, 
one student and one course). This makes it clear that N-
ary relations can be modeled as classes whose instances 
are aggregates. An instance aggregate is an abstraction 
of a group of other objects belonging to a certain class 
[Brodie and Ridjanovic, 1984]. A typical example of such 
an aggregate is a team, which can be seen as a group of 
players. Like any other description logics, CATS allows 
one to form complex classes by applying suitable con­
structors to both simple and aggregate classes. Notably, 
CATS includes a form of role value map, and the most 
general form of number restrictions (called qualified). 

Links are abstractions for atomic, basic, and complex 
relationships between classes. An atomic link (denoted 
simply by a name, and also called attr ibute) is the most 
elementary mean for establishing a relationship between 
classes. A basic l ink is formed by applying certain con­
structors (like inverse, union, intersection and difference) 
to atomic l inks, and a complex l ink is formed by apply­
ing more complex constructors (like chaining, transit ive 
closure, and identi ty) to basic l inks. 

A knowledge base in CATS is simply a set of inclu­
sion axioms. We point out that CATS allows inclusion 
assertions to be stated on classes of all kinds (simple, 
aggregate, and complex), and on basic l inks, w i th no 
l imi ta t ion (for example on cycles). A particular care is 
put in devising CATS so that its reasoning tasks remain 
decidable and even wi th the same computat ional com­
plexity as the simplest description logics where inclusion 
axioms are allowed. Indeed, we describe a technique 
for comput ing logical impl icat ion in CATS, and show 
that this problem is both EXPTIME-ha rd , and decid­
able wi th exponential t ime in the worst case. 

The paper is organized as follows. Section 2 briefly re­
calls the description logics CXT [De Giacomo and Lenz-
erini , 1994], which is the basis of the present work. Sec­
tion 3 presents our logic CATS, which adds to CXT suit­
able constructors for representing aggregations, complex 
links, and qualified number restrictions. In Section 4, 
we show examples of knowledge bases bui l t using CATS, 
and compare the expressive power of the logic w i th other 
similar formalisms for knowledge representation. Sec­

t ion 5 illustrates the salient features of the technique 
we use for comput ing logical impl icat ion in CATS, and 
discusses the computat ional complexity of this problem. 
Finally, conclusions are drawn in Section 6. 

2 Preliminaries 
Tradit ional ly, description logics allow one to represent a 
domain of interest in terms of concepts and roles. Con­
cepts model classes of individuals, while roles model bi­
nary relations between classes. Start ing w i th atomic con­
cepts and atomic roles, which are concepts and roles de­
scribed simply by a name, complex concepts and roles 
can be bui ld by means of suitable constructors. 

In the fol lowing, we focus on the description logic CXT 
studied in [De Giacomo and Lenzerini, 1994], whose lan­
guage has the fol lowing syntax: 

where A denotes an atomic concept, C (possibly w i th 
subscript) a generic concept, P an atomic role, R (pos­
sibly w i th subscript) a generic role. 

In description logics, an interpretation X = 
consists of a nonempty domain of interpretation 
and an interpretation function -I satisfying the follow­
ing conditions (#({} denotes the cardinal i ty of a set, and 

a = p\p-y. 

Note that CXT has a very expressive language, compris­
ing all usual concept constructs, and a rich set of role 
constructs, namely: union of roles R1 R2, chaining of 
roles R1 o R2, reflexive-transitive closure of roles R*, in­
verse roles R-, and the identi ty role id(C) projected on 
C. Moreover CXT supports the simplest form of cardi­
nal i ty constraints, namely functional restrictions of the 
form (< 1P), interpreted as the set of individuals for 
which the role P is funct ional. Notably, functional re­
strictions can be applied to both atomic roles and inverse 
of atomic roles. In fact, in CXT there is a perfect symme­
try between roles and inverse roles, that w i l l be the basis 
for the extensions of the logic discussed in this paper. 

Let C be any description logic. An is a 
finite set of axioms of the form C\ C2, called inclu­
sion assertions, where C\ and Ci are C concepts. An 
interpretation X satisfies an inclusion assertion C\ Ci 

1TBox is the term traditionally used for naming the set 
of axioms constituting the intensional level (schema level) of 
a knowledge base. 
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2 Actually, in description logics having a language rich 
enough, logical implication can in turn be (polynomially) re­
duced to satisfiability of a single concept. This is basically 
due to the ability of expressing reflexive-transitive closure of 
roles, together with the "connected model property", i.e. if 
a TBox has a model, it has a model which is connected (see 
[Schild, 1991; De Giacomo and Lenzerini, 1994]). 

3 We assume that integers are coded in unary. 

4This notation makes it clear that a tuple is indeed a 
function assigning one element of O1 to some of the elements 
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Fami ly can indeed be considered as a relation wi th 
four arguments. The x constructor is used to de­
fine keys for (N-ary) relations: for example, the 
fact that every instance of Fami ly is an instance 
of x (Fami l y , l a t h e r , mother, date) implies that the 
three attr ibutes form a key for the class. On 
the other hand, S t i l l F a m i l y , representing families 
whose father and mother are st i l l married, has a 
more specialized key, constituted by the attributes 
l a t h e r and mother. Observe that several keys can 
be defined for a class (see C i t y ) . 

• Qualified number restrictions and role value maps 
on basic l inks can be used without any l imi tat ion. 
I n d e e d , l a t h e r U mother U c h i l d r e n ) is a role 
value map on basic links. 

• Complex links can be used for modeling interest­
ing relationships. For example, the relationship 
h a s l a t h e r between a person and her/his father 
is captured in K by c h i l d r e n " o l a t h e r (sim­
i larly for hasmother). Also, ancestor is cap­
tured by ( h a s l a t h e r U hasmother) o (has la the r U 
hasmother)* (see the definition of VeryPhd). 

As an example of inference that can be draw from /C, 
observe that : 

R e l a t i o n s h i p w i t h o t h e r f o r m a l i s m s 

It is easy to see that we obtain CIQ from CATS 
by simply ignoring tuples, sets, and basic links (other 
than atomic ones). As another example of description 
logic support ing general inclusion assertions, the logic 
ACCNR, studied in [Buchheit et a/., 1993], can be ob­
tained from CATS by ignoring tuples, sets, complex 
links, the (a1 C a2) constructs, and by allowing only 
basic links of the form b1 n b2, andnumber restrictions 
of the form Also the formalism in [Schmolze, 
1989] support ing N-ary terms can be easily expressed 
in our logic. More generally, it can be shown the vast 
major i ty of decidable description logics proposed in the 
literature are captured by CATS. 

Space l im i ta t ion prevents us from showing how 
database models can be captured by CATS. We simply 
observe that we obtain the Entity-Relationship model by 
allowing one level of nesting in tuples, and by part i t ion­
ing elementary classes in entities and attributes. Anal­
ogously, the nested relational model, as well as complex 

objects data models are expressed in CATS by imposing 
suitable l imitat ions on tuples and sets. 

As a final observation, we would like to note that 
CATS can also be used for expressing knowledge bases 
that go beyond classes and links. In [De Giacomo and 
Lenzerini, 1995], we show that a weak version of CATS 
can be used as a sort of monotonic propositional sit­
uation calculus extended wi th complex and concurrent 
actions. Roughly speaking, states are modeled by el­
ementary objects, and atomic actions are modeled by 
atomic links. A propositional fluent then simply becomes 
a class (whose instances are those states where the flu­
ent is true), and preconditions, postconditions, effects of 
actions, as well as frame axioms are expressed by inclu­
sion assertions. Finally, basic links, complex links, and 
qualified number restrictions are used to model complex 
properties of actions, including concurrency. For exam­
ple, a1 n a2 denotes the concurrent execution of the ac­
tions a1 and a2), while an inclusion assertion of the form 

(where are all 
the atomic actions) can be used to impose that the past 
is backward linear -i.e., that every state as at most one 
predecessor. 

5 Decision procedure for CATS 
We investigate the decidability and the complexity of 
CATS, showing that logical impl icat ion in CATS is 
polynomially reducible to logical impl icat ion in CIF, 
which is decidable and EXPTIME-complete. The re­
duction is done in two steps: first, we "reify" basic links, 
tuples and sets, so that objects in the interpretations are 
elementary objects; then, we reduce qualified number re­
strictions to functional restrictions. 
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6 Conclusions 
It is our opinion that the work described in this paper 
makes description logics accomplish the necessary leap in 
order to be well equipped for the new challenging appli­
cations they are faced w i th . Our first investigations show 
that CATS can indeed capture and extend most class-
based representation formalisms used in different areas 
as A I , databases, software engineering, etc.. One main 
issue st i l l remains to be addressed, namely, the possibil­
ity of adding to CATS suitable constructs for express­
ing finiteness of nested aggregates, and, correspondingly, 
suitable techniques for reasoning in finite models (in the 
style of [Calvanese et al., 1994]). This wi l l be the subject 
of further research. 
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