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A b s t r a c t 

We argue t h a t cur ren t p lan-based theor ies o f discourse 
do no t by themselves exp la i n preva lent phenomena in 
even s imp le task -o r ien ted d ia logues. T h e purpose o f th is 
paper is to show how one d i f h c u l t - t o - e x p l a i n feature of 
these d ia logues, con f i rma t i ons , fo l lows f r o m the joint or 
t eam na tu re o f t he u n d e r l y i n g task. Speci f ical ly , we re­
v iew the concept of a j o i n t i n t e n t i o n and we argue tha t 
the conversants in a task -o r ien ted d ia logue j o i n t l y i n ­
tend to accompl i sh the task . F r o m th is basis, we der ive 
the goals u n d e r l y i n g the pervasive use of con f i rma t ions 
observed in a recent expe r imen t . We conclude w i t h a 
discussion on genera l i z ing the analys is presented here to 
character ize d ia logue i tse l f as a j o i n t ac t i v i t y . 

1 I n t r o d u c t i o n 
T h i s paper i s concerned w i t h ana lyz ing features o f com­
m u n i c a t i o n t h a t arise d u r i n g j o i n t o r t e a m ac t iv i t ies . 
Speci f ical ly, we discuss the o r i g i n o f t w o types o f con­
f i rmat ions: con f i rma t i ons o f successful f u l f i l l m e n t o f re­
quests, and o f referent i den t i f i ca t i on . We show how the 
same u n d e r l y i n g p r inc ip les , n a m e l y the j o i n t na tu re o f 
the pa r t ne r s ' a c t i v i t y , gives rise to the goals under l y ­
ing b o t h types o f speech acts. To make th is precise, we 
examine d a t a f r o m a s t u d y o f task-or ien ted dia logues, 
p rov ide a f o r m a l analys is o f j o i n t ac t i on , describe the 
sub jec ts ' task in the f o r m a l i s m , and then der ive the goals 
t h a t we c l a i m give rise to the con f i rma t i ons . 

B o t h types of c o n f i r m a t i o n , as wel l as requests for 
t h e m , occur repeated ly in the task-or ien ted dialogues for 
assembl ing a t oy wa te r p u m p s tud ied in [4, 12]. F i r s t , 
successful sa t i s fac t ion o f each request f r o m an exper t to 
an apprent ice was near l y a lways con f i rmed w i t h u t te r ­
ances such as " G o t i t , " " O K , " o r " D o n e . " For examp le , 1 
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+ Fellow of the Canadian Ins t i tu te for Advanced Research 
Dialogue fragments are quoted verbat im f rom transcrip-

E x p : A n d a t tach the p i n k t h i n g so i t covers 
the hole in the m i d d l e . 

A p p r : (pause) Got it. One way-va lve . 
We ' re a l l set. 

T h e con f i rma t i on c lear ly ind icates t h a t the apprent ice 
t h i nks he has successful ly assembled the re levant pa r t , 
and no t s i m p l y t h a t the request was unde rs tood or wou ld 
be compl ied w i t h . S im i l a r l y , con f i rma t i ons o f referent ia l 
unde rs tand ing , i n c l u d i n g m a n y so-cal led "back-channe l " 
u t terances, such as " m m - h m m " or " Y e a h " , were also 
f requent . For examp le , 

E x p : Okay, I w a n t you to take the largest t ube , 
or ac tua l l y 
i t ' s the largest piece o f a n y t h i n g , 
t h a t has t w o openings on the side -

A p p r : Yeah 
E x p : - and th reads on the b o t t o m . 
A p p r : Yeah. 

These two categories, c o n f i r m a t i o n of successful ac t ion 
and of successful referent i d e n t i f i c a t i o n , accounted for 
8 9 % o f a l l con f i rma t i ons in the te lephone dialogues. 
W h e n con f i rma t i ons were slow or absent in these d ia­
logues, exper ts o f ten e x p l i c i t l y requested t h e m . For ex­
amp le , requests for b o t h types of c o n f i r m a t i o n can be 
found i n the f o l l o w i n g f r a g m e n t : 

E x p : A n d st ick i t o n the e n - o n t o the u h 
spou t c o m i n g ou t the side. 
You see that? 

A p p r : Yeah , okay 
E x p : You got that on, okay? 
A p p r : Yeah . 

Ove ra l l , 18% o f the verba l i n t e rac t i on in te lephone mode 
was spent e l i c i t i ng and issu ing con f i rma t i ons , w i t h an 
average ra te of one c o n f i r m a t i o n every 5.6 seconds. 

C lear ly , con f i rma t i ons a n d requests for t h e m are such 
a c ruc ia l componen t of d ia logue success, in th is task 
and m a n y o thers , t h a t any adequate theo ry o f d ia logue 
shou ld be able to exp la in w h y and where they shou ld oc­
cur. However , no cur ren t p lan-based theor ies o f d ia logue 
or speech act theor ies do so.2 Essent ia l ly , the reason for 

tions f rom the study, but w i th emphasis added for clarity. 
2Because space precludes an extensive discussion, we wi l l 

assume the reader is fami l iar w i t h those theories. If not, 
please see, for example, [ 1 , 7, 9, 11]. 
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this failure is that such theories do not tell us when the 
goals underlying such speech acts would arise. 

To be more specific, how would plan-based theories 
of dialogue fashioned after the Allen and Perrault model 
[1] attempt to account for the apprentice's confirmations 
and the expert's requests for them? Essentially, there are 
three possible routes: First, the apprentice's goal of at­
taining mutual belief of successful action (which would 
lead to one kind of confirmation) could be added to the 
semantics of a request. Thus, in addition to conveying 
what action the speaker wants the addressee to perform, 
a request would also convey that the speaker wants the 
outcome of the requested action to become mutual ly be­
lieved. Since these plan-based theories required il locu-
tionary act recognition [1, 11], if a request were recog­
nized as part of the expert's plan, so too would his goal 
of attaining a mutual belief (or perhaps, just a belief) 
that the requested action has been performed. Then, by 
helpful goal adoption, the goal of attaining mutual belief 
of successful action would be adopted by the apprentice. 
This augmentation of the meaning of requesting might 
handle the problem, but no argument has been given on 
independent grounds for doing so. 

Second, in the course of attempting to recognize the 
expert's higher-level plan, such a goal might be inferred 
to be a precondition to some subsequent action, and 
helpful goal adoption would transfer the speaker's goal 
for attaining mutual belief to the addressee. But, in gen­
eral, an addressee might be able to infer only that the 
speaker was going to do something based on the outcome 
of a requested action, but not what that action was. In 
the plan-recognition models under discussion, such vague 
plans are not representable. St i l l , in the task-oriented 
telephone dialogue case, one would expect the appren­
tice to confirm success (or report trouble) even in cases 
where no specific plan can be attr ibuted to the speaker. 

The most promising possible explanation is to use "ex­
pectations" about the conversant ' goals. In other words, 
there would be expectations that the apprentice would 
already have the goals of attaining mutual belief of the 
result of the requested actions. This approach may in­
deed work, if the notion of expectation is handled prop­
erly, but it begs the question — where would such ex­
pectations come from? This is in fact the question we 
are t ry ing to answer. 

Regarding the analysis of expectations per se, if one 
were to describe expectations in the Allen and Perrault 
model in terms of mental states, rather than in terms of 
data structures, they would be mutual beliefs that the 
conversants have a given set of goals. In the case of these 
task-oriented dialogues, it would be mutual ly believed 
that the apprentice has the standing goal of making pub­
lic the outcome of any requested actions. But the proper 
mental state characterization of such expected goals can­
not be based solely on mutual beliefs because those be­
liefs could be revised: if the apprentice did not do what 
was expected, the expert could simply assume his own 
beliefs, and hence the mutual beliefs, were wrong. Hence, 
the expert's expectation would disappear. Wi thout fur­
ther st ipulat ion that the expert also wants to at tain this 
state of mutual belief, no prediction could be made that 

the expert would have the goals leading to a request for 
confirmation, which frequently occurred in such circum­
stances in the corpus. But , such a stipulation would be 
insufficient as simple goals or desires can be changed too 
easily. 

Both parties should not merely predict the apprentice 
wi l l have the goal to attain mutual belief of successful 
action, they should be committed to his having it — the 
apprentice is supposed to confirm, and the expert can 
hold him to i t .3 These requirements on the apprentice 
arise, we argue, because both parties jointly intend to 
engage in the task. Thus, we are claiming that to charac­
terize the nature of many situation-specific expectations 
properly, one needs an account of jo in t intention. 

In an earlier papers [6, 10], we defined and explained 
the concepts of jo in t commitment and intention parallel 
to our treatment of individual commitment and intention 
[5]. In those papers, we showed how the adoption of jo int 
commitments and intentions by agents entails their hav­
ing individual commitments and intentions to do their 
parts of the collective activity. Here, the theory of jo int 
intention is only briefly summarized. Then, a model of 
the subjects' task as a jo in t activi ty is provided, and 
the theory is applied to explain the origin of the goals 
underlying the pervasive use of confirmations. Finally, 
we discuss extending the theory to handle dialogue more 
generally as a jo in t activity. We now proceed to describe 
formally what is meant here by jo in t commitments and 
jo int intentions. 

2 T h e F o r m a l i s m 

Our account of individual and joint commitment and 
intention is formulated in a modal language of belief, 
goal, action, and t ime. Due to space l imitat ions, we 
can only sketch some of the features of the formalism, 
and only the assumptions and general properties that 
are needed in the linguistic application. 

In addit ion to the usual connectives of a first-order 
language wi th equality, we have formulas (BEL x p) and 
(GOAL x p) to say that x has p as a belief and goal re­
spectively, and (MB x y p) to say that x and y mutually 
believe that p holds; (KNOW x p) and (MK x y p) are 
used for knowledge and mutual knowledge, respectively. 
To talk about actions, we use (DONE x 1 . . . x n a), (DOING 
x i . . . x „ a), and (DOES x 1 . . . x n a) to say that a sequence 
of events describable by an action expression a was just 
done by the agents xi, is being done now, or wi l l be done 
next, respectively. An action expression here is bui l t 
from variables ranging over sequences of events using 
the constructs of dynamic logic: a;b is action compo­
sit ion; a|b is nondeterministic choice; a||b is concurrent 
occurrence of a and b; p? is a condit ion; and finally, 
a* is repetit ion. The usual programming constructs like 
IF/THEN actions and WHILE loops can easily be formed 
from these.4 To deal w i th t ime, we use (EARLIER p), 

3 A similar situation arises in the train station domain [1]. 
Patrons do not simply believe that the clerk will answer ques­
tions about trains, they know he is supposed to do so. 

4 Test actions occur frequently in our analysis, yet are po­
tentially confusing. The expression p?;a should be read as 
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(EVENTUALLY p), (NEVER p) and (UNTIL q p) to say that 
p was true at some point in the past, wi l l be true at 
some point in the future, wi l l not be true at any point in 
the future, and wi l l remain true unt i l q is true, respec­
tively. Many of these operators can be defined in terms 
of the others, but that need not concern us here. For 
a ful l semantics of this language, and a discussion of its 
properties, see other papers of ours [5, 10]. 

2.1 T h e a s s u m p t i o n o f m e m o r y 

The formalism we are developing embodies various as­
sumptions (understood as constraints on models) con­
cerning beliefs and goals. For example, we assume that 
all agents eventually drop their achievement goals by ei­
ther achieving them or by giving up (see [5]), and that 
goals are always compatible wi th what is believed. In 
exploring the properties of jo in t intentions and commit­
ments below, we also assume that individuals and groups 
realize what they did not believe or mutual ly believe in 
the past. More formally, 

A s s u m p t i o n 1 Memory 

That is, agent x did not believe p iff the agent now be­
lieves that he did not believe p. A corresponding prop­
erty is assumed to hold for jo in t memory, namely: 

A s s u m p t i o n 2 Joint memory 

In other words, we do not allow agents (or groups of 
agents) to have doubts or inaccurate beliefs about their 
past beliefs. 

2.2 I n d i v i d u a l c o m m i t m e n t a n d i n t e n t i o n 

Based on these primit ives, a notion of individual commit­
ment called PGOAL, for persistent goal, has been defined 
[5] that describes an agent a.s being committed to p if 
he knows that he wi l l keep his goal to eventually bring 
about p at least unt i l he believes it is true, is impossible, 
or is irrelevant. More formally,5 

The important points to observe about individual com­
mitments are these: once adopted, an agent cannot drop 
them freely; other commitments need to be consistent 
with them; and agents wi l l t ry again to achieve them 
should in i t ia l attempts fa i l . Condit ion q is an escape 
clause (which we wi l l occasionally omit for brevity), 
against which the agent has relativized his persistent 
goal. Should the agent come to believe it is false, the 
commitment is no longer relevant, and can be dropped. 
Note that q could in principle be quite vague, allowing 

"action a with p holding initially," and analogously for a;p?. 
This definition differs slightly from that presented in our 

earlier work [5], but the difference is of no consequence here. 

for disjunctions, quantifiers, and the like, although for 
sufficiently broad conditions, not much of a commitment 
would remain. 

Merely having a commitment to get some action done 
is not sufficient for an agent to act deliberately. It is 
consistent wi th what we have said so far that an agent 
with a PGOAL to achieve (DONE x a) could blunder about 
at random unt i l he discovers that he has in fact done 
the required action, perhaps by accident. But, an agent 
who does an action intentionally should at least realize 
what he is doing throughout the execution of the action. 
In this paper, however, we merely require the agent to 
believe at the start of the action, that he is about to do 
i t : 

Therefore, an intention is a commitment to having done 
an action starting in a specific mental state. 

It is also useful to model agents who have intentions 
where only certain parts of the overall action are speci­
fied. For example, an agent might intend to something 
of the form a;. . . ;b, where what is to be done between a 
and b is not known at the outset of the action. To ex­
press this, we use a new form of intention, INTEND*, that 
takes an open action expression as an argument, wi th the 
unspecified parts bound by an existential quantifier. 

1  

So, for example, if we have 

then we have a commitment to there being an e such 
that a;e;b gets done. However, prior to executing this 
sequence, we do not require the agent to satisfy 

for a specific event e, as we would wi th INTEND, but only 
that 

must be true. Al though the agent must know that he 
wi l l do something between the a and the b, he need not 
know ini t ia l ly what it is. 

2.3 J o i n t c o m m i t m e n t s a n d i n t e n t i o n s 

We have argued elsewhere [6, 10] that to act together as 
a team, a group of agents is in a complex mental state 
termed a joint intention, which is defined as a jo int com­
mitment to act in a shared belief state. A jo int inten­
tion binds team members together, enabling the team 
to overcome misunderstandings and surmount obstacles. 
The analyses of jo in t commitments and intentions given 
in the earlier papers are motivated by nonlinguistic ex­
amples, such as dr iv ing in a convoy, and by a principle 
of making min imal changes to the analysis of individual 
intentions and commitments. 

As in the individual case, we start wi th the notion 
of a jo int persistent goal, JPG, which is the analogue of 

Cohen and Levesque 953 



PGOAL wi th belief replaced by mutual belief, and goal 
replaced by MG and WMG, as below: 
D e f i n i t i o n 4 

If the last line here had been (MG x y (EVENTUALLY p)), 
then the analogy between the individual and jo in t case 
would have been clearest. Unfortunately, we must in­
stead use (defined below) which says that 
the agents have a "weak mutual goal" to achieve p. This 
is defined to be a mutual belief that each agent has "weak 
goal" to achieve p relative to the other agent, which in 
turn is defined as the agent either having the goal to 
achieve p, or, if he comes to believe (typically privately) 
that p is true, impossible, or irrelevant, the goal of mak­
ing this a mutual belief. More precisely, 
D e f i n i t i o n 5 

So a jo int persistent goal to achieve p relative to q means 
that the agents mutual ly believe that p is false, they 
mutual ly believe that each wants it to be true at some 
point, and they mutual ly know that they wi l l keep p as 
a weak mutual goal at least unt i l they mutual ly believe 
it holds, is impossible, or irrelevant. 

This weaker notion of goal is necessary here because 
an agent may not be aware of what his partner has dis­
covered privately about p; thus, it would be unreasonable 
to expect an agent to assume obliviously that the other 
is st i l l t ry ing to achieve p. However, the persistence of a 
weak goal st i l l predicts a level of robustness: the indiv id­
uals are committed to achieving p, and if they discover 
privately that it is done, impossible or irrelevant, they 
have the goal of making this mutual ly known. In fact, 
it can be shown that in normal circumstances, this goal 
wi l l be a PGOAL: 

So, if x and y are jo in t ly committed to p, and some condi­
t ion C holds (C says that once the agent comes to believe 
p, he wi l l not change his mind) , then unt i l the agents 
mutual ly believe that p is satisfied or impossible, if one 
agent, say x, comes to believe privately that p holds, then 
he has a persistent goal to make p mutual ly believed. 
Similar theorems can be proven about commitments to 
attain mutual belief of the impossibil ity or irrelevance of 

the agreement. Thus, a JPG to achieve some condition 
wi l l normally lead to a private commitment to make the 
outcome of that condition mutual ly believed. 

We conclude the review of the formalism wi th a defini­
t ion of joint intention that parallels exactly the definition 
from the individual case, replacing PGOAL by JPG and 
BEL by MB: 

Thus, two agents jo in t ly intend to do some (possibly un-
derspecified) action iff they are jo in t ly committed to hav­
ing done the action mutual ly believing they were about 
to do i t . For further discussion of how jo int commit­
ments and intentions work to bind teams together and 
protect them against misunderstandings, see [6, 10]. 

3 C o m m i t m e n t s t o A c t i o n S e q u e n c e s 

As we wi l l see in the next section, our analysis of task-
oriented dialogue begins by assuming that the agents 
jo in t ly intend to perform together some partial ly speci­
fied sequence of actions. Much of our analysis depends 
on how a commitment to an action sequence gives rise 
to a commitment to elements of that sequence. 

First of a l l , observe that if an agent is committed to 
doing some sequence a;b, it does not follow that the agent 
is committed to either doing a or doing b by itself. For 
one thing, the agent may believe that b has already been 
done (without being preceded by a). Also, he may only 
be interested in having b done just after a. Similar con­
siderations apply to a. However, in the case of the tai l of 
a sequence, we do get a commitment that is relativized 
to the larger goal: 

The proof is as follows: any state where a sequence a;b 
has just been done wi l l necessarily be one where b was 
just done. Thus, a goal to achieve the former impl ic i t ly 
includes a goal to achieve the latter. It follows that a 
goal to achieve the latter must persist at least as long 
as a goal to achieve the former, and so the relativized 
version of the PGOAL (or JPG) holds. 

Similar reasoning does not apply in general to the first 
element a of a sequence, even assuming that the agent 
believes he has never done a. The reason is that the 
agent may not be able to tell where a ends and b begins, 
but st i l l expect to correctly execute the entire sequence. 
That is, an agent can start w i th the goal of doing a;b, 
then at some point, wi thout necessarily knowing that 
a is done, drop the goal of doing a, but continue the 
sequence nonetheless, th ink ing that eventually a;b wi l l 
have been done. For example, an agent can click on a 
phone receiver a number of times and know that one of 
those clicks disconnects the line and produces a dial tone 
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without ever having to know which click did i t . Because 
the goal of doing a can be given up wi thout thinking that 
it has just been done (or impossible or irrelevant), the 
agent is not committed to doing the action by itself. 

However, if the first element of a sequence is an ac­
tion that cannot be done wi thout the agent (or agents) 
realizing i t , then we do get an appropriate relativized 
commitment. In particular, this is true when the ini t ia l 
element of sequence is a condition requiring the agent 
(or agents) to believe (or mutual ly believe) something: 

The proof (in the individual case) is as follows: let q 
stand for (BEL x p). Any state where q?;a was just done 
wil l be one where q was true earlier. So if there is a goal 
of having q?;a done in the future, and at that point it 
is believed that q has not been true, there must be a 
goal of q being true in the future. Now to see that a 
goal to achieve q must persist relative to the larger goal, 
imagine that at all points up to some point in the future, 
q?;a has remained an achievement goal, and that at no 
point was q thought to be true. At that point, by the 
memory assumption, it wi l l be believed that q has not 
been true, and so there wi l l be a goal of q being true 
in the future. Thus the goal to achieve q wi l l persist as 
long as the one to achieve q?;a or unt i l it is thought to be 
satisfied. The proof in the jo in t case is analogous, using 
the jo in t memory assumption. 

We now proceed to show how this analysis predicts the 
discourse goals underlying various linguistic phenomena 
found in our study. 

4 M o d e l i n g t h e T a s k 

We have argued informally elsewhere [12] that in our 
telephone and audiotape conditions, the expert and ap­
prentice jo in t ly intended to perform the task. Moreover, 
it was given to the partners that the apprentice would 
build the pump, fol lowing part-by-part instruction from 
the expert. So the task for both consists of the appren­
tice's picking up and assembling each part in the order 
required by the expert. Thus, each pick-up and assembly 
event must occur in a context where that event is what 
the expert wants the apprentice to do just then. So if 
we let part be a variable ranging over parts to be assem­
bled and ae be a variable ranging over assembly actions, 
which take part as an argument, then (TASK part ae) wi l l 
he the ful l action required for that part:6 

We will not concern ourselves with stating that ae must 
be a sequence of assembly events performed by the appren­
tice. We will also assume that (Pick-up appr part) refers to 
the unique sequence of events that constitutes picking up the 
part by the apprentice. 

That is, the apprentice is to pick up a given part, in the 
context of the expert's wanting h im to pick it up then. 
Next, he is to act on i t , in the context of the expert's 
wanting him to do that action on that part then, after 
which the part wi l l be assembled. 

We can model the jo int mental state that resulted from 
the subjects' having agreed to participate in the study, as 
a jo in t intention by the expert and apprentice to perform 
this task for every part: 

Call this formula stipulates that for each part, 
the expert and apprentice are jo in t ly committed to the 
apprentice picking up and assembling that part, and 
moreover, they are jo in t ly committed to the part that 
is picked up being the one the expert wants just then, 
and the assembly action being the one the expert has 
selected. So although we do not stipulate the order in 
which the parts must be tackled, the task does not con­
sist solely in somehow correctly assembling the entire 
pump independently of the expert. 

5 P r e d i c t i n g t h e D i s c o u r s e G o a l s U n d e r ­
l y i n g C o n f i r m a t i o n s 

The data show that when the conversation is proceed­
ing smoothly, each discourse assembly segment typically 
has the following structure [12]: first, the expert utters 
a temporal marker, followed by a request for the ap­
prentice to identify some part; the apprentice typically 
confirms that the identification is made, and the expert 
proceeds to request an assembly action to be performed; 
the apprentice performs the action, and then confirms 
that the requested action was finished. Although our 
account of the task in terms of cannot predict what 
utterance events wi l l actually take place, we can predict 
the presence of a number of goals that naturally give 
rise to the utterance events. We examine two of these 
below: confirmation of successful action and confirma­
tion of understanding. An expanded paper wi l l show 
how other patterns of dialogue follow from the analysis 
of jo int intentions, especially requests f rom the expert 
for confirmation of referential understanding. 

5.1 C o n f i r m a t i o n o f Successfu l A c t i o n 

Given we have for each part a jo in t intention to exe­
cute some pick-up and assembly actions after which the 
part wi l l be assembled. Expanding the definition of Jl*, 
we have a jo in t commitment of the form 

By Theorem 2 (and el imination of the quantifier), this 
implies that we have a commitment to getting each part 
assembled, relative to the larger jo in t commitment. That 
is, we have 

Cohen and Levesque 955 



(JPG exp appr (Assembled part)  

Once the apprentice convinces himself that he has as­
sembled the part correctly, this JPG dissipates since it 
is no longer the case that both parties mutual ly believe 
they are st i l l t ry ing to get the part assembled. However, 
by Theorem 1, the apprentice is left wi th a residual com­
mitment: 

(PGOAL appr (MB exp appr (Assembled part))). 

It is this persistent goal that compels the apprentice to 
confirm success. Moreover, this discourse goal is a direct 
result of fact that the expert and the apprentice took on 
the assembly task as a joint commitment. Wi thout that 
assumption, the role of the apprentice would have ended 
wi th the assembly of the part. 

5.2 C o n f i r m a t i o n o f R e f e r e n t i a l U n d e r s t a n d i n g 

By treating the task to be performed as a jo in t activity 
based on our notion of a jo in t intention, we can also 
see where the confirmations for referential understanding 
originate. Again expanding the definition of Jl*, we have 
for each part a jo in t commitment of the form 

1  

* ) 
Concerning ourselves wi th the first conjunct, we can 
again ignore the quantifier because it plays no role. 
Hence, we find that under normal circumstances (namely 
when the first conjunct is not already mutual ly known), 
this jo in t commitment implies 

So for each part to be assembled, the conversants are 
jo in t ly committed to arr iving at a state where it is mu­
tual ly known that the expert wants the apprentice to 
pick up that part at that t ime. In fact, at the start 
of the task, there are a set of such jo in t commitments, 
which wi l l then get discharged at different times during 
the task. 

Notice that although the part variable is quantified 
into this mutual knowledge, the assembly event ae never 
is, which means that the apprentice (in particular) does 
not need to know in i t ia l ly what assembly action is re­
quired next. This is as it should be and is a direct result 

of our use of Jl*, which replaces the ae variable by a new 
one ae*, w i th in the scope of the MK operator. 

Thus, the interaction of jo in t intention and jo in t mem­
ory enables us to conclude that mutual knowledge of 
what actions the expert wants wi l l occur as the dialogue 
progresses. This mutual knowledge is usually achieved 
in the corpus by the apprentice's signaling understand­
ing wi th "uh-huh" or "OK,' ' (where it is obvious that 
he has yet to do the requested action). Notice that if a 
simple JPG rather than a JI* were used here, it would be 
possible for the apprentice to simply convince the expert 
after gett ing the part that he indeed knew prior to the 
assembly what part the expert wanted h im to work on. 

On the other hand, if the apprentice does not yet un­
derstand what part the expert wants him to work on 
next, he shares w i th the expert a jo in t commitment to 
acquiring that knowledge, which often results in his ask­
ing clarification questions. For his part, the expert may 
attempt to at tain this mutual belief wi th a request con­
firmation of understanding, often by way of rising into­
nation over noun phrases, or by explicit questions (e.g., 
"You see that?") . Requests for both types of confirma­
tions can be seen in the earlier fragment. 

6 C o n c l u d i n g R e m a r k s : D i a l o g u e a s a 
J o i n t A c t i v i t y 

Many writers have argued that dialogue itself should be 
regarded as a jo int act ivi ty (see, for example, [3, 8, 13]). 
What remain to be demonstrated, though, are the conse­
quences that follow from taking this approach seriously. 
Which phenomena require a precise notion of collabo­
ration for their explanation? How do collaborationist 
accounts of discourse predict phenomena that other the­
ories do not? To begin to answer these questions, we 
have shown here how a a formal theory of jo int action 
explains confirmations that arise in task-oriented tele­
phone dialogues. However, we are not the only ones to 
have considered confirmations as evidence of jo in t action. 

For example, regarding confirmations of understand­
ing, ScheglofT [13] has claimed that "uh-huh"' and like 
utterances require treating dialogue as an "interactional 
achievement," an accomplishment of both conversants 
acting together. In his analyses, the purpose of such 
confirmations is to convey understanding and to signal 
passing up the opportunity to seek repairs or clarifica­
tions. But, such analyses are not related to other forms 
of confirmations, such as those of the success (or failure) 
of requested actions. If we are correct, in our analysis, 
both stem from the same underlying principles. 

Clark and Wilkes-Gibbs [3] have provided an exten­
sive set of examples of referential phenomena that, they 
argue, call for a collaborative explanation. Among these 
phenomena are sentence completions and confirmations. 
They claim that the key to collaborative reference is for 
the conversants to at ta in, roughly by the beginning of 
the next tu rn , a state of mutual belief that the descrip­
t ion is adequate for present purposes. We agree with 
their conclusions, but observe that in their theories, con­
versants' goals for attaining mutual belief are not derived 
from more general nonlinguistic behavior. This misses 
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the possibility for significant generalizations. 
The results obtained in this paper stem from the jo int 

nature of the task under discussion by the conversants, 
and not from the jo in t nature of the process of engag­
ing in a dialogue. A substantive promisory note of our 
approach is thus to view dialogue itself as a jo int activ­
ity, one that is appropriately in i t iated, monitored, and 
closed, and is robust against miscommunication. From 
our perspective, by agreeing to engage in a dialogue, the 
conversants have tacit ly adopted a jo in t commitment to 
understand one another. It is our goal to be able to 
model this intu i t ion formally and derive discourse goals 
that underlie such phenomena as confirmations, clarifi­
cations, repairs, elaborations, and the like, for dialogue 
situations more general than those about jo int tasks. 

However, there are two reasons why we have consid-
ered only task-oriented dialogues here. First, though 
these dialogues are very simple in structure, there has 
been no satisfying account of them. We can gain much 
by sharpening our tools on the simple cases first. 

Second, a technical difficulty is looming. We were 
able to derive numerous predictions about goals under­
lying discourse phenomena from the single assumption 
that the two conversants had jo int commitments for 
the apprentice to pick up and assemble a part once he 
knew what part the expert wanted him work on next. 
Formally, this involved only quantifying over parts and 
events. In a more general setting, understanding what 
a speaker means goes beyond identifying a part or an 
(went, and can involve any proposition. To say that both 
participants are committed to making what the speaker 
means mutual ly known, we would need to quantify over 
the propositions. This we cannot do with our possible-
worlds approach, but we look forward to a more fine-
grained semantic theory (e.g., situation theory [2]) to 
provide the technical apparatus. St i l l , the present pa­
per depicts the shape of such an account, and illustrates 
some of the potential benefits to accrue from treating 
dialogue as a jo in t activity. 

Finally, we believe the properties of dialogue discussed 
here are not simply a result of the interaction of plan 
generators and recognizers working in synchrony and 
harmony, as plan-based theories propose. Rather, what 
Clark and Wilkes-Gibbs [3], Grosz and Sidner [8], and 
we are suggesting is that both parties in a dialogue are 
responsible for sustaining i t . Participating in a dialogue 
requires the conversants to have at least a jo int commit­
ment to make themselves understood. The key question 
to be answered is how to formalize such general com­
mitments precisely, and to show how they predict the 
fine-grained synchrony so apparent in ordinary conver­
sation. 
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