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C A L A S is a subsystem for acquiring semantic grammars 
to be used in C U S A G A which can understand tech
nical Chinese texts and extract knowledge from them. 
The semantic grammar is acquired in a semi—automatic 
way under the gu idance of the user. C U S A G A is 
implemented on UV68000 w i th about 12000 P A S C A L 
lines. This paper gives a short overview on the architcc-
lure and funct ions of C U S A G A and a more detailed 
discussion about the work ing principles and techniques 
adopted by C A L A S is presented. 

1 I N T R O D U C T I O N 

Chinese is different f rom Western languages in pronunciat ion, 
written form, vocabulary and grammar. In Chinese, the logical 
relat ionship between character and character, or word and 
word, or sentence and sentence, depends on their order, their 
meaning and some func t ion words. Chinese words have no 
in f lec t ion , no mat ter in what posi t ions they appear in the 
sentence. A wr i t ten Chinese sentence is a line of consecutive 
Chinese characters which contains no marks helping to seg-
ment words and phrases. A l l these pecul iar i t ies have made 
Chinese very difficult for computer processing. 

Research w o r k s on c o m p u t e r - a i d e d Chinese unders
tanding were very rare unti l the beginning of seventies. Dur ing 
last 10 years, more and more Chinese computer scientists 
became interested in this topic. One of the most impor tan t 
goals has been the development of Chinese unders tand ing 
interfaces, see [Yao, 1985], [Zhao, 1987], [Xie, 1988]. At the 
same timc,sevcral theoretical models for understanding Chinese 
were proposed, e.g., [Gao, 1985], [Wang, 1983],[Wang,1987]. 
One shortcoming we found among these research works is that 
complicated models arc usually not implemented, and most of 
the implemented systems use relative simple models. Another 
problem is that almost all of the implemented systems are qu-
cry intcrfaces,or small systems only for demonstration purpose. 
In this paper,we int roduce a Chinese understanding system, 
C U S A G A , which can understand technical Chinese texts and 
acquire knowledge f rom them. To facilitate the understanding 
process, C U S A G A can acquire a semantic grammar of the 
technical field,from which the Chinese texts arc sclected,in a 
semi-automatic way under the guidance of the user. 
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2 THE OVERALL STRUCTURE OF CUSAGA 

The major components of C U S A G A arc two subsystems: I U C 
and C A L A S . I U C is composed of the modules for segmenting, 
parsing, semantic analysis and understanding. Wi th some in i 
tial knowledge stored in the knowledge base of C U S A G A , 
IUC is capable of accepting Chinese technical materials, pars
ing them and doing semantic analysis to create internal repre-
sentations. The subsystem C A L A S is composed of the modules 
for segmenting,parsing.learning morphology and learning gra 
mmar. Guided by the user, C A L A S can acquire morphological 
and grammar rules from a set of legal Chinese sentences and 
put them into the knowledge base of C U S A G A , which wi l l 
then be used by I U C . The two subsystems share some com
mon submodules and arc l inked up by the knowledge base 
of C U S A G A . Since I U C w i l l be explained in more detail in 
another future paper, it is only briefly described here and the 
major part of the present paper is dedicated to C A L A S . 

The overall structure of C U S A G A is shown in appendix A. 

3 T H E K N O W L E D G E BASE OF C U S A G A 

Due to the characteristics of Chinese, technical Chinese in par-
ticular, C U S A G A processes a Chinese text through differ
ent levels and divides the knowledge base into several parts. 

The first part is the knowledge at morphology level. It 
contains a lexicon, the knowledge about how the Chinese char-
acters constitute a word , and the context knowledge dealing 
with the ambiguity problem in segmenting words. 

The second part is the knowledge at syntax level. It con
tains a semantic grammar, which is domain dependent and can 
be changed when the application domain is changed. At pres
ent, the semantic grammar being used is diagnosis oriented 
and has semantic classes like < person > , < time >, < feeling >, 
< symptom >, < disease >, and so on. It describes phrases and 
clauses in terms of these semantic categories. 

The third part is the knowledge related to the deep struc
ture of sentences. I t contains some semantic patterns. The 
informat ion in a semantic pattern shows which case slots can 
occur in th is pa t te rn and gives semant ic res t r ic t ions fo r 
filling them. 

The fourth part contains some domain-dependent knowle
dge. Technical Chinese allows ellipis of which the meaning can 
be figured out only if addit ional knowledge about the domain 
is provided. In addi t ion, the required information is often not 
stated explicitely in these materials. Wi thou t the help of such 
knowledge, it is impossible to decide the referents for p ro
nouns and abbreviations and to extract the required informa
tion. 
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is learned by CALAS during segmentation process with some help 
from users. The first sentence is always segmented by the user him
self. This information serves as the initial morphological knowledge 
for the machine. Starting from the second sentence, the 
segmentation module does the work on its own by using this initial 
knowledge. If the segmentation is not reasonable (this is usually 
unavoidable, especially at the beginning of the learning process), the 
user corrects it. At this moment, through observing what the 
user does CALAS learns knowledge from the user's behavior. 
It extends the lexicon by adding into it some new words and 
acquires some new segmentation information. It can also ac
quire context dependent knowledge by observing how the user 
segments a sentence when ambiguity occurs. In this way, the 
segmentation module is getting more and more capable of 
segmenting a sentence. 

5.2 Learning Grammatical Knowledge 

Learning of a grammar is generalization based. The learning 
component consists of an informant (a teacher), a rule base 
(the grammar rules, RB for short) and a learning algorithm 
(for generalizing rules). The teacher introduces positive 
samples (legal sentences) to C A L A S one at a time. C A L A S 
enriches its RB whi le processing the input sentences. No 
negative samples are used. 

C A L A S generalizes grammar rules on the basis of its 
category base, current grammar and current sentence. A few 
number of categories are provided initially. The category base 
is then bu i l t step by step by adding new categories into 
it, learned from new input sentences. 

The initial grammar can be empty,then the category strings 
corresponding to the word strings of the first input sentence 
will become the only rule of the initial RB. We'l l assume that 
the teacher always knows whether or not a word string is 
grammatical but he needn't to know the concrete grammar 
rules. 

The main problem of learning grammar rules is that the 
learning algori thm must be able to update the RB with the 
help of the user, when the cur rent sample is not yet in 
the language the current grammar can generate. The updates 
might involve the modification a n d / o r the deletion of existing 
rules, or the addition of new rules. 
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6 T H E I M P L E M E N T A T I O N OF C U S A G A 

The system C U S A G A is implemented with about 12000 lines of 
PASCAL code and is running on the system UV68000. 

Now, C U S A G A has been applied to understand patient re
cords of glaucoma written in Chinese and to acquire knowledge for 
constructing the knowledge base of an expert system in glaucoma. 
We have made two experiments. In the first one, the semantic 
grammar used by I U C was summarized by one of the authors after 
reviewing a set of patient records. In the second one, it was acquired 
with the help of C A L A S . 

The fol lowing data illustrate the results of the two experiments, 
where 'n umber of patient records' is called nprc for short. 
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