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A b s t r a c t 

One of the p r imary problems in knowledge rep
resentation and learning is determin ing how 
mu l t ip le instances of concepts should be orga
nized and represented. Symbol ic approaches, 
such as semantic networks, have been successful 
at representing st ructured knowledge for par
allel access. However, such approaches have 
had di f f icul ty organizing mu l t ip le instances for 
au tomat ic generalization and efficient retr ieval. 
Parallel d is t r ibuted processing systems (PDP) 
appear to offer a solut ion to these problems. 
Unfor tunate ly , current P D P models have not 
yet been able to sat isfactori ly represent com
plex knowledge structures and they remain se
quent ial at the knowledge level. Th is paper 
presents an approach which stores mul t ip le i n 
stances in ensembles of P D P units and orga
nizes the ensembles in a semantic network for 
paral lel ism and structure. Thus, the best fea
tures of bo th styles of representation are ob
ta ined. 

1 I n t r o d u c t i o n 
One of the central problems in knowledge representation 
and learning is deciding how to represent and organize 
mul t ip le instances in memory. Are people able to store 
and retrieve every instance of an event, such as walk
ing somewhere? Since there are enormous numbers of 
walk ing events done by a given person, or done by o th 
ers and perceived by tha t person, retr ieving every one is 
nearly impossible. Consequently, people must be orga
nizing and generalizing mu l t ip le instances in some man
ner. 

2 P rev ious App roaches 
Previous approaches to knowledge organizat ion and gen
eral izat ion can be d iv ided in to two levels, shown in F ig
ure 1. 

W h a t fol lows is a review of symbol ic and P D P ap
proaches to the mu l t ip le instances problem. 
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(1) Symbolic Systems: When a new event is encoun
tered, a new token is created to represent i t . For a l i m 
i ted number of events, stor ing every one does not pose a 
major prob lem. For large amounts of knowledge, s imi 
lar events can be grouped together and discr iminated by 
their differences, e.g. [Kolodner, 1984]. Unfor tunate ly , 
this approach has a number of problems. F i rs t , it suffers 
f rom combinator ia l explosion since there are many ways 
that shared features can be combined. Second, d ist inct 
tokens are needed as a f inal d iscr iminant of each concept 
(i.e., the leaves of the tree). T h i r d , an evaluative symbol 
processing mechanism is needed tha t decides (a) when 
to create a symbol , (b) how long to retain it and (c) 
where to index i t . F inal ly , since each leaf is completely 
d is t inct , memory confusions do not na tura l l y arise as a 
consequence of the representation. In human memory, 
however, confusions often do occur [Bower et a/., 1979]. 

(2) Parallel Distributed Processing: P D P Systems rep
resent each concept over shared weights in a connection-
ist network [Rumelhar t and McCle l land, 1986]. A new 
instance is encoded by changing l ink weights. Some in
stances w i l l result in large weight changes and w i l l there
fore be remembered. Others, however, w i l l change the 
weights only s l ight ly and w i l l be very di f f icul t or impos
sible to recall . 

In general, d is t r ibuted representations address the 
shortcomings of symbol ic systems in handl ing mul t ip le 
instances. They avoid the combinator ic problems by 
having the same uni t par t ic ipate in the representation of 
mul t ip le concepts. They also natura l ly account for mem
ory confusions because concepts tha t share a number of 
features w i l l have a very s imi lar representation. Thus, 
when an a t tempt is made to access a concept f rom its 
features, a s imi lar pat tern representing another concept 
may sometimes be recalled. 

Unfor tunate ly , d is t r ibuted representations have not 
yet been successful at encoding structured knowledge 
whi le ma in ta in ing paral lel ism at the knowledge level. 
For example, H in ton [ l 9 8 l ] has proposed a method for 
encoding semantic networks in a single P D P architecture 
(Figure 2) by representing a l l knowledge as tr iples of the 
form (Ro le l Relat ion Role2). 

Hinton 's entire network is d iv ided in to four ensembles 
of uni ts: one for each component of a t r ip le and one 
which represents the entire proposi t ion ( P R O P ) . When 
the patterns representing the components of a t r ip le are 
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placed into the appropr iate ensembles shown above, a 
random pat tern is generated on the units in PROP. This 
pat tern, which represents a reduced description of the 
t r ip le , is associated w i t h the constituents that gave rise 
to it by adjust ing the weights between the PROP units 
and the other three ensembles. By stor ing propositions 
in this manner, the network is able to perform simple 
inheritance and to complete a t r ip le given two of its con
st i tuents. H in ton [1988] proposes a generalization of this 
model , based on the reduced description principle, which 
can also store embedded structures. 

Systems using only a smal l set of ensembles (e.g. 
[H in ton, 1988, Touretzky, 1987]) for representing al l of 
their knowledge, suffer f rom the Knowledge Parallelism 
Problem. T h a t is, these systems are sequential at the 
knowledge level because only one t r ip le can be stored 
or accessed at a t ime. A t tempts to retrieve mul t ip le 
tr iples in paral lel w i l l lead to enormous crosstalk prob
lems. Some systems, such as [Dolan and Dyer, 1987, 
Touretzky and H in ton , 1985], can select a t r ip le in par
allel f rom the space of al l available tr iples. However, 
they can only do this to the extent that their struc
tures are represented local ly (e.g. schema, their con
st i tuent roles, and rules, each locally encoded as a sub
set or node in a winner-take-al l network). The loss of 
knowledge-level paral lel ism is par t icu lar ly problematic 
in constraint-sat isfact ion inferencing, in which it is es

sential to pursue mul t ip le paths simultaneously. 

3 A M o d e l for S tor ing M u l t i p l e 
Instances 

We desire a knowledge representation system that : (1) 
represents structure, (2) is parallel at the knowledge 
level, (3) handles an enormous number of mul t ip le in 
stances w i th graceful degradation and automat ic gener
al izat ion, and (4) exhibits memory confusions only in the 
same situations that people do. Humans usually keep 
inferred bindings straight while confusing mul t ip le in 
stances of a number of events. For example, if we learn 
that John shoots Fred, we would like the system to cor
rectly infer and later recall that Fred (not John) bleeds. 
However, if we present a large number of proposit ions in 
rapid suceession, (such as a l ist of different colored shirts 
different individuals wear) then we would l ike the system 
to become confused in the same way tha t people do. 

3.1 G e n e r a l A p p r o a c h : P a r a l l e l D i s t r i b u t e d 
S e m a n t i c ( P D S ) N e t w o r k s 

Our approach is to mainta in the local i ty of semantic net
works for parallel manipu la t ion and access of structure at 
the knowledge level, but to make each semantic network 
node an ensemble of PDP units to hold mul t ip le patterns 
of instances. At the macro ( local ist /semantic network) 
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level, the PDS network holds knowledge of structure w i t h 
role relat ions. At the micro ( P D P ) level, the PDS net
work holds mu l t ip le instances. For example, suppose 
tha t we wish to represent two part icular humans named 
John and Mary . In a standard semantic network, the 
general concept human is represented by a single node, 
w i t h nodes for John and Mary connected to i t by i n 
stance (is-a) l inks (Figure 3a). 

Nodes in a standard, Localist Network 
Figure 3a 

In a PDS network (Figure 3b), humans are represented 
over a par t icu lar ensemble of uni ts (e.g. ensemble 21) 
and John and Mary are represented as act ivat ion pat
terns over tha t ensemble. 

Ensemble 21 represents a single Semantic Network 
Node in a PDS Network, currently holding the ac
t ivi ty pattern for JOHN3, while also able to repre
sent other instances, such as MARY5. 

Figure 3b 

The circled dots in the f igure indicate the ensemble of 
uni ts and the jagged lines are suggestive of the patterns 
of ac t iv i ty tha t represent John and Mary. 

3.2 I ssues : S y m b o l P r o c e s s i n g a n d 
K n o w l e d g e - L e v e l E n c o d i n g 

Using PDS networks raises two impor tan t issues. The 
first is whether operations needed to handle processing 
and representation can be properly implemented. M i n i 
mal ly , we need the equivalent of the fo l lowing operations: 

1. Create something l ike a new symbol . For example, 
in L ISP a Gensym-l ike funct ion is used to create 
INGEST.14 . 

2. Represent and manipu la te schemas. Schema op
erations include: b ind ing roles in one schema 
to another schema; traversing roles; b ind ing new 
schemas; etc. 

3. Represent rules where variable bindings are propa
gated between structures. For example, if we have 
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the rule: [X shoots Y] => [Y bleeds], and the b ind
ings X = John and Y = Fred, we would l ike to 
propagate the b ind ing Y = Fred f rom the shoots 
structure to the bleeds structure. 

The second issue involves encoding knowledge in to the 
ensembles described earlier. At one extreme, creating 
a new ensemble for each instance defeats the purpose 
of using d is t r ibuted representations and also raises the 
question (which plagues symbol ic systems) of where the 
new nodes come f r om . At the other extreme, encod
ing a l l schemas and roles in to a smal l set of ensembles 
causes sequential i ty at the knowledge level and massive 
crosstalk in retr ieving concepts. The solut ion lies some
where in between. 

3.3 T h e P D S N e t w o r k A p p r o a c h 

How are new instances added to a PDS network? Sup
pose our model learns about a new human, John, who 
is male, ta l l and has red hair. In order to add John to 
memory, we w i l l have to generate a new pat tern in the 
human ensemble tha t w i l l represent John. Th is is ac
complished by placing the patterns for each of John's 
features in to the appropr iate ensembles and propagat
ing act ivat ion in to the human ensemble. The result ing 
pat tern of ac t iv i ty over the human ensemble w i l l then 
be used to represent John. Th is process is i l lustrated in 
Figure 4. In the figure, the conceptual ensembles (i.e., 
H U M A N , SEX, SIZE and C O L O R ) are labelled w i th 
capi tal letters and the role ensembles are indicated by 
lower-case labels placed inside the oval of uni ts. 

The pat tern for the first feature, male, is placed into 
the ensemble of uni ts representing SEX, loaded in to the 
sex role ensemble, and propagated across l inks w i t h fixed 
random values in to the H U M A N ensemble by the path 
(dot ted line) shown in the figure. The pat tern for tall is 
then placed in the ensemble of uni ts representing SIZE, 
propagated across random-valued l inks f rom the height 
role ensemble, and combined w i t h the pat tern of act iv
i ty already on the human nodes. The pat tern for red 
is placed into the COLOR and hair color role ensem
bles and propagated in a s imi lar fashion. The pat tern 
tha t is generated f rom the combined act ivat ion of the 
three features is used to represent John in the H U M A N 
ensemble. 

The process of adding John to memory is not yet com
plete, because given the pat tern for John, we also want 
to be able to reconstruct his features. We must there
fore associate the pat tern for John w i t h those for male, 
tall and red. Associat ing these patterns involves chang
ing the variable weights along the pa th f rom the human 
ensemble to the sex, height and hair color role ensem
bles, and can be accomplished using one of a number 
of generalized learning procedures. For instance, using 
backpropagation [Rumelhar t and McCle l land , 1986], the 
network of Figure 4 can be viewed as a conjunct ion of 
three 3-layer networks, w i t h the H U M A N ensemble as 
the input layer and each of the role ensembles as the 
ou tpu t layers (the hidden layers are indicated by the cir
cles on the grey arrows in the figure). 

As w i t h Hinton 's mode l , the uni ts w i t h i n a conceptual 
ensemble are interconnected by variable weights, which 



arc t ra ined by associating each pat tern w i th itself (this 
process is referred to as auto-association [Rumelhart and 
McCle l land, 1986]). Thus, when an ensemble is given an 
unfami l iar pat tern tha t resembles a known one, i t w i l l 
tend to recreate the known pat te rn . Th is allows the net
work to per form pat tern complet ion f rom part ia l or noisy 
input . As an extension to Hinton 's model , an interven
ing hidden layer (not shown in the figure) is included in 
each conceptual ensemble and is used to interconnect the 
units w i t h i n the ensemble. Add ing these hidden units al
lows the ensemble to store much more in format ion , while 
using fewer uni ts and connections. 

3.4 R u l e s , S c h e m a s , a n d B i n d i n g s i n D C A I N 

The network structure and operations described above 
are being used to implement D C A I N , a system designed 
to store instances of schemas and rules, and to implement 
static role bindings. For example, suppose D C A I N learns 
tha t John to ld Mary some in fo rmat ion . From this, we 
would l ike D C A I N to infer bo th that John knew the 
in format ion as a precondi t ion to te l l ing Mary, and that 
Mary now knows the in fo rmat ion as a consequence of 
John's te l l ing her. These inferences are summarized in 
Figure 5. 

The first causal inference (CAUSES. 13 in Figure 5) is 
stored in the architecture shown in Figure 6 1 

Different ensembles of uni ts (ovals in Figure 6) store 
the communicate ( C O M ) , know, causality and enable
ment schemas, in the fo l lowing manner: We first rep
resent the proposi t ion (John C O M Info TO Mary) by 

1 For the sake of visual clarity, the black and grey arrows 
from Figure 4, that connect the conceptual and role ensem
bles, are replaced by a single, thin line in Figure 6. 

generating a pattern for i t in the C O M units using the 
method described in the preceding section. Thus, the 
pattern for John is propagated f rom the actor ensemble 
(path 1); the pat tern for the in format ion f rom the object 
ensemble (path 2), and the Mary pat tern f rom the to en
semble (path 3). The result ing act iv i ty pat tern, labelled 
COM.32, represents the proposi t ion. COM.32 is now 
(a) associated w i t h i ts constituents by weight changes 
between the C O M units and the role ensembles, and (b) 
auto-associated w i th itself by weight changes w i th in the 
C O M units. Simi lar ly, (Mary K N O W S info) is repre
sented by propagating the pat tern for Mary f rom the 
knower ensemble to K N O W S (path 4) and the pat tern 
for the in iormat ion f rom known to K N O W S (path 5). 
The resulting act iv i ty pat tern, KNOWS.24 , is also as
sociated w i th itself and w i th the constituents that gave 
rise to i t . 

To represent the causality relat ionship between 
COM.32 and KNOWS.24 , COM.32 is propagated f rom 
the antecedent ensemble (c-ante) and KNOWS.24 f rom 
the consequent ensemble (c-conseq) to generate a pat
tern in CAUSES (paths 6 and 7). The new pat tern, 
labelled CAUSES.13, is then associated w i t h itself and 
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wi th COM.32 and K N O W S . 2 4 . CAUSES. 13 now com
pletely represents the f irst causal re lat ion. In exactly 
the same manner, (John K N O W S Info) is represented 
as KNOWS.25 , and it and COM.32 are combined in the 
E N A B L E S uni ts (Figure 7) to y ield a reduced descrip
t ion for E N A B L E S . 16 f rom Figure 5. 

When the network is given (John C O M Info TO 
Mary ) , i t can now make the correct inferences. Th is 
proposit ion is presented by again propagat ing the pat
terns for John, the in fo rmat ion , and Mary through the 
C O M uni ts, resul t ing in COM.32 . Propagat ing COM.32 , 
we obta in a pat tern over the CAUSES ensemble which 
is s imi lar to CAUSES.13, and one over the E N A B L E S 
ensemble which is much l ike E N A B L E S . 16. Since par
t ia l (or noisy) patterns w i t h i n an ensemble are t ra ined to 
complete themselves, the CAUSES. 13 and E N A B L E S . 16 
patterns w i l l eventual ly emerge. The emergence of 
CAUSES.13 means tha t KNOWS.24 wi l l appear in the 
c-conseq and K N O W S uni ts , which in tu rn recreates 
the (Mary K N O W S Info) proposi t ion. Simi lar ly , E N 
A B L E S . 16 causes KNOWS.25 to emerge, which gener
ates the inference (John K N O W S Info) . 

As a consequence, if we present [John to ld Mary Info] 
to DC A I N , i t w i l l reconstruct (1) what was to ld to Mary, 
(2) infer John already knew i t , and (3) infer what Mary 
knows. D C A I N accomplishes these reconstructions with
out having to create new nodes to represent each in 

stance, as is required in standard semantic networks such 
as N E T L [Fahlman, 1979]. 

4 Prev ious W o r k , C u r r e n t S ta tus , and 
Fu tu re D i rec t ions 

To handle the problems of representing structured 
knowledge, dynamic role bindings and role propagation, 
we in i t ia l ly constructed C A I N [Sumida ct a/., 1988], a 
marker passing system that uses a localist network and 
incorporates features of connectionist systems, specif
ically, l ink weights, activation values, and thresholds. 
CA IN propagates both markers and activation to do 
goal/plan analysis needed for interpretation of natural 
language input such as "the man hid the pot in the dish
washer when the police came". Here, "po t " must be dis
ambiguated to M A R I J U A N A by a goal /p lan analysis, 
although " in dishwasher" suggests C O O K I N G - P O T . 

Currently, we are constructing D C A I N , a distr ibuted 
version of C A I N based on the principles described here. 
In D C A I N , patterns evoke other patterns, like [Hinton, 
1981, Touretzky, 1987]. Unlike their systems, D C A I N 
uses many more ensembles to recreate many of the nodes 
normally existing in semantic networks, but wi thout the 
instance nodes. 

Future directions of research include methods for: 
(1) Propagating dynamic bindings along schema and 
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their roles. In this paper, we have demonstrated how 
PDS networks can store static role bindings, in which 
a previously encountered concept is bound to a role of 
a known proposi t ion. In contrast, dynamic bindings in
volve b ind ing a novel concept and propagat ing i t , unal
tered, to the corresponding roles of related structures. 
We current ly assume tha t the l inks which propagate dy
namic bindings (e.g. the thick black lines in Figures 6 
and 7) have exactly the r ight weight values so that pat
terns can be passed on w i thou t being changed. Dynamic 
bindings in symbol ic architectures are realized by prop
agat ing b i t patterns, unaltered, along various pathways. 
Our system needs a method for adjust ing the weights so 
that such patterns are passed along unaltered. 

(2) Forming semantic networks dynamically through 
modi f icat ion of connect iv i ty patterns between units, i.e., 
both w i th in and across ensembles. One possibi l i ty that 
we are current ly invest igat ing involves conscripting new 
units to fo rm addi t iona l ensembles. 

5 Conc lus ions 

A paral lel d is t r ibuted semantic (PDS) network called 
D C A I N , has been designed: (a) to handle the se
vere combinator ics of stor ing and retr ieving mul t ip le in
stances whi le ma in ta in ing paral lel ism at the knowledge 
level, and (b) to achieve graceful degradation and au
tomat ic general ization in the face of a vast number of 
instances. In D C A I N , ensembles of nodes are macroscop-
ical ly related l ike semantic networks and microscopically 
related l ike P D P networks. Structured objects such as 
schemas and rules are represented at the macro-level, 
whi le at the micro- level , instances are reconstructed as 
patterns of ac t ivat ion over P D P ensembles. 
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