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A b s t r a c t 

The problem of specifying, constructing, and understand­
ing specialized, l imi ted inference systems arises in many areas 
of A l . As a first step towards solving this problem this paper 
recommends the development of an inference engine that is 
l imited by its inabi l i ty to chain together two pieces of a 
representation in order to derive a th i rd . A method for using 
model theory to specify l imited inference is introduced and 
then used to specify an inference engine via a three valued 
logic. This inference engine is proved to be the strongest one 
that does no chaining, modulo the way that it divides the 
representation into pieces. Thus, the specification captures the 
set of all inferences that require no chaining. This paper also 
surveys and compares a number of systems that do no chain­
ing as well as some that allow only selected forms of chaining. 

1 . T h e P r o b l e m 

A serious problem confronting much work in artif icial 
intelligence is that of identi fying a l imi ted set of inferences 
that a program can perform efficiently. The problem is cen­
t ra l to the design of a knowledge retrieval system. A retriever 
that accesses a knowledge base should be able to perform cer­
tain useful inferences in order to respond to a query. Since the 
retrieval process must be guaranteed not only to terminate but 
to terminate quickly, the set of inferences must be efficient to 
perform. 

An efficient system of l imited inference would also be use­
ful for reasoning by default. Many default reasoning systems 
allow one to j u m p to a conclusion provided that the conclusion 
is consistent w i th what is already known. The problem is that 
consistency may not be decidable, and, even if it is, it may not 
be easily decided. One can hardly be said to jump to a conclu­
sion if its consistency must first be established. Rather than 
throwing all caution to the wind, the agent should perform a 
l imited set of efficient inferences in order to avoid jumping to 
conclusions that are obviously inconsistent wi th what is 
known. 

A similar problem arises in reasoning about the beliefs of 
another agent. We may want to reason that the agent 
automatical ly makes certain inferences that if he has certain 
beliefs then he has other beliefs. So the agent's beliefs are 
closed under a certain l imi ted set of inferences: but what infer­
ences? 

Underlying all these uses of l imited inference is the notion 
of an obvious inference. This notion also pervades linguistic 
communicat ion. A speaker often makes statements that are 
slightly stronger, and hence more informat ive, than the state­
ment that communicates the required informat ion. 

Underlying this practice is the assumption that the hearer can 
make the obvious inference that is necessary. For example, in 
response to the question "Wi l l John be here?" you may reply 
"He and Mary wi l l be here late." John and Mary's being here 
late entails John's being here; this is obvious to you and you 
know that it is obvious to the listener. 

Of course the solution of these problems does not merely 
involve picking a l imi ted set of inferences; one must first find a 
criterion or guiding principle to motivate ones choices. Unt i l 
recently, l i t t le work has been done on identifying sets of infer­
ences and even less on mot ivat ing useful cr i ter ia for perform­
ing this task. Witness the dissatisfaction that Brachman, Gi l ­
bert and Levesque (1985) express because this state of affairs 
has forced them to build a complete (unl imited) inference 
mechanism into the K R Y P T O N knowledge representation sys­
tem: 

We would no doubt have used a more computa­
t ionally tractable inference framework than ful l 
f i rst-order logic if an appropriate one were avail­
able... the ful l first-order resolution mechanism is, 
in a sense, too powerful for our needs. 

This paper introduces the no-chaining restriction and 
proposes that it be used to l im i t inference in a systematic, 
principled way. The consequences of embracing the no-
chaining restrict ion are then investigated by designing and 
studying a propositional logic whose inference system does no 
chaining. 
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Inference without chaining can be thought of as local 
inference; a given fact can be inferred from a corpus of facts 
only if it can be inferred from a single fact in the corpus. 
Hence, whether a target fact is inferable from a corpus of facts 
can be determined on a purely local basis. This is reminiscent 
of associative memories, which also operate locally. Each fact 
in the corpus can be stored with a separate process. A target 
fact is broadcast to all processes, each of which then deter­
mines if the target fact is inferable from the fact that it has 
stored. Because no chaining is performed the processes can 
reach their decisions independently; no communication is 
required between them. 

The elimination of all chaining is a radical approach to 
limiting inference. In any practical situation that calls for a 
limited inference system, it is reasonable to expect that it is 
necessary to perform some prescribed set of efficiently-
performed inferences that require chaining. An inference sys­
tem that performs no chaining forms an excellent basis to 
which such specialized chaining can be added. This approach 
of first eliminating ail chaining and then introducing special­
ised chaining has been pursued by Frisch (1988) in work that 
is described later in this paper. 

The remainder of this paper closely examines inference 
without chaining. The following section presents a method of 
adapting the tools of model theory to the task of formally 
specifying a limited inference system. Section 4 uses this tech­
nique to specify the most powerful inference system without 
chaining for propositional logic. In Section 5 the formal 
specification is then used to prove that the inference system 
has certain properties, properties that lead directly to the 
inference algorithm discussed in Section 6. Finally, Section 7 
compares this work to a number of related logical systems. 

S. An Approach to Specifying Limited Inference 
A methodology that has been pursued successfully 

throughout computer science is that of separating what a pro­
gram computes from how it computes it. On one hand there 
are descriptions of a program's input/output behavior and on 
the other descriptions of its internal modules, processes, states 
and data structures. 

This paper concentrates on what an inference system 
without chaining computes, or, in other words, on what sen­
tences can be inferred without chaining from what sets of sen­
tences. Thus the problem of specifying the inference system 
comes down to one of specifying an inferability relation, a 
binary relation that says what is inferable from what without 
chaining. 

The inference system operates in a standard propositional 
language whose semantics is given by the standard Tarskian 
model theory, which shall be referred to as T. This model 
theory yields an entailment relation, written rf*, that deter­
mines what can validly be inferred from what. A limited 
inference system, however, is incomplete; it does not make all 

1 Recall that a literal is either an atomic sentence or its nega­
tion. 

valid inferences, only a (proper) subset of them. How then can 
a limited inference system be specified? 

The approach used here for specifying limited inference is 
to produce another model theory whose entailment relation is 
weakened2 in such a way that the inference system is sound 
and complete with respect to it. In other words, the limited 
inference system is specified by producing a model theory 
whose entailment relation is taken to be the inferability rela­
tion for the limited inference system. Model theories are 
well-suited for use in specifications because they are precise, 
often have simple definitions, and abstract away from all 
issues of formal syntactic operations. 

Many people initially find this approach quite odd. They 
are accustomed to thinking of a model theory as specifying 
what can be concluded validly from what—in some sense, as a 
competence theory of inference. I suggest that those who are 
comfortable with this viewpoint consider the weaker model 
theory as a performance theory of inference. Other people are 
accustomed to thinking of a model theory as a way of assign­
ing meaning to symbols and are skeptical of producing a new 
meaning assignment. But I am not suggesting that the origi­
nal model theory be discarded; on the contrary, it is still a 
valuable device in the study of meaning. The new model 
theory can be thought of as providing an additional meaning 
assignment. If the inference engine is working under this alter­
native meaning then it is complete. Hence, the symbols mean 
one thing to us and another to the inference engine. According 
to our theory of meaning the inference engine is incomplete 
but according to its weaker theory of meaning it is complete. 

3 One entailment relation is weaker than another if the infer­
ences sanctioned by the first are a subset of those sanctioned by the 
second. 
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ability to chain as necessary to reason completely with taxo-
nomic information, though the system remains incapable of 
doing any other form of chaining. For example, the system 
can chain together "Clyde is an elephant," "All elephants are 
mammals" and "All mammals are warmblooded" in order to 
conclude that "Clyde is warmblooded." The key to this 
system's ability to chain lies in treating "elephant" and "mam­
mal" as special taxonomic predicates, which are distinct from 
the ordinary predicates. An atomic formula formed with a 
taxonomic predicate can only be assigned True or False by a 
model, never jTrue, False,. Thus, taxonomic information is 
given a Tarskian interpretation, which sanctions complete rea­
soning, while all other information is given a weakened 3-
valued interpretation, which disallows all chaining. 

8. Conclusion 
The problem of specifying, constructing, and understand­

ing specialized, limited inference systems arises in many areas 
of AI. The development of inference systems that do no chain­
ing is an important first step to solving this problem. In this 
respect the inference system presented in this paper is of par­
ticular interest because it is the strongest such system that 
does no chaining, modulo the quantization method used. 
Furthermore, the model theoretic specification technique 
employed here may prove to be an important tool in the study 
of limited inference; it certainly proved invaluable here in 
specifying the inference engine, proving that it had certain 
properties, and comparing it to other systems. 
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