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ABSTRACT 

The present paper discusses the extensions to 
the parsing strategies adopted for FIDO (a Flexible 
Interface for Database Operations). The parser is 
able to deal with i l l - formed inputs (syntactically 
i l l - formed sentences, fragments, conjunctions, 
etc.) because of the s t r i c t cooperation among syn
tax and semantics. The syntactic knowledge is 
represented by means of packets of condition-action 
rules associated with syntactic categories. The 
non-determinism is mainly handled by means of rules 
which restructure the parse tree (called "natural 
changes") so that the use of backtracking is 
strongly l imi ted. 

In order to deal with d i f f i c u l t cases in which 
no clear-cut mechanism exists for excluding an 
interpretat ion, a weighting mechanism has been 
added to the parser so that it is possible to 
explore few di f ferent hypotheses in para l le l and to 
choose the best one on the basis of complex 
interaction among syntax and semantics. 

INTRODUCTION 

If one considers the evolution of computerized 
natural language understanding systems (Charniak, 
1981), it becomes apparent that the role of syntac
t i c knowledge can vary from being the basis of the 
process to being completely neglected. In the 
f i r s t case, the conversion form a l inear sequence of 
words to a corresponding structured representation 
(parse tree) is guided only by the syntactic 
knowledge, whereas the other knowledge sources 
(mainly semantics) have the task to translate the 
parse tree into a meaning representation; within 
the other approach the understanding process is 
viewed as a whole and no special role is played by 
syntactic knowledge (given that such a knowledge is 
assumed to ex is t ) . 

As regards purely semantic approaches, they 
present some problems with respect to the perspicu
i t y of the model. In part icular , the structural 
information (e.g. the fact that in English the 
adjectives precede the noun necessarily, whi lst in 
I ta l ian they do not) has to be duplicated for the 
d i f ferent ent i t ies or represented in procedural 
form with in the analysis program. Since we believe 
that structural information is fundamental in the 
analysis process, and that i t s exp l i c i t representa
t ion increases the understandability (and the modi-
f i a b i l i t y ) of the systems, we w i l l take in the f o l 
lowing the opposite view, trying to s tar t from syn
tact ic approaches and to j us t i f y the increasing 

role of semantics within them. 
The aim of th is introduction is to discuss how 

the semantics can be used to increase the 
effectiveness of N.L. analysis. In par t icu lar , 
three points w i l l be set fo r th : 
- from the point of view of eff iciency of process

ing, the grammar-based approaches have to use 
semantic information as soon as possible 

- the human ab i l i t y to understand i l l - formed frag
ments suggests to reduce the predominance of syn
tact ic knowledge and, again, to use more heavily 
semantic information 

- the phenomenon of garden paths shows that two 
di f ferent modes of operation ex is t : normal and 
backup. However, purely syntactic approaches f a i l 
to account for the phenomenon in a perspicuous 
way. 

If we consider a grammar only from the point 
of view of expressive power, of course we can, 
after a thorough analysis of the phenomena occur
r ing in natural language use, hope to f ind a gram
mar that characterizes a l l and only the sequences 
of words that constitute "acceptable" sentences. 
The study of the required power of N.L. grammars 
received considerable attention in the past (for a 
recent and thorough overview see (Pullum, 1984); 
some prominent positions are described in (Per-
rau l t , 1984)). 

However, it has often pointed out that a 
comprehensive (and useful) N.L. understanding sys
tem should also take into account higher-level 
problems; in part icular , it should also provide the 
researcher with some insights about the re la t ion
ships existing between syntactic structures and 
semantic interpretat ion. 

Most classical studies, both within the f i e l d 
of formal languages and within the f i e l d of natural 
languages viewed the semantic interpretat ion as a 
process "appended" to the syntactic analysis. It 
is widely accepted that th is way of using semantics 
is highly ine f f i c ien t : the number of al ternative 
parses is often so high (especially when preposi
t ional phrases are present), that it is not cost 
effective to delay the intervention of semantics 
(Sagalowicz, 1980); on the contrary, it is prefer
able to use semantics both as a meaning-
construction process and as a source of further 
constraints for the analysis, as soon as possible 
during the analysis i t s e l f (Woods, 1980). 

However, some other problems deserve atten
t ion . The f i r s t of them concerns the idea of 
"correctness" that , as stated above, is at the 
basis of the grammar-based approach. It is wel l 
known that in most cases, humans are able to under
stand the 'meaning of sentence fragments that are 
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syntact ical ly i l l - formed without any apparent d i f 
f i c u l t y . I t ' s worth observing that the locution 
" i l l - formed sentences" does not refer: exclusively 
to sentences that can reasonably be rejected on 
syntactic grounds. For example, the existence of a 
conjunction (Huang, 1984) can result in a sentence 
fragment that is i l l - formed, although the entire 
sentence must be considered correct under any plau
sible def in i t ion of syntactic correctness. Ihe 
problem of parsing i l l - formed inputs has become 
very popular recently; a number of papers appeared 
in a special issue of the ACL Journal (AJCL, 1983). 
It must be noted that the approaches can be roughly 
categorized in two classes: extensions of grammati
cal formalisms and semantic-based analyzers. As 
stated above, we w i l l not discuss here the semantic 
approaches; as regards the other ones, we can say 
that an extension of a grammatical formalism lends 
i t se l f rather well to the relaxation o£ some syn
tact ic constraints (e.g. number agreement), less 
well to others (e.g. the absence of a required con
sti tuent) and meets big d i f f i c u l t i e s in handling 
ordering problems (out of order constituents). 
This is obviously due to the fact that formal gram
mars have the task of describing "str ings" of sym
bols, i .e . objects where the order is fundamental. 
It is not suf f ic ient ly proved that in natural 
language sentences, in their aspect of information 
conveying tools, the order of constituents is as 
fundamental. This observation leads to a last 
remark: in languages where the order is not as 
s t r i c t as in English (almost free word-order 
languages as I ta l ian or Japanese) grammars that are 
not based on the common concept of rewrite rules 
(mainly related with case systems) are receiving 
greater and greater attention (Nitta et a l . , 1984; 
Sakamoto et a l . , 1984). 

Another problem that should be mentioned is 
based on psychological motivations. Although this 
paper is not intended to present a psychologically 
valid model of natural language processing, we 
believe that some well known phenomena cannot be 
disregarded, because they help in making more clear 
what should (or should not) happen in a N.L. 
analyzer. The phenomenon we w i l l consider here Is 
that of garden paths. It gives a hint about the 
existence of two processing modes in the interpre
tat ion of a sentence: normal analysis and backup. 
At f i r s t sight;., th is remark confirms the adoption 
of: standard, run-deterministic parsing methods, 
where backtracking is a usual technique - On the 
other hand, the number of times a normal ATN parser 
(to consider a wel l known tool) backtracks is not 
j us t i f i ed by the relat ive ra r i t y of garden paths. 
The ef for ts in the development of deterministic 
parsing (Marcus, 1980) t r ied to characterize the 
normal processing mode, by stating that PARSIFAL 
would f a i l to analyze a sentence in cases where a 
person would garden path. However, it has been 
shown (Milne, 1982) that the three-constituent-
buffer approach adopted by Marcus does not predict 
with suf f ic ient accuracy the occurrence of garden 
paths. Again th is can be seen as a fa i lure of 
approaches based only on syntactic knowledge (a 
grammar-based one - ATN - and a rule-based one -
PARSIFAL) to account for a l ingu is t ic phenomenon: 
the solution should be looked for in a more effec
t ive cooperation between syntax and semantics. 

It is not possible to close th is introduction 

without qoiting a recent papers, wnich addresses 
some of the problems mentioned above in a tnorough 
way. In (Schubert, 1984) the section 2.3 deserves 
attent ion. It is ent i t led "Lack of provision for 
integration with semantic/pragmatic preference 
pr inciples". What is shown in the paper is that 
human reaction to sentences that have exactly the 
same syntactic structure may vary considerably 
depending on the semantics of occurring words. 
Although the analysis is carried on in a way d i f 
ferent from ours, the concept of "potent ial" us a 
means to balance the syntactic and semantic infor
mation is similar to our weighting of alternative 
hypotheses. 

Another work closely relates with the present 
one is reported in (Pazzani, 1984). In that case 
also, the need of a s t r i c t cooperation between 
syntax and semantics is exp l i c i t l y acknowledged. On 
trie otrier hand it seems that the absence of a 
weighting mechanism could make the LAZY parser f a i l 
in some cases wnere no clear-cut choice is possi
ble. 

In tne second section of the present, paper we 
w i l l describe the structure of tne syntactic pro
cessor induced in the FIDO system. Although the 
system (which is f u l l y implemented in FRANZ LISP on 
a VAX 11/730 computer) does not nandle a l l trie 
phenomena discussed in th is introduction, tne 
presentation w i l l allow us to c la r i f y trie basic 
operating pr inciples, in order to describe in the 
th i rd section the extensions of the parser we are 
currently implementing. 

SYNTACTIC ANALYSIS if III FIDO 

FIDO (a Flexible Interface for Database Opera
tions) is a prototype! 1 system that allows tne user 
to access in N.L. ( I tal ian) the data stored in a 
relat ional database. After a previous approach to 
building natural language interfaces (Lesmo, Mag
na ru , 'Torasso 1981) , we realized that one of the 
main concerns nad to be to guarantee the por tab i l 
i t y of the system; this was achieved by adopting a 
strongly modular approach. Some ef for ts have been 
made to develop e f f i c ien t methods to store semantic 
information (Lesmo, Siklossy, Torasso 1983) and to 
optimize the resulting query, expressed in re la
t ional algebra (Lesmo, Siklossy, Torasso 1985). The 
organization of tne parser was described in (Lesmo, 
Torasso 1983) and i t s su i tab i l i t y to the analysis 
of ill-formeel sentences in (Lesmo, Torasso 1984) ; 
in part icular, the extensions introduced to deal 
with conjunctions are decribed in (Lesmo & Torasso, 
1985). We w i l l overview here the basic design 
choices. 

Ihe syntactic knowledge source is composed of 
a set of condition-action rules, where the condi
t ion examines the current status of the analysis, 
i .e . the parse tree that has already been b u i l t , 
whereas the action extends in some way the parse 
tree, hypothesizing the attachment point and the 
syntactic role oi a new constituent. The parse tree 
is bu i l t according to the head and modifier 
approach and an example is reported in f i g . l . 

Six node types have been defined; each node 
label in f i g . l has the form TYPEi: the node 
labelled XXj is the j - t h instance of the type XX 
that has been bu i l t during the analysis. Tne types 
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appearing in the f igure are: REL (standing for 
RELation, normally associated w i th verbs) ; REF 
(REFercnts: nouns and pronouns); OONN (CONNectors, 
mainly for p repos i t ions ; i t can happen that the 
f i l l e r of the node is UNMARKED: it means that the 
corresponding verb case is not marked by a prepos i 
t ion) ; DET (mainly DETurminers). The other node 
types are ADJ (ADJectives) and MOD (MODifiers, e . g . 
adverbs). 

The syntact ic ru les are grouped in packets 
associated w i th syntact ic categor ies. When an input 
word is syn tac t i ca l l y ambiguous, d i f f e r e n t packets 
are act iva ted and a l l condi t ions are tes ted . I f 
j u s t one of them succeeds, then the ac t ion is exe
cuted and the analys is goes on d e t e r m i n i s t i c a l l y . 
Otherwise, the status of the analys is is saved to 
a l low for possible backups in a subsequent phase, 
ana the f i r s t ac t ion is executed (the d i f f e r e n t 
ru les are ordered manually) . F a c i l i t i e s are p ro
vided in the lexicon to handle canned phrases (e .g . 
" d i corsa" - on the run) and compound words (e .g . 
"dammelo" - give it to me). It must be noted that 
some condi t ions requi re a lookahead (2 words max
imum) ; t h i s is done in order to increase the 
d isc r im ina t ing power of the condi t ions and to 
reduce the number of choice po in t s . 

In order to g ive an idea of the c o n t r o l s t ruc 
ture of the ana lys is , l e t us see what happens when 
the f i r s t word of the example in f i g . l is found (we 
must st ress again tnat FIDO works on commands in 
I t a l i a n : we w i l l go on w i th Engl ish examples in 
order to increase the r e a d a b i l i t y of the paper. In 
I t a l i a n the most d i r e c t t r ans l a t i on of "which" is 
"qua le" , though i t s use d i f f e r s s l i g h t l y when i t i s 
used as a r e l a t i v e pronoun). 

There are three d i f f e r e n t l e x i c a l en t r i es fo r 
"wh ich" , each of which is associated w i th a d i f 
fe rent syntac t ic category: QADJ ( in te r roga t i ve 
a d j e c t i v e ) , QPRON ( in te r roga t i ve pronoun), and REL-
PRON ( re l a t i ve pronoun). The analys is begins w i th 
an empty REL node (RELl) as cur rent node. Roughly 
speaking, a l l condi t ions of QADJ ru les requi re that 
the next word is an ad jec t i ve or a noun, the QPRON 
ru les apply in the remaining cases, whereas the 
RELPRON ru les can be ac t iva ted j u s t in case a pre
vious REF node can be used as an attachment po in t 
for the r e l a t i v e c lause. In our case the QADJ 

i n t e r p r e t a t i o n is selected and, among the ru les of 
the packet, the one is chosen t h a t appl ies when the 
cur rent node is an empty REL node. That r u l e bu i lds 
a CONN node (and f i l l s it w i th UNMARKED) , a REF 
node (and leaves it empty) and a DET node (and 
f i l l s i t w i th the cur ren t word, i . e . "wh ich" ) . The 
resu l t i ng s t ruc tu re is shown in f i g . 2 . Then, the 
c o n t r o l l e r o f the parsing process is awaken; i t 
looks fo r another word and f inds i t in the looka
head buf fer ( i t was used to d isc r im ina te between 
QADJ and QPRON). The NOUN packet is ac t i va ted and a 
r u l e is se lec ted , which f i l l s the empty REF (REFl) 
w i th "course". We leave at t h i s po in t the example, 
assuming tha t it gave an idea about how he ana lys is 
of a sentence is ca r r i ed on. 

Instead, some more spec i f i c po in ts have to be 
made c lea r . The nodes in the f i gu res have been 
represented very s k e t c h i l y . Each node is a c t u a l l y a 
complex data s t r u c t u r e , w i th var ious s l o t s and some 
procedures attached to the pro to type. For example, 
a REL node includes s l o t s as HEAD (the verb) , FORM 
(act ive vs . pass ive) , TENSE, NUMBER, MOOD ( ind ica
t i v e , con junc t i ve , e t c . ) , ROLES (the case frame) 
and o thers . Notice that the s l o t AUX indicates the 
presence of an a u x i l i a r y verb in the sentence. The 
ac tua l form of the a u x i l i a r y is not reported since 
i t can be in fe r red by tak ing i n t o account the 
values of MOOD, FORM, TENSE, e t c . The associated 
procedures are ca l l ed RELHEADPROC (operations to be 
done when the HEAD s l o t is f i l l e d , e .g . computing 
the tense of the verb) , RELAGREEPROC (checking the 
number agreement w i th the subject) , and RELSEPR0C 
(checking the a c c e p t a b i l i t y of the ac tua l case 
frame and beginning to bu i l d the semantic i n t e r p r e 
ta t ion) . When a node is operated upon, one or more 
procedures can be scheduled for execut ion. They can 
accept or r e j e c t the operat ions done by the parser 
(syntact ic hypothesis) . A simple way to make the 
parser more robust is to re lax some of the con
s t r a i n t s embodied in the procedures. For instance, 
an agreement f a i l u r e can produce j us t a warning 
message, wi thout request ing a reorganizat ion of the 
parse t r e e , a reorganizat ion which is always 
attempted in case of semantic f a i l u r e . Such re lax 
a t i on techniques can a lso be introduced in other 
formalisms, such as ATN (Kwasny & Sondheimer, 
1981). More i n t e r e s t i n g , the proposed formalism 
handles eas i l y a lso order ing e r r o r s . In f a c t , the 
attachment of cases to verbs and of ad jec t ives to 
nouns is always allowed ( in I t a l i a n the ad ject ives 
can occur both before and a f t e r the noun) and on ly 



L. Lesmo and P. Torasso 775 

when the node is closed (a node is c losed, i . e . i t 
is considered to be complete, when an attachment is 
proposed to a node above it in the tree) the 
CHECKORDER procedure v e r i f i e s tha t the ru les which 
govern the order ing of cons t i tuen ts are respected. 
Also in t h i s case, a f a i l u r e of CHECKORDER r e s u l t s 
in the issu ing of a warning message, wi thout any 
reorgan iza t ion of the parse t r e e . 

It has probably been noted the use of the term 
" reorgan iza t ion o f the t r e e " in the d iscuss ion 
above. In f a c t , such mod i f i ca t i ons , tha t we c a l l 
" na tu ra l changes" to po in t out t h e i r s i m p l i c i t y and 
natura lness , are the primary t o o l for handling 
non-determinism. The b r i e f presentat ion of the 
s t ruc tu re bu i l d i ng ru les f a i l e d probably to make 
c lear one important p o i n t : when the ac t ion pa r t of 
a r u l e is executed, i t usua l ly adds a subtree to 
the cur ren t t r e e ; the attachment po in t of the new 
subtree is the nearest node of the required type 
t ha t is above the cur ren t node. Of course, t h i s 
choice is made on ly on syn tac t i c grounds, so it may 
happen tha t i t is not acceptable from a semantic 
po in t of v iew. In a standard ATN framework, t h i s 
problem is solved backt rack ing: the subnets a l l ow
i n g , fo r example, PP modi f ie rs include an i m p l i c i t 
choice po in t ( i n correspondence w i t h the p o s i t i o n 
where a PP could be present or absent) and a seman
t i c f a i l u r e would involve backing up to such a p re 
v ious choice p o i n t . Although the in t roduc t ion of 
some spec ia l t oo l s (of the k ind of wel l - formed sub
s t r i n g tables or char t parsers) a l lows the system 
to avoid the re -ana lys i s of the PP component, some 
bookkeeping is needed to save the s tatus of the 
ana lys is at the choice p o i n t s . The na tu ra l changes 
mecnanism makes tha t work useless, in that the 
choice po in ts are i m p l i c i t l y ava i l ab le in the 
s t ruc tu re of tne parse t ree and can be e a s i l y 
looked for by the mod i f i ca t ion r u l e s . A f u r t he r 
advantage is the high f l e x i b i l i t y o f the t o o l : the 
n a t u r a l changes are expressed in the form of 
pa t t e rn -ac t i on ru les (as the standard ru les) so 
t h a t , in p r i n c i p l e , an ac t ion could res t ruc tu re the 
t ree in a very complex way. In f a c t , we use them 
a lso to handle some problems re la ted w i t h the 
ana lys is of conjunct ions (Lesmo & Torasso, 1985) 
and w i t h some spec ia l forms of r e l a t i v e c lauses. 
TVs o f ten happens, the na tu ra l changes are a c t u a l l y 
too power fu l ; at t h i s t ime we have not pursued the 
study of what are the reasonable cons t ra in ts tha t 
must be put on tne operat ions of the changes. We 
want to s t r e s s , however, tha t the i n t roduc t i on of 
the na tu ra l changes does not subs t i t u te the backup 
complete ly : t h i s remark is in agreement w i th the 
d iscuss ion about the existence of d i f f e r e n t p ro 
cessing modes in the ana lys is of N .L. sentences. 
Although we are not able to s ta te now the 
correspondence between the use of backup and the 
occurrence of garden paths, we can no t i ce t ha t the 
saving of the s ta tus is l i m i t e d ( in most cases) to 
s y n t a c t i c a l l y ambiguous words such tha t more than 
one syn tac t i c category is acceptable in the cur ren t 
con tex t : t h i s s t rong ly reduces the number of choice 
p o i n t s , as pred ic ted by the garden path phenomenon. 

EXTENSIONS TO THE PARSER 

Before going on we have to make c lear an 
important p o i n t : whereas the parser embodied in 

FIDO works on I t a l i a n sentences, in order to per
form the tes ts tha t led to the vers ion described in 
t h i s sec t i on , we had to develop a small set of 
ru les for Eng l i sh . The reason why we d i d t h i s was 
to have at d isposa l a wide corpus of thoroughly 
analyzed examples ( i . e . the ones appearing in the 
referenced papers by Milne and Schubert ) . This 
approach to t e s t i n g has both an advantage and a 
disadvantage: the a d a p t a b i l i t y of the parser to a 
d i f f e r e n t language is p a r t i a l l y demonstrated, but 
the number of syn tac t i c phenomena that has been 
taken i n t o account in bu i l d i ng the Engl ish ru les is 
not very h igh , so that some ad-hoc so lu t ions could 
have been adopted. 

We can now s t a r t by seeing what happens when 
s y n t a c t i c a l l y ambiguous sentences are processed by 
FIDO (old v e r s i o n ) . A f i r s t example is drawn from 
Schubert 's paper: 

(1) John bought the book which 1 had selected for 
Mary 

A f te r the analys is o f the f i r s t po r t i on of the sen
tence (as fa r as the word "selected") the s ta tus of 
the t ree is the one of f i g . 3 . Upon encountering the 
prepos i t ion " f o r " , a r u l e would propose i t s a t t ach 
ment ( in a CONN node) to the node REL2 ( i . e . as a 
verb m o d i f i e r ) . The subsequent attachment of a REF 
node (containing "Mary") to the newly created con
nector would t r i g g e r the semantic check procedures, 
which give a positive? answer (case frame: TO 
SELECT; SOBJ: PERSON, OBJ: THING, FDR: PERSON) and 
al lows the system to conf i rm the proposed ana l ys i s . 

On the con t ra ry , in the example below: 

(2) John bought, the book which I had selected at a 
lower p r i ce 

a f t e r a sequence of steps analogous to tne one 
described above (extended to handle the determiner 
and the a d j e c t i v e ) , the semantics would r e j e c t the 
syn tac t i c hypothesis . The na tu ra l changes would be 
t r i g g e r e d , the attachment of tne PP to "book" would 
be t r i e d and again re jec ted on semantic bases. 
F i n a l l y , the attempt to a t tach "a t a low p r i c e " to 
"buy" succeeds and the ana lys is is completed. 

I t is apparent tha t t h i s process does not work 
in cases such as: 
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soon as an attachment is proposed. The natural 
changes have been modified in a simple way: no 
detachment is made, but the di f ferent alterna
tives are added to the proposed one (note that 
th is is just a f i r s t , low-cost solution: what we 
are studying now is the poss ib i l i ty to eliminate 
tiie natural changes mechanism; th is can be done 
if a l l attachment points can be found at a 
glance by tne l inking procedures). 

As regards the second choice (when should the 
f i na l decision be- taken?) , we decided to d i s t i n 
guish again the sources of ambiguity described 
above. The reason why di f ferent solutions were rea
sonable stood in the di f ferent computational cost 
of carrying on alternatives: whereas the rule ambi
guity seemed to require a real maintenance of d i f 
ferent trees, the role (attachment) ambiguity 
implied only that d i f ferent l inks are included in 
the same tree. In the f i r s t case, after trying d i f 
ferent alternatives (no lookahead, one-word looka-
neacl, just tne lookahead required by tne condi
tions) we had the pleasant surprise that in most 
cases the di f ferent states had not to be main
tained. In fact , the only thing we had to do was to 
defer the decision about tne rule1 to apply after 
the execution of the semantic check procedures: 
they provide*! the parser with the information about 
tne semantic preferences that was lacking in the 
previous version of tne system. As regards the 
role ambiguity, we le t the analysis go on un t i l tne 
f i l l e r of the node which is the root of the 
attached subtree has been found: th is means that we 
wait u n t i l the semantic checks can be done. For 
example, if sentence (1) were changed into: 

(9) John bougnt the book tnat 1 selected for the 
nice blond-haired g i r l that you know 

then the choice would be delayed un t i l the word 
" g i r l " is found. 

Note that in both cases, though the behavior 
of the parser is d i f ferent , the parser pursues d i f 
ferent paths un t i l the system allows the semantics 
to provide it with some evidence about the most 
reasonable caoice. 

Final ly, the third problem concerns the 
knowledge sources involved in the weighting pro
cess. Apparently, we had to attach CD's to lexical 
entr ies, syntactic rules, and semantic information. 
On the otiier hand, the semantic information (which 
in FIDO consists in a semantic net representing the 
selectional rest r ic t ions, see (Lesmo, Siklossy, 
Torasso 1983)) overcomes the information that could 
be attached to lex ical entr ies. In fact , the 
choice is made on the basis of the poss ib i l i ty of 
attachment of a pair of "concepts": th is provides 
the system with more detailed information than the 
poss ib i l i ty of occurrence of a single interpreta
t ion . That i s , if the system knows that CD (TO 
ROCK, SUBJ: TABLE) = O.8 and CD (ROCK, MODIF:TABLE) 
= . 1 , CD (TO ROCK, SUBJ:GRANITE) = 0.6 and CD 
(ROCK, MODIF .-GRANITE) = 0.9, it can disregard the 
fact that CD (TO ROCK ICAT:VERBJ) = 0.7 and CD 
(ROCK ICAT:NOUN]) = 0.9. The solution we adopted 
is to associate with tne arcs appearing in the 
semantic net a CD expressing tHE preference of the 
system. It is not possible here to discuss the 
detai ls of the implementation (actually, not a l l 
arcs have a CD), because such a discussion would 

require a description of the semantic net. It must 
be noted, however, that this solution requires the 
exp l ic i t introduction of a l l possible semantic con
nections. This is consistent with a database inter
face, because tne associations carry the informa
t ion about the correspondence with the database 
scnema. In a general N.L. understanding system th is 
is quite expensive and some way to propagate the 
CD's according to the degree of match with the 
declared selectional restr ict ions snould be 
included in the system. 

As regards the syntactic Knowledge source, we 
attached CD's to the structure building rules ano 
we decided to compute tne CD's of the attachment 
points on the basis of their distance (number of 
nodes to traverse) from tne "current" node. In par
t i cu la r , the current node is assigned a CD equal to 
1 and, for each node that is traversed to fine an 
al ternat ive, the CD is decreased by a constant fac
tor (currently 0.1). Apart from this l a t te r , a l l 
CD's (both in the net and in the rules) have been 
assigned manually. This allowed the system to 
succeed on a wide set of examples; of course, a 
less heuristic determination of CD values would be 
useful, but it requires a large research e f fo r t per 

CONCLUSIONS 

As Winograd states in (Winograd, 1983), the 
research on N.L. understanding is being carried on 
today within a new paradigm: the computetional 
paradigm. I t s main differences with respect to the 
previous (generative) one, stands in the "attention 
to process organization" and the "relevance of 
non-linguistic knowledge". 

It is not the aim of th is paper to take into 
account a l l the problems that non-l inguist ic 
knowledge conveys into N.L. analysis, out to make 
clear that the in-depth understanding of the 
respective roles of syntactic and semantic 
knowledge sources and the c la r i f i ca t ion of the way 
they interact to construct the interpretation of 
natural language sentences is fundamental to 
building N.L. interpreters, we claim tnat neither 
syntax nor semantics can be assigned the role of 
"guide" of the interpretation process, but they 
must operate on a parity basis. Both of them pro
vide the analyzer with information about trie 
choices that must be made during the interpreta
t ion . 

The approach outlined in the paper is just a 
f i r s t attempt to satisfy these pr inciples: many 
problems must be examined and some substantial 
changes can be introduced, but we maintain the fun
damental role of the "rule" concept in tne con
struction of N.L. analyzers and the necessity of 
being able to weight the contributions of d i f ferent 
knowledge sources: the interpretation is not a 
categorical (yes/no) process, but it must be based 
on the idea of preference (Wilks, 1375) (or subjec
t ive evidence). 

The paper shows how a rule-based approach has 
been modified to take into account both syntactic 
and semantic preferences, we hope? to have given a 
feeling about the ease with which the required 
modifications were embodied in the previous system. 
The available space did not allow us to consider 
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same? obier phenomena that FIDO is able to handle [10] 
quite easi ly: they concern the analysis of i n 
formed sentences. Although many aspects of i l l -
formedness were already handled by the old version 
of the system, the introduction of CD's and the [11] 
modifications of the natural changes are useful 
also to characterize in a more perspicuous way the 
analysis of conjunctions: also in th is case, the 
CD's are used to compare the di f ferent alternatives [11-] 
regarding the role the second conjunct can assume. 
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