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Abstract 
This paper proposes a method fo r adapting the 

t r a d i t i o n a l devices of model theory to the task of 
speci fy ing the input /output behavior of a r t i f i c i a l 
i n te l l i gence reasoning programs when viewed as 
inference engines. The method is i l l u s t r a t e d by 
spec i fy ing two programs, one a toy example and the 
other a program for r e t r i e v i n g in format ion from a 
dec lara t ive knowledge base. Close examination 
shows that many i n t u i t i o n s about the proper t ies of 
a re t r i eve r can be stated r igorous ly in terms of 
inference and that the model- theoret ic spec i f i ca ­
t i o n can then be used to prove that the r e t r i e v e r 
has these proper t ies . 

1. AI Needs Spec i f i ca t ion Techniques 
The success of a r t i f i c i a l I n te l l i gence as a s c i ­

ence hinges on our a b i l i t y to bu i l d a theory that 
re la tes a program's s t ruc tu re to i t s behavior. 
Essential to t h i s enterpr ise are methods for pro­
ducing r igorous spec i f i ca t ions of programs at a 
high level of abst rac t ion that can be used to 
codi fy and communicate our r e s u l t s . 

There are two spec i f i ca t i on methods predominantly 
(though c e r t a i n l y not exc lus ive ly ) used: Engl ish 
prose t y p i c a l l y descr ib ing various s t ruc tu ra l com-
ponents of the program and t h e i r ro le in the 
program's performance, and the actual code that is 
used to implement the program. An English prose 
spec i f i ca t i on can be h igh ly abstract but , in prac­
t i c e , usual ly at the expense of r i go r and p r e c i ­
s ion . Consider the problem of p red ic t i ng how a 
program so described in a journa l w i l l behave on 
examples not considered in the a r t i c l e . Morse ye t , 
consider the problem of showing that the program 
has ce r ta in p roper t ies . Though a program's code 
does not su f fe r from the lack of prec is ion that an 
English spec i f i ca t i on t y p i c a l l y does, i t i s not 
s u f f i c i e n t l y abs t rac t . Hence, appropr ia te ly 
enough, code ra re l y works i t s way in to the l i t e r a ­
t u re . 

A methodology that has been pursued successfu l ly 
throughout computer science is that of separat ing 
the descr ip t ion of what a program computes from how 
it computes i t . On the one hand there are descr ip-
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t ions of a program's input /output behavior and on 
the other descr ip t ions of i t s i n te rna l modules, 
processes, states and data s t ruc tu res . 

This paper considers the case fo r using model 
theory to speci fy what a program computes. A 
method is proposed fo r adapting t r a d i t i o n a l model-
theore t i c techniques and is i l l u s t r a t e d by spec i fy ­
ing two programs. The f i r s t is a toy example used 
to i l l um ina te the key points of the technique, 
whi le the second, a knowledge r e t r i e v e r , is used to 
demonstrate app l i ca t ion of the technique to a r e a l ­
i s t i c AJ program. Beyond what is demonstrated by 
these examples and those mentioned in the sect ion 
on re la ted work, l i t t l e is known about the range of 
a p p l i c a b i l i t y of the technique. 

2. Overview of the Proposed Technique 
A major concern of AI is w i th programs that mani­

pulate representat ions, which 1 take to be data 
s t ruc tures that denote. This ra ises the p o s s i b i l ­
i t y that many such programs can be viewed as 
inference engines, de r i v ing conclusions from t h e i r 
representat ions. This paper is concerned wi th 
developing techniques fo r using model theory to 
speci fy the input /output behavior of programs seen 
from t h i s v iewpoint . 

For example, a planner can be seen as an i n f e r ­
ence system. The program embodies a theory of 
ac t ion and i t s input is a pa i r of sentences each 
pred ica t ing a condi t ion on the wor ld . The planner 
produces a plan such that i t s theory of act ion l o g ­
i c a l l y impl ies that the second input sentence would 
be t rue if the plan were performed in any world 
s a t i s f y i n g the f i r s t input sentence. 

Unfor tunate ly , many planning systems such as 
STRIPS (Fikes and Nl lsson, 1971) do not meet such a 
s p e c i f i c a t i o n . In order to deal w i th the enor-
mously complex problem of f i n d i n g an appropriate 
plan among the set of a l l p lans, these systems 
employ problem representat ions that o f ten f i n d 
plans qu ick ly but do so at the expense of occasion­
a l l y f a i l i n g to f i n d any at a l l . As an inference 
engine such a system is incomplete. How then can 
such an incomplete system be speci f ied? 

The approach advocated here is to produce another 
model theory whose l og i ca l imp l i ca t ion r e l a t i o n is 
weakened1 in such a way that the program is a sound 
and complete inference engine w i th respect to I t . 
Many people i n i t i a l l y f i n d t h i s approach qu i te odd. 
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They are accustomed to th ink ing of a model theory 
as spec i fy ing what can be concluded v a l i d l y from 
what—in some sense, as a competence theory of 
in ference. I suggest that those who are comfort­
able w i th t h i s viewpoint consider the weaker model 
theory as a performance theory of inference. Other 
people are accustomed to th ink ing of a model theory 
as a way of assigning meaning to symbols and are 
skept ica l of producing a new meaning assignment. 
But I am not suggesting that the o r i g i na l model 
theory be discarded; on the contrary, i t is s t i l l 
a valuable device in the study of meaning. The new 
model theory can be thought to provide an addi ­
t i o n a l meaning assignment. If the program is work­
ing under t h i s a l t e rna t i ve meaning then it is a 
complete inference engine. Hence, the symbols mean 
one th ing to us and something d i f f e ren t to the pro­
gram. According to our theory of meaning the pro­
gram is incomplete but according to i t s weaker 
theory of meaning i t is complete. 

How can these new, weaker model theories be pro­
duced and what is t h e i r re la t ionsh ip to the unweak-
ened model theory? To answer the question consider 
a model theory as lay ing down a set of constra ints 
on what const i tu tes a model. Of a l l (mathematical) 
ob jec ts , only those that sa t i s f y the const ra in ts 
qua l i f y as models. A model theory also associates 
w i th each model a t r u t h assignment, a t o t a l func­
t i o n from sentences to t he i r t r u t h values. Hence, 
a model theory constrains the range of t r u t h 
assignments that can be generated. In a standard 
propos i t iona l l og i c , fo r example, these constra in ts 
ensure that any t r u t h assignment that assigns two 
sentences t r ue , also assigns t h e i r conjunct ion 
t rue . The log i ca l imp l i ca t ion r e l a t i o n associated 
w i th a model theory is a product so le ly of the 
range of t r u t h assignments that the model theory 
generates. Relaxing the const ra in ts produces a new 
model theory, one that may generate add i t iona l 
t r u t h assignments. No matter how the const ra in ts 
are re laxed, the new model theory must have a 
weaker l og ica l imp l i ca t ion r e l a t i o n than the o r i g i ­
nal . That i s , i f and are l og i ca l 
Imp l ica t ion re la t ions and is obtained by re lax ­
ing the model theory fo r , then alpha beta 
Implies alpha beta. To see t h i s , observe that 
a t r u t h assignment can serve only as a counterexam­
ple to a claim that one sentence l o g i c a l l y impl ies 
another; hence if none of the t r u t h assignments 
from the relaxed model theory are counterexamples 
then c e r t a i n l y none from the o r i g i n a l model theory 
are. 

3. A Toy Example 
Consider a program that reasons about an a r b i ­

t r a r y equivalence r e l a t i o n named "r". A user com­
municates w i th the program, making assert ions and 
quer ies, each of which spec i f ies a sentence of the 
form " r (a l pha ,be ta ) " , where alpha and beta are sym-

1 One l og i ca l imp l i ca t ion r e l a t i o n is weaker 
than another if the inferences sanctioned by the 
f i r s t are a subset of those sanctioned by second. 

bols drawn from some lex icon. 
This program can be spec i f ied in terms of the 

symbolic manipulations it performs. There are many 
conceivable spec i f i ca t ions but fo r the sake of 
argument le t us say that the program works by main­
ta in ing a co l l ec t i on o f d i s j o i n t sets . I n i t i a l l y 
there is a un i t set for each symbol in the lex icon. 
Whenever the user asserts " r (a lpha,beta)" the pro­
gram combines the sets that contain alpha and beta 
in to a s ingle set . To respond to the query 
" r (a lpha ,be ta ) " the program simply determines 
whether the elements alpha and beta are in the same 
set . There are many we l l -s tud ied algori thms fo r 
performing t h i s set-union task (Tarjan and van 
Leeuwen, 1984), the best of which can process a 
series of n assert ions and queries in s l i g h t l y 
greater than 0(n) t ime. 

To the user of the system t h i s s p e c i f i c a t i o n is 
too deta i led and too concrete. A more abs t rac t , 
non-procedural d e f i n i t i o n of t h i s reasoning system 
can be obtained by replacing the question "What 
does the reasoner do?" wi th "Given a set of sen­
tences that have been asserted, what query sen­
tences succeed?" At t h i s higher leve l of abstrac­
t i on the various set-union algori thms are a l l 
equivalent . 

In response to the question of what queries 
succeed, it can be shown that the program described 
above answers "yes" to a query i f , and only i f , i t 
l eg i t imate ly can do so based on what it has been 
t o l d . That i s , i t answers "yes" i f , and only i f , 
the queried sentence l o g i c a l l y fo l lows from the set 
of asserted sentences. Forgive my pedantry whi le I 
spe l l out the obvious de ta i l s of the model theory 
that gives r i se to the log ica l Imp l ica t ion r e l a t i o n 
for t h i s language; these de ta i l s w i l l be valuable 
in considering how to relax a model- theoret ic 
spec i f i ca t i on . 

Each of the model theor ies discussed in t h i s 
paper is given a name. The one presented next is 
ca l led "E" . In cases where confusion could a r i s e , 
terms l i k e "E-model" and "E- log ica l imp l i ca t i on " 
and symbols l i k e "|=E" are used to ind ica te which 
model theory is under considerat ion. 

An E-model is a pai r where 0 is a non-empty 
set of ind iv idua ls ca l led the domain and A is a 
funct ion that maps every symbol in the lex icon to 
an element of 0 and maps r to a binary r e l a t i o n 
over D such tha t : 

(1) A( r ) is r e f l e x i v e , 
(2) A(r ) is symmetric, and 
(3) A(r ) is t r a n s i t i v e . 

The t r u t h assignment associated w i th is the 
funct ion that takes each sentence of the form 
r (a lpha.beta) to True i f the r e l a t i o n A( r ) holds 
between A(alpha) and A(beta) , and to False o ther ­
wise. These t r u t h assignments can then be used In 
the usual fashion to def ine the notions of E-
s a t i s f i a b i l i t y , E - v a l i d l t y , and E- log ica l imp l i ca ­
t i o n for t h i s language. 
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This model theory serves two purposes In analyz-
ing the program. F i r s t , I t provides a r igorous 
semantics fo r the language that the prograa manipu-
lates and in doing so def ines l og i ca l imp l i ca t ion 
fo r the language. Second, i t is used in spec i fy ing 
what the program computes by s t i p u l a t i n g that it 
responds "yes" i f , and only i f , the queried sen­
tence E - log i ca l l y fo l lows from the asserted sen­
tences. In the case of t h i s program the two uses 
go hand-in-hand because the program Is a sound and 
complete inference engine. But i t is important to 
d i s t i ngu ish between these two uses of a model 
theory as we turn our a t t en t i on to a reasoning pro­
gram that is not complete. 

Suppose that for some reason we were not happy 
wi th a program that required s l i g h t l y greater than 
0(n) time to process a ser ies of n assert ions and 
queries. (I t o l d you t h i s was a toy example!) 
Furthermore, suppose that we were w i l l i n g to 
replace the set-union algor i thm wi th the fo l l ow ing 
a lgor i thm, which is much weaker but s l i g h t l y fas­
t e r . Whenever " r (a lpha , beta)" is asserted, the 
program adds the pa i r <alpha,beta> to an associa­
t i v e s to re . The program responds "yes" to the 
query " r (a lpha ,be ta ) " i f , and only i f , alpha and 
beta are i den t i ca l or the associat ive store con­
ta ins e i ther <alpha,beta> or <beta,alpha>. 

This program is incomplete w i th respect to E. 
For example, if only r (a ,b ) and r ( b , c ) have been 
asserted, the query r ( a , c ) w i l l not resu l t in "yes" 
even though the queried sentence E- log i ca l l y f o l ­
lows from the two asserted sentences. E s t i l l 
gives a semantics fo r the language manipulated by 
the program but It no longer spec i f ies what the 
program computes. However, there is a weaker model 
t h e o r y - - c a l l i t Ew--whose log ica l imp l i ca t ion r e l a ­
t i o n does speci fy the input /output r e l a t i o n of t h i s 
program. Ew is Iden t i ca l to E except that con­
s t r a i n t (3 ) , which says that A(r ) must be t r a n s i ­
t i v e , is e l im inated. With respect to Ew the pro­
gram is a sound and complete inference engine— 
though admit tedly soundness and completeness are 
normally taken to be w i th respect to a model theory 
that spec i f ies the meaning of the language. 

4. Knowledge Ret r ieva l 
A r t i f i c i a l i n te l l i gence reasoning systems com­

monly employ a knowledge base module (KB) that 
stores in format ion expressed in a representat ion 
language and provides f a c i l i t i e s fo r other modules 
of the system to re t r i eve t h i s In format ion. Though 
there has been a growing concern for fo rma l iza t ion 
in the study of knowledge representat ion, l i t t l e 
has been done to formal ize the r e t r i e v a l process. 
This sect ion ou t l ines an attempt to use the pro­
posed spec i f i ca t i on technique to remedy the s i t u a ­
t i o n . Since a method should be judged by the 
resu l t s that can be obtained w i th I t , the sect ion 
Is not as concerned w i th the method I t s e l f as w i th 
how it can cont r ibu te to the study of r e t r i e v a l . 

4 . 1 . Ret r ieva l as Inference 
The r e t r i e v a l problem that I have s tud ied 2 takes 

the knowledge base to be a set of sentences of the 
f i r s t - o r d e r predicate calculus (FOPC). While FOPC 
may be less expressive than many other languages 
that could be used, it is expressive enough to lead 
to a serious r e t r i e v a l problem; most notably, l o g t -
cal imp l i ca t ion is only semi-decidable. 

A query asks whether a spec i f i ed closed sentence 
of FOPC can be re t r i eved from the KB, and the 
re t r i eve r responds "yes" or "no . " So, fo r example, 
one could query "Can 'UNCLE(JOHN,BILL)' be 
re t r ieved?" I t is not d i f f i c u l t to extend th i s 
not ion of query to include FOPC sentences w i th f ree 
var iab les . Such an extension enables one to ask, 
"What are a l l the x ' s such tha t 'UNCLE(x,BILL)' can 
be re t r ieved?" However, fo r purposes of t h i s expo­
s i t i o n i t su f f i ces to consider only the f i r s t form 
of query. 

A spec i f i ca t i on must determine whether a r e t r i ­
ever responds "yes" or "no" fo r any given KB and 
any given query. Just as one can speak of a sen­
tence l o g i c a l l y f o l l ow ing , or being provable, from 
a set of sentences, one can speak of a queried sen­
tence being re t r i evab le from a set of sentences 
contained in a knowledge base. Thus the task of 
spec i fy ing a r e t r i e v e r comes down to one of spec i ­
f y i ng a r e t r i e v a b i l i t y r e l a t i o n . 

I place three requirements on any r e t r i e v a b i l i t y 
r e l a t i o n tha t I study. If kb is a set of sentences 
and q a s ing le sentence of some language whose l og ­
i ca l imp l i ca t i on r e l a t i o n is then any r e t r i e v a -
b i l i t y r e l a t i o n for that language should s a t i s f y : 

soundness: If q is re t r i evab le from kb then 

verbatim r e t r i e v a l : If q kb then q is 
re t r i evab le from kb. 

d e c i d a b i l i t y : r e t r i e v a b i l i t y i s decidable. 
The f i r s t requirement demands that sentences not 

l o g i c a l l y f o l l ow ing from the KB are not re t r i evab le 
whi le the second demands that sentences e x p l i c i t l y 
in the KB are r e t r i e v a b l e . The t h i r d requirement, 
which ensures that the r e t r i e v e r can be rea l i zed by 
an e f f e c t i v e procedure tha t is guaranteed to t e r ­
minate, is weaker than i t idea l ly should be—that 
the r e t r i e v e r could be rea l i zed by a procedure 
requ i r i ng only some small amount of computational 
resources. 

It should come as no surpr ise tha t I speci fy a 
r e t r i e v a b i l i t y r e l a t i o n fo r FOPC by i d e n t i f y i n g i t 
w i th the l og i ca l imp l i ca t i on r e l a t i o n of a model 
theory obtained by re lax ing the standard Tarskian 
model theory fo r FOPC (Tarsk i , 1956). 1 c a l l the 
Tarskian model theory "T" and the relaxed model 
theory that spec i f ies the r e t r i e v e r "R". 

Consider how, as a r e t r i e v a b i l i t y r e l a t i o n , 
stands up to the above requirements. Since is 
obtained by re lax ing cons t ra in ts in the spec i f i ca -

X ■ — 
2 Fr isch and A l len (1982) examine the problem in 

more d e t a i l . 
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t i o n of the soundness requirement is met, 
according to the argument of Section 2. Any l o g i ­
cal imp l i ca t ion r e l a t i o n w i l l sa t i s f y the second 
requirement, regardless of the model theory. Since 
|=T i s not decidable, i t i s the t h i r d requirement 
that forces a re laxa t ion of T and leads to the 
viewpoint of knowledge r e t r i e v a l as l im i t ed ( i . e . , 
incomplete) inference. Hence it is the undecida-
b i l i t y of FOPC that makes the r e t r i e v a l problem 
i n t e r e s t i n g . 

4 .2 . Speci fy ing a Retr iever 
1 have used t h i s viewpoint of r e t r i e v a l as l im-

i t ed inference to specify a s l i g h t l y s imp l i f i ed 
version of the knowledge re t r i eve r incorporated in 
the ARGOT d ia logue-par t i c ipa t ion system (A l len . 
Fr isch and Litman, 1982). The spec i f i ca t i on is 
produced in stages, f i r s t by speci fy ing a re t r i eve r 
tha t is extremely conservative in what i t in fe rs 
and then by extending it w i th add i t iona l forms of 
decidable inference such as those deal ing w i th tax-
onomic h ierarchies and property inher i tance (as 
t y p i c a l l y done by semantic-network systems). At 
each stage a r e t r i e v a b i l i t y r e l a t i on is spec i f ied 
by i d e n t i f y i n g it w i th both a p r o v a b i l i t y and a 
l og i ca l imp l i ca t ion r e l a t i o n . A point worth not ing 
is that these spec i f i ca t ions of ARGOT'S re t r i eve r 
were developed a f te r the program. Only the 
extremely conservative re t r i eve r is considered 
here, though Section 4.4 b r i e f l y out l ines how 
semantic-network-style taxonomic inference can be 
incorporated. 

The st rategy for ru l i ng -ou t cer ta in inferences to 
obtain t h i s extremely weak inference engine is 
based on the important i n t u i t i o n that r e t r i e v a l is 
more l i k e a matching operat ion than a deductive 
operat ion. Stated in terms of inference, the sim­
ple re t r i eve r s a t i s f i e s the no-chaining r e s t r l c -
U o n ; imagining the KB and query div ided in to 
quanta ca l led " f a c t s , " the simple re t r i eve r cannot 
chain two fac ts together in order to respond a f f i r ­
mat ively to a queried f a c t . Tn other words, a 
queried sentence is re t r i evab le only i f each of i t s 
fac ts is re t r i evab le from a s ingle fac t in the KB. 
This i n t u i t i o n contrasts w i th the not ion that 
r e t r i e v a l deduces the queried sentence by repeat­
edly combining fac ts together to derive new fac t s . 

The use of the word " f ac t " has been de l ibe ra te ly 
vague and w i l l not be made precise u n t i l Section 
4 .3 . However before tu rn ing to the spec i f i ca t ion 
of r e t r i e v a l i t is worth not ing that the main con­
nect ive in a fac t is d i s j unc t i on . This is a c ru ­
c i a l po in t because R is derived by weakening only 
the i n te rp re ta t i on of d i s j unc t i on . Hence, a fac t 
is given a weaker I n te rp re ta t i on in R, e l im ina t ing 
chaining and thus making R- logical imp l ica t ion 
decidable over the set of f ac t s . A key example is 
that the spec i f i ca t i on does not sanction a simple 
form of chain ing, the d i s junc t i ve form of modus 
ponens: 

I t is tempting to t r y to produce the s p e c i f i c a ­
t i on of the relaxed model theory by fo l l ow ing the 
t a c t i c used in Section 3 of simple tex tua l de le t i on 
of some constra int on what const i tu tes an unrelaxed 
model. However, in the case of T it is not so 
s t ra igh t fo rward . E spec i f ies three const ra in ts on 
the re la t ions that can be assigned to the symbol 
" r " and thus prevents the atomic sentences of the 
language from obtain ing cer ta in combinations of 
t r u t h values. (Recall that a l l sentences in the 
object language of E are atomic.) Relaxing E to 
obtain Ew involves de le t ing one of the three con­
s t r a i n t s , a l lowing the atomic sentences to be given 
add i t iona l combinations of t r u t h values. 

Unlike E, T places no constra ints on the r e l a ­
t ions that a model can assign to a r e l a t i o n symbol 
and therefore the atomic formulas of the language 
can be assigned any combination of t r u t h values. 
So the strategy of generating add i t iona l t r u t h 
assignments by g iv ing the atomic sentences more 
combinations of t r u t h values cannot be pursued in 
t h i s case.3 Since the t r u t h assignments to atomic 
formulas cannot be Increased we must consider the 
t r u t h assignments to molecular formulas. T is 
t r u t h - f u n c t i o n a l ; the t r u t h value of a molecular 
formula in a model is a funct ion of the t r u t h 
values of the formula's const i tuents tn that model. 
For example, a d is junc t ion is t rue in a T-model i f , 
and only i f , one of i t s d is juncts is t rue in tha t 
model. In order to admit more t r u t h assignments 
whi le s t i l l maintaining a compositional semantics, 
the t r u t h value of a molecular formula must be a 
funct ion of some other feature of the formula 's 
const i tuents . The best-known non- t ru th - func t iona l 
model theor ies are the possible-worlds model 
theories (Kripke, 1963), which are commonly used 
fo r modal l og ics , in a PWMT (possible-worlds model 
theory) one speaks of the t r u t h value of a formula 
in a wor ld , and for a molecular formula t h i s may be 
a funct ion of the t r u t h values of the formula 's 
const i tuents in other worlds. There are many rea­
sons for moving from a Tarskian to a poss ib le-
worlds model theory, but the sole mot ivat ion here 
is that the possible-worlds framework is a more 
expressive medium for descr ib ing a model theory; 
every t r u th - f unc t i ona l model theory can be w r i t t e n 
in a possible-worlds form but not v ice-versa. 

So, the f i r s t step to reaching the u l t imate t a r ­
get of a model theory for speci fy ing the r e t r i e v e r 
is to produce a PWMT--call it T'--whose models 
correspond to those in T and which therefore y ie lds 
prec ise ly the Tarskian t r u t h assignments. The next 
step is to produce K by re lax ing T' so tha t it 
al lows more models and associates non - t ru th -
funct iona l t r u t h assignments w i th the added models. 

For present purposes, consider a model in a PWMT 
to be a 3- tuple <D,A,W> where D--the domain—and 
W—the set of worlds in the model--are non-empty 

3 It Is assumed here that only 2 t r u t h values 
are used. Belnap (1975, 1977) pursues a s t rategy 
of using 4 t r u t h values. 
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sets and A is a func t ion f ron a non- log ica l symbol 
and a world to an appropr iate denotat ion for that 
symbol. Because the non- log ica l symbols may have 
d i f f e r e n t denotations in d i f f e r e n t worlds, there is 
a t r u t h assignment associated w i th each world in a 
model. The manner in which such a t r u t h assignment 
is derived var ies from one PWMT to another. 

The current task is to def ine Tf , a PWMT that 
corresponds to T. Since a T-model generates only 
one t r u t h assignment, l e t T1 be a possible-worlds 
theory in which a l l models contain exact ly one 
wor ld . Hence, the T'-model <D,A,(w}> corresponds 
to the T-model <D,lambda x .A(x ,w)>. In the obvious 
way, w in <D,A,{w}> can be associated w i th a t r u t h 
assignment, the same as that associated w i th i t s 
corresponding T-model. I make t h i s e x p l i c i t 
because, as prev iously mentioned, it is the manner 
in which these assignments are generated that is to 
be re laxed. S p e c i f i c a l l y , consider the equation 
that induc t i ve ly defines the way T' assigns t r u t h 
values to d i s junc t ions . I f V m , w is the t r u t h 
assignment associated w i th world w i n model m then 

where OR is the usual Boolean d i s j u n c t i o n . 
To speci fy R, T' is relaxed to al low models w i th 

more than one wor ld . This enables R to construct 
non- t ru th - func t iona l t r u t h assignments by de f in ing 
the assignment associated w i th one world in terms 
of those associated w i th other wor lds. In p a r t i c u ­
l a r , R assigns True to a d i s j unc t i on in a world if 
any of i t s d is junc ts are assigned True in any world 
in the model. This modi f i ca t ion is e f fec ted by 
rep lac ing (4) w i th (5 ) . 

The equation gives a formula of the form " v " 
the same i n t e r p r e t a t i o n as a t r a d i t i o n a l PWMT would 
give to the modal formula "possib ly 

Notice that (4) and (5) are in f u l l agreement on 
those models tha t contain only a s ing le wor ld . 
Hence R s t i l l generates a l l the Tarsklan t r u t h 
assignments. However, R also generates many non-
t r u t h - f u n c t i o n a l t r u t h assignments. As an example 
consider any two-world model whose worlds are 
complementary--they disagree on the t r u t h value 
assigned to every atomic formula. Every l i t e r a l 
(an atomic formula or i t s negation) must be t rue in 
exact ly one of the two worlds, and therefore in 
e i t he r world every d i s j unc t i on o f l i t e r a l s is t rue , 
regardless o f the t r u t h o f the l i t e r a l s in tha t 
wor ld . This v i v i d l y i l l u s t r a t e s how the log ic is 
weakened; if one knows only that a d i s junc t i on of 
l i t e r a l s is t r ue , one knows nothing of the t r u t h 
values of those l i t e r a l s . 

R-models w i th complementary worlds play an impor­
tan t ro le in studying the proper t ies of t h i s model 
theory. Whereas R-models w i th i den t i ca l worlds 
produce only the Tarsklan t r u t h assignments, those 

w i th complementary worlds are the most un-Tarskian 
in that t h e i r t r u t h assignments d i f f e r most from 
the Tarsklan t r u t h assignments. Such R-models can 
demonstrate, fo r example, that P and -P v Q do not 
R - log i ca l l y imply Q. 

4 .3 . Propert ies o f the Retr iever 
This sect ion examines the proper t ies of the 

r e t r i e v a b i l i t y r e l a t i o n spec i f i ed by model theory 
R. I s ta te these proper t ies wi thout proof, 
concentrat ing instead on how they coincide w i th 
ce r ta in informal i n t u i t i o n s about r e t r i e v a l . 

The p r i nc ipa l mot ivat ion for re lax ing T to pro­
duce R was to obta in d e c i d a b i l i t y of l og ica l i m p l i ­
ca t ion . Yet because R s t i l l gives negat ion, con­
junc t ion and q u a n t i f i c a t i o n t h e i r standard Tarskian 
i n te rp re ta t i ons , remains undecidable. How­
ever, i t is decidable fo r sentences of a pa r t i cu l a r 
normal form. A universal clause is a un ive rsa l l y 
quan t i f i ed d i s junc t i on of l i t e r a l s . An ex is ten­
t i a l d i s junc t i on i s an e x i s t e n t i a l l y quan t i f i ed 
conjunct ion, each conjunct of which is a d is junc­
t i o n o f l i t e r a l s ; that i s i t i s o f the form, 

where each L i j is a l i t e r a l . An atomic sentence is 
ne i ther a universal clause nor an e x i s t e n t i a l d i s ­
junc t ion though a d i s j unc t i on w i th a s ing le d i s ­
junct is permi t ted. This seeming l y - t r i v i a l 
ins is tence that every e x i s t e n t i a l d i s junc t i on and 
universal clause contains a d i s junc t ion has the 
crucia l consequence that these sentences are i n t e r ­
preted more weakly by R than by T. 
Property 1 

There is a procedure, which given any f i n i t e set 
of universal clauses—kb—and any e x i s t e n t i a l 
d is junct ion—q—decides whether 
Though t h i s c ruc ia l property is not proved here, 

the remaining proper t ies mentioned in t h i s paper 
are the key lemmas in i t s proof. 

One i n t u i t i o n about r e t r i e v a l is tha t i t y ie lds 
exact answers. For example, _ is not 
re t r i evab le from a KB conta in ing so le ly 
"Liar(Richard-Nixon) v Liar(John-Dean)" because a 
p a r t i c u l a r x cannot be named. So a r e t r i eve r only 
says that an ind i v idua l w i th a pa r t i cu l a r property 
ex is ts i f i t is able to name that i n d i v i d u a l . The 
fo l l ow ing property formal ly states that |=R cap­
tures t h i s i n t u i t i o n . 

Property 2 
An e x i s t e n t i a l con junct ion, 

is R - log i ca l l y impl ied by a set of universal 
clauses, kb, i f , and only i f , there is a s u b s t i ­
t u t i o n , 9, of ground terms fo r the var iab les 
X 1 , x 2 , • • . such that 
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Now consider the problem of r e t r i e v i n g a ground 
clause--a d i s junc t ion o f var iabJe-free l i t e r a l s - -
from a set of universal clauses. 
Property 3 

Let kb be a set of universal clauses and q be a 
ground clause. Then kb q i f , and only i f , 
b q fo r some b that is a ground instance of a 
clause in kb. 
This is a no chaining property where a fac t is 

formal ized as being a ground clause. Notice that 
R- logical imp l i ca t ion is r e s t r i c t e d not jus t to a 
s ing le universal clause but to a s ingle instance of 
the clause. This means that 

because the query T - l og i ca l l y fol lows only from two 
instances of the clause 1n the KB: 

Such an inference can be seen as chaining a sen­
tence w i th i t s e l f , and hence our i n t u i t i o n s say 
that it should not be performed by the r e t r i e ve r . 
Property 3 confirms that the spec i f ied re t r i eve r 
captures t h i s i n t u i t i o n . 

There are many conceivable re t r i eve rs t ha t , l i k e 
t h i s r e t r i e v e r , sa t i s f y the no-chaining r e s t r i c t i o n 
fo r the d e f i n i t i o n of " f ac t " used here. However, 
among these re t r i eve rs the one spec i f ied here occu­
pies a p r i v i l eged pos i t ion by v i r t u e of Property 4. 
Property 4 

For any two ground clauses, kb and q, kb |*=R q 
i f , and only i f , kb q. 
Recall (from the soundness requirement of Section 

4.1) that fo r a r e l a t i o n to be considered a 
r e t r e v a b i l i t y r e l a t i o n it must be a subset of | = T . 
Therefore, w i th respect to the present d e f i n i t i o n 
o f " f a c t , " is the strongest r e t r i e v a b i l i t y 
r e l a t i o n s a t i s f y i n g the no-chaining r e s t r i c t i o n ! 

4 .4 . Extensions 
1 expect that having a model-theoret ic spec i f i ca ­

t i on w i l l r esu l t in b ig payoffs when the c a p a b i l i ­
t i e s of the simple re t r i eve r are extended. Con­
sider extending the r e t r i eve r to do a spec i f i c k ind 
of f i n i t e chain ing—for example, reasoning about 
Inher i tance and taxonomies as is t y p i c a l l y done by 
semantic-networks. FOPC can be enhanced wi th nota-
t i o n a l devices for expressing informat ion about 
taxonomies and the Tarskian model theory can also 
be extended to deal w i th these syntact ic add i t ions . 
Our c lear and simple i n t u i t i o n s about taxonomies 
make t h i s an easy task. Since the taxonomic exten­
sions are decldable and the re t r i eve r is to reason 
f u l l y about them, these same extensions can be made 
to R in order to obtain a r e t r i e v a b i l i t y r e l a t i o n 
fo r the enhanced language. 

Though the d i f f i c u l t task of f i nd ing a proof 
theory or a decis ion procedure s t i l l remains, ima­
gine the d i f f i c u l t y of doing so without the g u i ­
dance of a model theory. How would one know when 
a l l necessary inferences were captured, or i f the 

captured ones were reasonable? Of course one's 
i n t u i t i o n s could provide guidance, but not to the 
degree provided by a model theory constructed from 
the same i n t u i t i o n s . 

In another app l i ca t i on , R could be extended to 
form a log ic of what I.evesque (1984) c a l l s " e x p l i ­
c i t be l ie f "—those be l ie fs that an agent can 
read i l y access ( i . e . , r e t r i e v e ) . R provides a 
useful foundation on which to bu i ld since i t 
accounts fo r ce r ta in c ruc ia l f ac t s : an agent 's 
e x p l i c i t be l ie fs may be T- incons is tent , an agent 
cannot e x p l i c i t l y believe most of the T-
consequences of his e x p l i c i t b e l i e f s , and an agent 
can e x p l i c i t l y believe that P but not that Q, even 
if P and Q are T - l og i ca l l y equivalent and he e x p l i ­
c i t l y believes so. 

5. Related Work 
There is one l i ne of research that has resu l ted 

in a logic so close to R that I discuss it here at 
the exclusion of a l l e lse. The comparison is 
b r i e f , though a deta i led one ce r ta in l y is ca l led 
f o r . 

Belnap (1975; 1977) presents a four valued 
relevance logic that provides a weakened i n t e r p r e ­
t a t i on of proposi t ional l og i c . Levesque (1984) in 
turn uses th i s logic as the foundation of a modal 
e x p l i c i t - b e l i e f operator in a proposi t ional l og i c . 
With the r e t r i e v a l problem in mind, Patel-Schneider 
(1985) extends Belnap's log ic wi th q u a n t i f i c a t i o n , 
r esu l t i ng in a system wi th a t -enta i lment r e l a t i o n 
s t r i k i n g l y s im i la r to Though not e x p l i c i t l y 
discussed, each of these systems provides a s tan­
dard log ica l system wi th an a l t e r n a t i v e , relaxed 
model theory and in each case the mot ivat ion is to 
obtain a weak log ica l imp l ica t ion r e l a t i o n (ca l l ed 
"entai lment" in these systems) wi th cer ta in proper­
t i e s . 

Proposi t ional sentences in Patel-Schneider 's sys-
tem and those embedded in Levesque's i m p l i c i t -
be l i e f operator have the same i n te rp re ta t i on as in 
the underly ing system of Belnap. Hence, 1 sha l l 
compare propos i t iona l in te rp re ta t ions in R only 
w i th those in Belnap's four-valued l og i c , which 
henceforth is ca l led simply "B" . 

Whereas the e l im ina t ion of chaining motivated the 
development of R, the e l im inat ion of inconsistency 
motivated the development of B. Consequently, the 
two logics weaken the log ica l connectives of FOPC 
d i f f e r e n t l y . R weakens the i n te rp re ta t i on of d i s ­
junc t ion so that a d is junc t ion of fa lse formulae 
may be e i ther t rue or f a l se . B weakens the 
i n t e rp re ta t i on of negation so that the t r u t h of a 
sentence is not re la ted to that of i t s negation— 
i n t u i t i v e l y what one would expect from a logic 
designed to e l iminate inconsistency. 

The remarkable resu l t is tha t , l i k e R, B does not 
sanct ion the chaining of fac ts as def ined here. 
However, B is weaker than R in that no sentence is 
B-va l ld . Whereas B denies the existence of v a l i ­
d i t y , R car r ies the no-chaining i n t u i t i o n through 
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to i t s d e f i n i t i o n : a normal f o r * sentence is R-
v a l i d i f , and only i f , each o f i t s fac ts i s v a l i d . 
S p e c i f i c a l l y , the r e l a t i onsh ip between the two sys­
tems is that fo r sentences in prenex conjunct ive 
normal fon t 

6. Conclusion 

Model- theoret ic spec i f i ca t i ons of AI programs are 
useful fo r several reasons. They are wore abstract 
than LISP-code spec i f i ca t i ons yet formal enough to 
prove that a spec i f ied program has ce r ta in proper­
t i e s , such as those discussed in Section 4 .3 . I t 
is hard to imagine a form of spec i f i ca t i on that 
moves fu r the r in the d i r e c t i o n of saying what is 
computed without saying how. Perhaps t h i s accounts 
fo r why the r e t r i e v a l s p e c i f i c a t i o n presented here 
is extremely shor t , though an e f f i c i e n t implementa­
t i o n wouid require a program of moderate s i ze . In 
add i t ion to being techn ica l l y valuable, a model 
theory can be a useful h e u r i s t i c t o o l , serv ing to 
sharpen and extend our i n t u i t i o n s . Though a 
p roo f - theore t i c s p e c i f i c a t i o n also can possess some 
of these proper t ies , i d e a l l y one would l i k e to have 
both forms of spec i f i ca t i on ava i l ab le ; the more-
appropriate spec i f i ca t i on can then be chosen for 
any given task. 

This paper g ives, I hope, strong evidence that a 
model- theoret ic spec i f i ca t i on of a program is a 
valuable t o o l . Furthermore, it suggests how these 
spec i f i ca t ions may be produced fo r incomplete-
reasoning programs. Yet the u t i l i t y of a methodol­
ogy must be demonstrated by more than two examples, 
however persuasive they may be. The important 
question tha t remains unanswered is "What is the 
range of AI programs that can be spec i f ied natur­
a l l y w i th a model theory?" I s t ress the word 
"na tu ra l l y " because a cumbersome model- theoret ic 
spec i f i ca t i on w i l l not provide the benef i ts d i s ­
cussed above. 

During a per iod when the r e t r i e v a l spec i f i ca t i on 
used mechanisms other than possible worlds, I o f ten 
f e l t that the spec i f i ca t i on was s t re t ch ing the 
methodology to i t s l i m i t s , that s l i g h t extensions 
to the r e t r i e v e r would introduce Immense complexity 
to the s p e c i f i c a t i o n . My pessimism subsided w i th 
the in t roduc t ion of possible wor lds, and the poten­
t i a l fo r extension is now one of the strong points 
of the r e t r i e v a l s p e c i f i c a t i o n . The use of poss i ­
ble worlds is j u s t one element In a large body of 
we l l - s tud ied model- theoret ic devices and l og i ca l 
imp l i ca t ion is j u s t one of a range of model-
theore t i c r e l a t i o n s , which p o t e n t i a l l y could be 
used in the const ruct ion of spec i f i ca t i ons . On 
t h i s rests the hope of using the proposed methodol­
ogy to speci fy a wide range of programs. Further 
attempts to develop and use the technique are 
needed to see how fa r it can be extended before 
breaking down. 
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