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ABSTRACT 

This paper deals with the relationship 
between the termination of programs and the v a l i ­
di ty of certain modal formulas. We give a complete 
proof procedure for theses formulas, which w i l l 
allow to bring the correctness of these programs 
back to a problem of automated deduction in modal 
logic. 

adding to a habitual formalization of lower predi­
cate calculus (LPC) the following axiom schemes 
and the following rule of inference : 

Many modal logics of programs have been de-
velopped during these last years [PR, HKP, M2]. 
Particular attention has been paid to their a b i l i ­
ty to express many properties of programs [HKP, M2]. 

This paper is concerned with the relationship 
of termination problem for regular programs to the 
va l id i ty of certain formulas in modal logic. 

For these formulas we present a proof proce­
dure, very close to the resolution procedure for 
f i rst-order predicate, calculus. We w i l l use this 
procedure to prove the termination of programs. As 
in Lucid [AW] we can consider the set of modal for­
mulas with the proof procedure as a programming 
language. This way of doing things permits direct 
reasoning about programs, from their direct manipu­
lat ion, rather than indirectly via another langua­
ge. 

I . Preliminaries 

We shall consider as in [M2] the modal sys­
tem S4, for reasoning about programs. 

For our formalization of quantif icational S4, 
we start with denumerably in f in i te l i s t s of i nd iv i ­
dual variables x1, X2, X3, . . . , n-adic function 
symbols fn , gn, h n , . . . , and n-adic predicate sym­
bols pn, qn, rn, 

Atomic formulas as well as negations of ato­
mic formulas are called l i t e ra l s . We adopt the 
prime symbols & (conjunction), ^ (negation) L (ne­
cessity) and (xi) (universal quanti f icat ion). We 
use the usual notions of terms and well-formel for­
mulas. Let A, B, C, . . . be arbitrary formulas. For 
each A, MA is defined as usual as ^L A. The axioma-
t izat ion of quantif icational S4 is obtained by 

Following the example of Kripke, we define a 
quantif icational S4 modal structure as an ordered 
t r ip le (G, K, R), where K is a set, R is a relation 
on K and G is a distinguished element of K, toge­
ther with a function Y wich assigns to each H a 
set y'(H), called domain in H. We shall further 
specify that a l l domaines are identical. The inter­
pretation T of A at H is defined as in LPC by in ­
duction on the number of logical symbols in A. 
And F(LB,H)=t i f f T(B,H')=t for every H'EK such 
HRH\ otherwise T(LB,H)=f. 

A sentece A is said to be true in a model U 
associated with a modal structure (G,K,R) if 
r(A,G)=t ; it is said to be false in that model if 
T(A,G)=f. A is said to be valid i f f it is true in 
a l l i ts models (for every modal structure), and 
unsatisfiable i f f i t is false in a l l i t s models. 

A set of formulas is said to be consistent 
if there is no f i n i t e subset such that the disjunc­
tion of negations of i t s elements in a theorem. 

I I . Programs and modalities 

2 .1. Assume that a program is represented by 
a directed graph whose nodes are the labels of this 
program and whose arcs represent transitions 
between labels. In the graphs there is only a 
start node (ls) and a terminal node ( l t ) [Ml] . For 
an arc ( 1 | , I2) the transit ion has the general 
form as follows : 

where x = (x , . . . , x ) is the input variables, 
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