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" t r i a n g u l a r i z e " t h e C o n n e c t i o n T a b l e . 

D e s c r i p t i v e Terms 

Theo ry o f H e u r i s t i c s , G e n e r a l P rob lem S o l v e r 

1 . I n t r o d u c t i o n 

A c c o r d i n g t o our v i e w o f m e c h a n i c a l p rob lem 
s o l v i n g , t h e r e a r e a number o f d i f f e r e n t p rob lem 
s o l v i n g methods each o f w h i c h has p rob lem d e p e n ­
den t p a r a m e t e r s . For each method t h e r e i s a c o n ­
d i t i o n w h i c h s p e c i f i e s t h e p r o p e r t i e s t h e parame­
t e r s s h o u l d have i n o r d e r f o r t h e method t o 
" w o r k " . Hence, we v i e w p rob lem s o l v i n g as t h e 
two phase p r o c e s s shown i n F i g u r e 1 . I n t he f i r s t 
phase , t h e m e t h o d ' s c o n d i t i o n i s used t o g e n e r a t e 
" g o o d " p a r a m e t e r s f o r t h e m e t h o d . The i n p u t t o 
t h i s phase i s t h e p rob lem s p e c i f i c a t i o n , s i n c e t h e 
p a r a m e t e r s a r e u s u a l l y p rob lem d e p e n d e n t . The 
o u t p u t i s e i t h e r good p a r a m e t e r s o r a n i n d i c a t i o n 
t h a t t h i s method s h o u l d n o t b e used o n t h e g i v e n 
p r o b l e m . The second phase a t t e m p t s t o s o l v e t h e 
p r o b l e m (as s p e c i f i e d a t t h e i n p u t t o t h e f i r s t 
phase) u s i n g t h e method w i t h t h e p a r a m e t e r s g e n e r ­
a t e d i n t h e f i r s t p h a s e . O f c o u r s e , t h e r e i s a 
D i c t u r e l i k e F i g u r e 1 f o r each m e t h o d , and i f t h e 

f i r s t method i s n o t a p p l i c a b l e , w e m e r e l y move o n 
t o t h e n e x t method and a t t e m p t t o use i t . 

S o f a r , a l l t h e methods s t u d i e d t h i s way [ C o -
r a y ( 1 9 7 0 ) , E r n s t ( 1 9 6 9 ) , B a n e r j 1 ( 1 9 7 1 ) ] seem t o 
depend o n t h e r e c o g n i t i o n o f c e r t a i n a t t r i b u t e s o f 
t h e p r o b l e m s t a t e s w h i c h r e m a i n i n v a r i a n t under 
some of t h e moves. We have p r e v i o u s l y p u b l i s h e d 
two r e p o r t s on t h e d e s i g n and i m p l e m e n t a t i o n o f a 
p rogram w h i c h wou ld i s o l a t e some o f t h e s e a t t r i ­
b u t e s o n t h e b a s i s o f t h e p r o b l e m d e s c r i p t i o n 
[ E r n s t e £ a _ l ( 1 9 7 4 ) , >Oyen(1975) ] . 

Our p r e s e n t e f f o r t d e a l s w i t h t h e c o m b i n a t i o n 
o f t h e i n v a r i a n t p r o p e r t i e s t o y i e l d t h e Connec­
t i o n T a b l e of GPS [ N e w e l l & S i m o n ( 1 9 6 3 ) , E r n s t & 
N e w e l l ( 1 9 6 9 ) ] . Our e f f o r t s i n u s i n g our p r e v i o u s 
t h e o r y [ E r n s t ( 1 9 6 9 ) ] f o r t h e pu rpose o f m e c h a n i z ­
i n g t he h e u r i s t i c were n o t s u c c e s s f u l , because a 
d i f f e r e n c e (good o r bad) was a b i n a r y r e l a t i o n 
be tween s t a t e s and s e t s o f s t a t e s , i . e . , a s u b s e t 
of S x 2s where S is t h e s e t of p r o b l e m s t a t e s , 
w h i c h i s a c o m p l i c a t e d c o n c e p t . 

I n a n a t t e m p t t o s i m p l i f y m a t t e r s w e s a i d , 
"What i f a d i f f e r e n c e were j u s t a s e t o f s t a t e s ? " 
I n t h i s c a s e , a s t a t e s possesses d i f f e r e n c e D , i f 
s i D. W i t h t h i s s i m p l e v i e w we can v i s u a l i z e 
GPS's s t r a t e g y a s f o l l o w s ( F i g u r e 2 ) . 

1. Find a path from SO to some s ta te s D. 
2. Find a path from s to some s ta te s2

 e D1 

but the path must be e n t i r e l y ins ide D. 
3. Find a path from s2

 to s o m e s ta te s e W 
but the path must be e n t i r e l y ins ide D ' . 

In step 1 GPS is removing the most d i f f i c u l t d i f ­
ference D. In step 2 the second most d i f f i c u l t 
d i f f e rence is being removed wi thout r e i n t roduc ing 
D. The easiest d i f f e rence W is being removed in 
step 3 wi thout re in t roduc ing e i t he r D or D ' . 

A po in t ought to be made here about the o r i g ­
i na l GPS which was a somewhat more general device 
than the one we are descr ib ing here in t h a t , 
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whi le removing an easier d i f f e r e n c e , a more d i f ­
f i c u l t d i f f e rence could get re in t roduced. The 
only search pruning involved in t h i s general case 
was tha t involved in the relevance of moves to 
d i f f e rences (v ide u l t r a ) . The ext ra cons t ra in t 
we have int roduced here (and one which a lso char­
ac te r i zes our previous work [Erns t (1969) ] ) con­
s t r a i n s the search f o r greater e f f i c i e n c y , whi le 
at the same time it neglects a c e r t a i n c lass of 
s o l u t i o n s . Our present ana lys is fo l lows the same 
l i n e . 

I t i s probably somewhat c o u n t e r i n t u i t i v e that 
the most d i f f i c u l t d i f f e rence contains a l l o f the 
other d i f f e rences as subsets. One would normally 
t h i n k tha t the la rger the set of s t a tes , the eas­
i e r i t would be to " g e t " ins ide o f i t . A lso , one 
does not normal ly t h i n k of W as a d i f f e r e n c e . 
But t h i s somewhat u n i n t u i t i v e p i c t u r e works qu i te 
w e l l . 

Consider, f o r example the Foo l ' s Disk problem. 
F igure 3 gives the i n i t i a l s ta te of the Foo l ' s 
Disk problem, in which there are 4 concentr ic 
d isks each conta in ing 8 numbers. These numbers 
l i n e up so as to form 8 columns r a d i a t i n g from 
the center of the d i s k s . A move cons is ts of r o ­
t a t i n g one of the d isks independently of the o t h ­
e r s . The desi red s ta te is one in which each of 
the 8 r a d i a l columns sums to 12. 

F igure 3 
The i n i t i a l s t a te in the Foo l ' s Disk problem 

This problem f i t s the above p i c tu re exac t l y . 
D' is the set of s tates in which each diameter 
sums to 24, wh i le D is the set of s tates in which 
the sum of the N, E, S, and W r a d i i is 48. To 
keep the path from s\ to s2 in D, GPS only cons id ­
ers moves which r o ta te d isks 90° . To get from s1 
to s 3 , GPS ro ta tes disks by 180° on ly . 

One might be d is turbed that each d i f f e rence 
contains a l l o f the easier d i f f e rences . This is 
not a d i f f i c u l t y , because any set of d i f fe rences 
not possessing t h i s property can be converted to 
d i f fe rences which have t h i s p roper ty . ( I n f a c t , 
our theory [Baner j i &. Ernst (1977)] does not r e ­
quire t h i s "nes t i ng " o f d i f f e r e n c e s . ) Consider, 
fo r example, the 3 d isk Tower of Hanoi in which we 
are t r y i n g to move a l l d isks to peg P3 . Let D. be 
the set of s tates in which d isk i is on P3 where 
d isk 3 is the la rges t d i s k . Then, one might t h i nk 

*of using D,, D2 , and D3 as d i f fe rences fo r t h i s 
problem. These are e s s e n t i a l l y the d i f fe rences 
that were given to GPS fo r t h i s problem. C e r t a i n ­
ly these sets are not p e r f e c t l y nested. However, 
t h i s set of d i f fe rences can be converted to the 
above p i c t u re by i n t e r s e c t i n g them together , i . e . , 
D » D , , D' =D3 n D , , and W D3 n D2 , D3 n D2 n Dx . 

A more d i s t u rb i ng fea ture of t h i s set of d i f ­
ferences is that they are only use fu l when the set 
of desired states is W. In the o r i g i n a l GPS (as 
we l l as In our previous work) the same set of d i f ­
ferences served to character ize a l l subgoals -
inc lud ing "make such and such a move a p p l i c a b l e . " 
This is not the case anymore. I f , f o r example, 
the set of desired s tates is the domain of the 
operator which moves disk 3 from P1 to P3 , the D1 
seems to be a useless set of d i f f e r e n c e s . The 
d i f f i c u l t y is that we have " b u i l t " W i n t o the d i f ­
ferences. We d id t h i s on purpose to s i m p l i f y the 
d i f fe rences to a l low mechanizat ion. Our o r i g i n a l 
theory had d i f fe rences as b inary r e l a t i o n s b e t ­
ween states and sets of s t a t e s . If we spec i fy 
the l a t t e r to be W, then we are l e f t w i t h a mo­
nadic r e l a t i o n on s tates which is j u s t a set of 
s ta tes . But how are we going to accommodate goals 
other than W? 

The key to answering t h i s quest ion is tha t not 
only W but a lso the domains of operators can be 
the goals of subproblems. Since the number of op­
era tors is usua l l y qu i t e sma l l , we w i l l use a d i f -

P r o b l e m - S o 1 v i n r , - 2 : B a n e r j ? 
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f e ren t set of d i f f e rences fo r the domain of each ween s and T. The higher i i s , the la rger the 
operator being the goal of a subproblem. d i f f e rence i s . 

These mod i f i ca t i ons were introduced in our 
theory of GPS to make it easier f o r person or 
machine to d iscover "good" d i f f e r e n c e s . An added 
advantage of the modi f ied GPS is that it can eas­
i l y handle problems in which the sets o f d i f f e r ­
ences f o r subproblems w i t h d i f f e r e n t desired 
s ta tes are t r u l y d i f f e r e n t . 

The above discussions w i l l , we hope, serve as 
a mo t i va t i on f o r the changes we have introduced 
in the theory . We do not p lan to g ive a formal 
counterpar t to these mot ivat ions or exh ib i t a f o r ­
mal connect ion between the o ld and the new 
t h e o r i e s . Ins tead , we sha l l e x h i b i t and mot ivate 
the new theory ab i n i t i o so tha t readers unac­
quainted w i th our previous work w i l l f i n d the 
d iscuss ion s e l f - c o n t a i n e d . We s h a l l , of course, 
assume that the reader has had former acquain­
tance w i t h GPS [Ernst & Newel l (1969)1. 

In the next sec t ion we give a formal d e f i n i ­
t i o n of good d i f f e rences . This is fo l lowed by an 
example of good d i f fe rences and how they are used 
by GPS. Sect ion 4 character izes the c lass of so­
l u t i o n s that GPS can f i nd given the kind of d i f ­
ferences described in Section 2. 

2• D e f i n i t i o n of Good Di f ferences 

Since GPS bu i lds i t s s o l u t i o n to a problem by 
s e t t i n g up subproblems, we cannot b u i l d t h i s theo­
ry by de f i n i ng what a problem is but ra ther by de­
f i n i n g a la rger s t r uc tu re in which a c lass of sub-
problems can be embedded. A l so , t h i s s t ruc tu re 
should con ta in the concepts which r e f l e c t the idea 
of d i f f e rences and the connection t a b l e . We sha l l 
c a l l t h i s s t r uc tu re the problem domain, "domain" 
f o r sho r t . As in the previous models, we s t a r t 
w i th a set S of s ta tes and a subset W of S, con­
s i s t i n g of winning s t a t e s . We also have a set C 
of p a r t i a l func t ions (mapping subsets of S i n t o S) 
which we s h a l l c a l l moves or opera to rs . If f e G 
is a move, we sha l l denote by Sf i t s domain of de­
f i n i t i o n , i . e . , s ta tes where f is an app l i cab le 
move. Since subgoals in GPS have the form "make 
move f a p p l i c a b l e , " these Sf, f o r var ious members 
f of G, serve as winning sets fo r subproblems j u s t 
as W serves f o r a problem. The c lass of a l l these 
sets (W and Sf f o r var ious f) we s h a l l c a l l X. 
For each set in t h i s c lass we a lso def ine the d i f ­
ferences which a l low GPS to work on them. That 
i s , f o r each T e X (T being e i t he r W or S f f o r 
some f e G) we de f ine a c lass of sets T j , T ? , T3 
. . , T n w i t h the proper ty that Tj n T n . . . T n "= T. 
The ac tua l number n of spec i f ied d i f fe rences of 
course depends on the set T chosen. So, instead 
of w r i t i n g n we s h a l l w r i t e n(T) when there is 
any doubt as to which subproblem we are t a l k i n g 
about. A lso , f o r reasons of convenience of d i s ­
cussion we s h a l l o f t en g ive the name TQ to T and 
c a l l S i t s e l f , T n ( T ) + 1 . 

I t may be appropr ia te at t h i s po in t to po in t 
out tha t the T^ catches the idea of d i f f e rence in 
that when a s ta te s i T i $ a d i f f e rence ex i s t s b e t -

ProMerr»-Sol v 

The next important concept in GPS, of course, 
is that of relevance of a move to a d i f f e r e n c e . 
The major assumption on which GPS theory is based 
is that a s o l u t i o n can be obtained by removing 
the higher ("more d i f f i c u l t " ) d i f f e rences before 
the lower d i f f e rences and never re i n t roduc ing 
higher d i f fe rences once they are removed. A d i f ­
ference Is considered higher than o the rs , i f few­
er moves are ava i l ab l e to remove i t . Of course, 
S or T

n ( ' T ) + i a r e the most d i f f i c u l t d i f f e rences to 
remove, since no move changes a s ta te to a non-
s t a t e . Let H1 c G be the set of moves which, 
when a p p l i c a b l e , a f f e c t s the p o s i t i o n of the 
s ta te w i t h respect to T1. Instead of making the 
very strong assumption that moves in H1 b r i ng a l l 
s ta tes outs ide T1 i n t o T , , we s h a l l make the more 
r e a l i s t i c assumption that these moves remove the 
s ta tes from Ti when a p p l i e d . This assumption 
seems "backward" to many, in sp i t e of the f a c t 
tha t in most r e a l problems, relevance of moves 
does appear tha t way and was used tha t way even 
in the o r i g i n a l GPS. In our d i f f e r e n c e - f i n d i n g 
program, a s ta te is character ized by g i v i ng the 
values of c e r t a i n a t t r i b u t e s fo r the s t a t e . A 
winning s ta te is character ized by spec i f y ing 
that some of the a t t r i b u t e s should have s p e c i f i c 
unique va lues . To f i n d mechanical ly that a cer ­
t a i n move is re levant to a c e r t a i n d i f f e rence T . , 
we t es t whether the move changes the values of 
those a t t r i b u t e s which charac te r ize T . . 

I t i s t h i s "proper ty -chang ing" cha rac te r i za ­
t i o n fo r moves which gives relevance the backward 
appearance. Of the var ious values to which the 
a t t r i b u t e can change, only one character izes the 
win s t a t e s . Hence, i t is not to be expected tha t 
merely changing the value of a proper ty y i e l d s a 
win va lue . On the other hand, i f i t a l ready has 
a win va lue , changing i t c e r t a i n l y changes i t to 
a non-win va lue . 

Another important c h a r a c t e r i s t i c we demand of 
the moves in W± ( ca l l ed t r i a n g u l a r i t y of the d i f ­
ference tab le in the previous theory) is that H i 
does not a f f e c t the d i f fe rences higher than Ti , 
i . e . , is i r r e l e v a n t to Tj fo r j > I . Thus, once 
a s ta te is in T i , as long as we use moves in Hj 
w i th j < i , T± w i l l not be re in t roduced . 

This e f f o r t shows up n i ce l y in the d i f f e rence 
t rans format ion tab les of GPS. If we arrange the 
T i ' s from top to bottom in decreasing order of i 
and the H. from l e f t to r i g h t in decreasing order , 
and mark the ( i , j ) c e l l w i t h a 1 i f moves in Hj 
are re levant to T±t then the upper r i g h t ha l f of 
the tab le w i l l be b lank. Tables of t h i s nature 
w e c a l l t r i a n g u l a r t ab l es , and d i f f e rences which 
g ive r i s e to t r i a n g u l a r tab les we c a l l good d i f ­
ferences . 

We def ine the maximum d i f f e rence between T 
and s , M(s, T ) , to be i i f s 4 T± and s t Tj f o r 
a l l j greater than i . 

n p - 2 : B a n e r j l 
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I m p l i c i t in the above d e f i n i t i o n s is an o r ­
der ing of the T± (and the Hi) which corresponds 
to the d i f f e rence order ing of GPS. The most d i f ­
f i c u l t d i f f e rence i s T n , wh i le the easiest d i f ­
ference is T±. GPS's basic problem so lv ing 
s t ra tegy is to work on hard d i f fe rences f i r s t 
and easy d i f fe rences l a s t . GPS accomplishes 
t h i s (as discussed in Section 4) by using the 
f o l l ow ing to guide i t s search: 

A s ta te is a 3 place vector whose com­
ponents are the monkey's p o s i t i o n , the 
box's p o s i t i o n , and the contents of the 
monkey's hand. 

A win is a s ta te in which the bananas 
are in the monkey's hand. 

(Walk, Cl imb, Push, Grab) 

51 To reduce the maximum d i f f e rence T-j, 
use only operators in H^. 

52 Suppose a subproblem were generated to 
reduce d i f f e rence T i 4 Then do not use 
the operators in Hj , i < j < n to 
solve the subproblem. 

Rule SI was in our previous theory . Note that 
there may be many other operators besides H. which 
are re levant to T^ because we have placed no con­
d i t i o n s on Hj f o r j > i. SI causes GPS to ignore 
such Hj even though some of i t s operators may be 
re levant to Tj_. 

The purpose of S2 is to requ i re subproblems 
to be easier than the problem fo r which they are 
c rea ted . In our previous theory t h i s was accom­
p l ished by r equ i r i ng the d i f f e rences of a problem 
to be harder than the d i f fe rences of i t s subprob­
lems. This is no longer poss ib le , because we can­
not compare subproblem d i f fe rences to problem d i f ­
ferences because they w i l l have d i f f e r e n t goals 
and hence d i f f e r e n t d i f f e r e n c e s . However, S2 can 
be used, because a l l d i f fe rences are reduced by 
the same opera to rs . Note that S2 is app l ied r e ­
c u r s i v e l y . That i s , suppose Fl and F2 are the 
sets of operators according to S2 that cannot be 
used on subproblems SP1 and SP2, r e s p e c t i v e l y . 
If SP2 is a subproblem of SP1, then GPS w i l l not 
use any operator in Fl u F2 to solve SP2, because, 
the r e s t r i c t i o n s on SPl are passed down to a l l of 
i t s subproblems. 

3. An Example of Good Di f ferences 

The d e f i n i t i o n s above appear qu i te formidable 
and somewhat u n l i k e GPS. A simple example w i l l 
c l a r i f y t h i ngs . For our example we have chosen 
that o ld chestnut about the monkey and the ba­
nanas, a fo rmu la t ion of which is given in Figure 
4. We have chosen t h i s example because it has 
( n o n - t r i v i a l ) good d i f f e r e n c e s , subproblems are 
created i n so lv ing i t , and i t i s s imple . 

One way to fo rmal ize the d i f fe rences above is 
by pos i t i ng tha t there is a separate tab le of 
connections fo r each goal which is e i the r W or the 
domain of an operator . F igure 5 i l l u s t r a t e s Mon­
key and Bananas t h i s way. The l ' s i nd i ca te which 
operators are re levant to which d i f f e rences . The 
O's i nd i ca te i r r e l evance . A move is ne i ther r e l ­
evant nor i r r e l e v a n t - we use a quest ion mark. 
Note that the bottom row heading of each tab le is 
j u s t the goal and tha t each row is a subset of 
the row above i t . Although our theory does not 
requ i re these p rope r t i es , they make th ings easier 
to v i s u a l i z e as discussed at the beginning of 

Walk The monkey walks to someplace in the 
room. 

Climb The monkey cl imbs onto the box, i . e . , 
the monkey's pos i t i on becomes ONBOX. 
Climb is app l icab le only when the mon­
key 's pos i t i on equals the box's p o s i t i o n . 

Push The monkey pushes the box to some 
in the room. Push is app l icab le only 
when the monkey's pos i t i on equals the 
box's p o s i t i o n . 

Grab The monkey grabs the bananas. Grab is 
app l icab le only when the monkey is on 
the box, and the box is under the ba­
nanas. 

Figure 4 

A Formulation of the Monkey and Bananas Problem 

Section 2. 

The row headings are the Tj_ in the d e f i n i ­
t ions of Section 2, and the column headings are 
the H i . The d e f i n i t i o n s of the TA and the Hi r e ­
qui re that the tables of connection are t r i a n g u l a r 
in the sense that the main diagonal and a l l en­
t i r e s above i t are 0. In a d d i t i o n , the subdiagon-
al (the diagonal immediately below the main d iag ­
onal) contains a l l l ' s . 

Walk is a t o t a l f unc t ion on S, hence i t s do­
main is S. We do not need a tab le of connections 
fo r such an operator , because a subproblem of g e t ­
t i n g i n to i t s domain w i l l never be c rea ted. We 
included the tab le of connection fo r Walk in F i g ­
ure 4, because the degenerate case of a d e f i n i ­
t i o n o f ten helps one understand the d e f i n i t i o n . 

I f a column of an operator is a l l 0 ' s , then 
that operator w i l l never remove a s ta te from the 
goal set and w i l l never transform a s ta te outs ide 
the goal set i n to the goal se t . An a l l 0 row i n ­
d icates that no operator w i l l add or remove a 
s ta te to the T^ which labe ls the row. 

The above is an example of " d i f f e r e n c e i n ­
fo rmat ion" which s a t i s f i e s our d e f i n i t i o n of good 
in Section 2. The most important f ea tu re of the 
tables in Figure 5 is that the t r i a n g u l a r i t y con­
s t r a i n t orders the rows (and the columns). This 
row order ing is the d i f f e rence o rder ing - d i f f i ­
c u l t d i f fe rences are at the top of a t a b l e , and 
easy d i f fe rences are at the bottom. Of course, 
there may be several d i f f e r e n t row order ings 
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Figure 5 
The Table of Connections fo r 

each goal in Monkey and Bananas 

which gives r i s e to a t r i a n g u l a r t a b l e , in which 
case any one of them w i l l s a t i s f y our formal de­
f i n i t i o n o f good. 

Now we can descr ibe how GPS solves Monkey and 
Bananas using the d i f f e rence in fo rmat ion in F i g ­
ure 5. Suppose that in the i n i t i a l s ta te S0 the 
monkey's hand is empty and the box is not under 
the bananas. Then the la rges t d i f f e r e n c e , M(S0 ,W) , 
is that the monkey's hand is empty, hence GPS 
attempts to apply Grab. But so i Sgrab, hence GPS 
sets up the subprobiem of t ransforming S0 i n t o 
Sgrab, b u t Grab cannot be used in so lv ing the sub-
problem because of r u l e S2. 

To solve the subprobiem, GPS attempts to r e ­
duce the d i f f e rence that the box is not under the 
bananas since t h i s is M(so, SGrat>) • Hence, GPS 
attempts to apply Push which is not app l i cab le , 
and the subprobiem of t ransforming SQ i n t o Spush 
is generated, but S2 r e s t r i c t s the s o l u t i o n of 
t h i s subprobiem to the operators Walk & Cl imb. 
The remaining par t of so lv ing t h i s problem is 
qu i te s t ra igh t fo rward and s im i l a r to the way the 
usual GPS works. 

4 . Tota l ly -Ordered Solut ions 

The above d iscuss ion ra ises the ques t ion , 
"Can GPS solve a l l problems which have a s o l u ­
t i o n ? " The answer is no (which can be shown 
qu i te e a s i l y ) , because'the d i f f e rences , together 
w i th ru les SI and S2, prevent GPS from look ing at 
sequences of operators tha t may be necessary to 
f i n d a s o l u t i o n . Hence, the quest ion becomes, 
"Can we somehow charac ter ize the c lass of problems 
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a s o l u t i o n whenever a t r i a n g u l a r d i f f e rence tab le 
e x i s t s ; one has to be blessed w i th a t o t a l l y o r ­
dered s o l u t i o n - t o t a l l y ordered by the order ing 
mechanical ly or otherwise chosen in the connection 
t a b l e . We have had var ious problems in which more 
than one t r i a n g u l a r connection tab le e x i s t , and 
yet one can prove that some of the connection t a -
bles would not y i e l d a s o l u t i o n . This problem has 
appeared in o the r , seemingly c lose ly r e l a t e d , 
garbs in p lanning programs f o r Robots, leading to 
the work on Non Linear Plans [Sacerdot i (1975) ] . The 
analogous problem in our f o rma l i za t i on would be 
the de tec t i on of the nonexistence of t o t a l l y o r ­
dered s o l u t i o n s . One approach, that of the detec­
t i o n of " f ac to rab le subproblems" [Go lds te in 1977)] 
w i l l be repor ted on at a f u t u r e date . 
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