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Abstract

This paper describes a versatile mchine
vision system that can recognize a variety of com
plex industrial parts based on the previously lea-
rned models of them It proposes a model guided

approach for recognition in which mdels of objects

direct recognition process by suggesting the fea-
tures to be examned next and their predicted
locations.  For the system to he readily applied
to new tasks, it can automatically generate the
model s of objects while a human operator showing
exanple parts and teaching important features of
them interactively on displays. The system has
been applied to various sets of parts of small
industrial gasoline engines and the result was
satisfactory.

Introduction

A machine vision for simple objects has been
studied by mny people and is already performing
a variety of simple tasks in laboratory settings
(1,2,3). To apply these systems for real indus-
trial uses of such as assembly and inspection, a
machine vision system that can recognize comlex
real objects should be developed.

Recognition of real industrial parts is a
new field. Ejiri et al. proposed a vision system
which could be used to classify simple industrial
parts(A). Olsztyn et al. made a good experimental
system which |ocated studs on hubs and stud holes
in wheels and mounted wheels onto automobile hubs
(5). Although it demonstrated the feasibility
and usefulness of the mchine vision for an indus-
trial application, the systemwas restricted to
the specific task and extensive reprogrammng was
necessary to perform other tasks. Recently, as a
related project, Chien et al. are studying on
automatic inspection of hybrid circuits(6).

To give a machine vision the versatility to
perform a variety of tasks, the vision system
should be incorporated with abilities of:

1. Effective method for extracting useful
information from scene data for complex industrial
parts with heavy noise.

2. Flexibility of the system chat can easily
be adapted to perform new tasks.

This paper describes a versatile mchine
vision system that can recognize a variety of com
plex Industrial parts based on the previously
| earned models of them W use a model guided

approach for recognition in which mdels of objects

direct the recognition process by suggesting which
features to examne next and their predicted lo-
cations. These models can be automatically gener-
ated by the systemwith aids of a human operator
showing example parts and teaching important
features of them on displays in an interactive

way so that the system can be readily applied to
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new tasks.

I nput Pictures and Model Guided Approach

Fig. 1 shows exanples of industrial parts
used in our experiment. The task of the system
is to recognize or classify each object in a
scene when machine parts are carried on a helt
conveyor. Images are taken from a nearly vertical
direction by a TV. camera and digitized into 6
bits of gray level. There are two sampling modes;
one for sampling a quarter region of the TV
frame in a high resolution and the other for
sampling the entire frame in a low resolution.

In both nodes, a 128x128 digitized picture la sent
to and stored in a buffer memory. In this paper
we assume that each part in a scene is isolated
and not occluded by other objects. This assumption
, however, does not restrict the systems per-
formance since parts on a conveyor belt are usually
isolated when they are seen from the vertical di -
rection. Even when there were overlapping objects
in a scene, the vision part could tell their [o-
cation and the manipulator could crack and isolate
them Objects are not modified in any way to
simplify the task of recognition algorithm and
are very noisy with dirts, grease and highlights.
Examples of digitized Images and thier differenti-
ated images are shown in Figs. 2 and 3. In the
figures it will be noted that each industrial

part has a few stable states and each face of it
has different pattern from the other ones. Since
we al so want to know in which stable states each
industrial part is, we call each face of the part
as an object.

Most previous works on pattern recognition
employed a serial approach of preprocessing,
feature extraction and then recognition. This
approach i s, however, difficult to apply for in-
dustrial partssinceitisdifficulttoextract
complete features at the stage of feature ex-
traction because of complexity of structures of
objects and heavy noise caused by dirts, grease
and highlights. W use the model guided approach
in which models of objects guide the recognition
procedure. A model is a description on the
structure of each object and directs the procedure
to search and identify a particular object in a
scene. |t proposes which features to examne
next and their predicted locations. This makes
the task of feature extraction easy since it is
much easier to verify the existence of the pre-
dicted features rather than finding them without
any knowl edge. These models are given for each
stable state of the industrial parts and a col -

l ection of models represent the system s knowl edge
on the objects included in the systems repertoire.

An outline of the recognition process is as
follows. The system first extracts the most
reliable or easy-to-extract information such as
size and shape of the outline of an object in a



scene to get candidate models for the input
object. Based on the first stage information, an
analyzer examnes differences between the input
object and the nodels and proposes the noat
promsing one in a heuristic way to direct the
recognition process. The selected model then comes
in control of recognition process and suggests
which features to examne next and their assumed
locations as long as the observed information
agrees with the expected one. Wen they contra-
dict the predicted one (which means the proposed
model was a false one), the other promi sing model
s selected by the analyzer based on the Infor
mation collected up to now

Next we consider the problem hownuch and

what kind of information should be given to the
models since it determnes the efficiency of the
recognitionprocess. Let us see sone exanples
inFig. 2. Size or shape of the outline of the
obLect 1 is enough to distinguish it from the
other objects. The outline rnformation is not
enough, however, for the object 3 and the line A

I's necessary to distinguish it from the object 2.
Wien objects as shown i nFig. 3 are addedtothe
systen's repertoire, then a still other feature
such as the hole B should be used to distinguish
the object 3 from the objects 4 and 5  As we can
see f/fomthe above example, conplete descriptions
of each object are not necessar(;/ and a few Im
portant features are enough to discrimnate it
from the other objects Therefore we give the
models just enough inf ormation to distinguish
each object from the other objects, in the order
of more distinguishingfeaturestonoredetails.
Al't hough the models thus organized nmakes the
recognition process efficient, they should be
modified so as to give enou% description to dis-
tinguish each mdel fromthe other nodels when a
new object is Included in the systems repertoire.

The generation or modification of models
should be done easily so that the system can be
readily applied to new tasks without extensive
reptogrammng. I n our system it is done auto-
matically by the systemwhile a human operator is
showi ng example objects and teaching important
features of them on displays with a cursor In an
Interactive way.  Described below is a general
strategy for learning a new object, where a model
of the currently learning object and models of
previously learned objects are called a new model
and previous nodels respectively. Since the first
features described in mdels are always the easy-
to-extract ones such as size and shape of the
outline, they are extracted first fromthe exanmple
object and stored in the new model when the exanple
object i s shown by t he operator. Then a differ
ence anal yzer examnes differences between the
new model and the previous nodels and determ nes
similar mdels. Display routines then show mdel
structures and imges of the exanple object and
the simlar ones, therefore it Is easy for the
human operator t o tell which features are the
most useful to distinguish the exanple fromthe
simlar ones. He can teach it by specifying a
suitable feature extractor and disignating their
locations on the displayed imge. After the
instructed features are extracted and the nmodels
are updated, the difference analyzer decides the
similar mdels based on the updated models and
the operator instructs nore details until the
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exanple object is sufficiently discrimnated from
the previous mdels.

The idea of teaching the machine interactively
in itself is not a new one and was proposed by
Tennebaum et al . recently for developing strategies
to find a specified object in an office scene(?%.
The major difference of our learning system from
theirs is that ours always tries to recognize the
exanple object and displays similar objects at
each time the operator instructs new features as
described above.  This allows the following ad-
vant ages:

1) The operator can tel | the dist |nPU|sh|ng
features of the exanmple object easily since they
can be found only by conparison with the previ-
ously learned objects.

2) He can notice when sufficient features have
been instructed, thus the models are given just
enough I nformation.

SystemDescription

Preprocessing and First

For both of [earning and recognition, the
preprocessing and the first stage processing are
performed to get coarse information on each
object I n a scene. The preprocessor first inputs
a scene data in low resolution and detects out-

Stage Processing

lines of objects to [ocate them in the scene.
Since the Erectse outline is not necessary to
| ocate each object in the scene, a simple pro-

cedure is used to find themfor speeding up the
processing. As the background is assumed to be
darker than objects, those points having gray

| evel greater than a certain threshold are con-
sidered to be object points. Therefore, a
histogram of gray levels of the entire picture
points is first computed t o determne the thre-
shold as shown In Fig. 4. In the figure, it is
decided as the gray level having the first deep
valley after the highest peak. Wen t he threshold
I's determned, the picture data is scanned till

an point having gray level greater than the
threshold is found. After checking if it is a
noise point, the preprocessor traces along the
outline of the object in a clock wise direction
seeing t he object on the right. Wen the outlines
of al | objects in the scene have been found, the
first stage processor is called and each object

s separately analyzed.

It first inputs the picture data of the
narrower region containing a certain object in
a high resolution to obtain the finer outline of
I t . The procedure is simlar to the one used in
the Freprocessmg except that the histograms of
| ocal data containing a portion of the outline
instead of the entire data is used to determne
the threshold in this case. The reason of using
the local histogramis to detect the outline
precisely, adapting the threshold dynamcally 't
variances of intensities of the background and
the object(8). The sequence of applying local
wi ndows is shown in Fig. 5 The local wndow of
the size of 11x11 points is first set surrounding
the starting point of the outline obtained at the
ﬁreprocessing. After computing the intensity

istogram of this region, a new threshold Is
determned in the similar wa as the preprocessing.
Then it searches the point having gray level



greater than the threshold and traces along the
outline I nthe local window. Wen | t touches the
current windowwall, It sets a new |ocal w ndow
conputes a new threshold and continues to track
along the outline using the newly conputed thre-
shold. Fig-6 shows the outline obtained fromthe
object 5of Fig. 3.

When the outline of the input object has been
found its properties such as size, thinness ratio
(9) and shape are computed. The size S and the
thinness ratio T crezdefined as

S=A T=4n(A/LT)
where L: length of the outline
A: area bounded by the outline.

Although the size and thinneas ratio are good for
representing rough information on shape, they are
not sufficient to describe shape information. To
extract better information on shape we represent
the shape of the outline in a polar coordinate
system (r-0 plane) whose origin being the center
of gravity of the object(5). As shown in Fig. 7
(a), the distance r(8) 1is computed for each
discrete value of 6 (every 3 degrees) and trans-
formed to & r-9 graph. In the graph values of
both r and € are digitized to discrete ones of 0
to 120. Fig. 7(b) shows the result computed from
the outline of Fig. 6. As can be seen from the
figure, the r(é) graph represent features of shape
well.

Two r{0) graphs, r_(8) and r_(8), are compared
by shifting r, (@) to th% right. Eet us define
D(8_) for eacg shifted angle 68 (every 3 degrees)

of %2(0) as
120
D(Ba)- z Ir1(3n)-r2(3n+98)|
n={

Then r_(8) and r_(6) are defined to be similar if
the minimum valué of D(0 ) is less than a certain
threshold D... Fig. 8 shows D(® ) of objects 1
and 2. As shown in the figure,sn(ﬁu) curve has a
deep valley 1f two objects 01 and O, has the
similar shape. It does not, haweve%. have any
deep valley for objects having different shape.
Let us call the shifted angle having the deep
valley as the matched angle 8_,, then it should be
noted that 6, represents the grientation of the
object 2 relgtive to the object 1.

Model

The model Mconsists of a set of models M,
corresponding to each object class 0., 0,
.. W utilize a tree structure for description
of a model M which has a set of ordered conponent
nodes GC. GC. Associ at edwi t heach conponent
C isafeaturetype (FTYPE), a score (SOCRE), a

parameter [ist (PLIST) and an attribute [ist
(ALI'ST). W use several kind of features such as
QUTLINE, HOLE, LINE and TEXTURE f or description of
objects and FTYPE specifies which type of features
s used toextract the conponent C. Each nodel
has a corresponding exanple object E. which is
storedinadisk. Values of PLIST and ALI ST are
those extracted fromthe exanple objects.

M ...

PLI ST designates | ocationof aconponent in
the r-6 coordinate systemwhose origin being the
center of gravity of anobject E.. PLIST of HLE
conponents, for example, hasther-6coordinate
of center of the hole (see Fig. 9). A LINE com
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ponent is repreaented by a set of line segments
and those end points (r,, 8.), (r.,, 8.),... are
given to PLIST. Two PLIST P ~(r 2, 82}, (¢

8..),... and P 11 1 a}g'

=(r - J IR %r y 8. .F, ...
d%gined to be 31-1i%t igl 22 22

[F14F2sfSry ond  [o,,-0, 46 K0,
for 1=1, 2,...,

where r,. and ©_ are predetermined thresholds and
BM is tﬁe natcged angle described in the previous
section. For example, PLIST of holes H, and H

in Fig. 8 are considered to be similar Since

[FrmalSty  and JP;-6,45, k0,
ALIST specifies properties of components and

OUTLINE, for instance, has size, thinness ratio
and r{(8) graph. Two ALISTs:

&I-All, Alz,... and AZ-AZI’ A22,... are defined

to be similar if IAIi—AZiﬁATi for i=1,2,...,
where A,, 1s a predetermined threshold.

1 and C2
simlarif they have the same FTYPE, simlar
PLIST and similar ALIST. SOJRE indicates relia-
bility of extracting the conponent since some
components can be reliably extracted while sone
others are difficult. It can take a discrete
value of 1 to 5. QUILINE conponent is always

given SCORE Sas i t | sconsideredtobethe nost
reliable feature,

Two cowmponent are called to be

Learning

Task of the learning process i t0 Rénerate
a8 new model M_ and 1f necessary to wodify the
previous nodeTa M=M_,...,M .. Fig. 10 shows a
block diagram of thé learning process and Fig. 11
gives an 1llustrating example of teaching the
object 5 of Fig. 3 when the models of objects
shown in Fig. 1 have already been generated.
Explanation of the system will be derived from
this example. When an example object E_ 1s shown
to the T.V. camera, ALIST and PLIST of Yts outline
are extracted by the preprocessor and the first
stage processor. At each time a new information
is obtained, a model updater add new nodes at
appropriate position of M_ and if necessary of
the previous models. At Bhis time, it generates
an OUTLINE node of M“.

Next a difference analyzer examinea the
difference between M and M.,...,M ., and outputs
similar models M ., ﬂ I 1 4 kegp& a score
table for Hl,...nl %8 judge the similarity of
them to M .. Thos® dodels having score greater
than a cePtain threshold §_ are regarded to be
gimilar ones. Let us call the newly generated
component node of M as C_. Then the difference
analyzer first exam¥nes y My... to see 1f they
have similar components to Cn. For those models
having no similar component, the value of SCORE
associated with C is subtracted fromtheir score
tabl e which has been initially set to a certain
score. Then the difference analyzer checks the
score table and sends the similar mdels having
the score larger than (S to display routines.

Qur systemis provided with a storage type
vector display (SDISP) and a reflesh type col or



di splay(RDI SP) a* graphic oucput devices. The PLIST. ALIST of the LINE conponent is the average

dl play routines then show mdel structures of M gradient value. Then the difference analyzer

and M__,M _,... on SDISP, and their imges (E and again searches t he similar models. Wwen no

E ,E'l,,?,) on RDISP. Fig. 11 (a), (b) shows"them similar models exist, it means that just enough
aPler®8UTLINE feature is obtained. Since the information has been given to the models. Fig. 11
QUTLINE informationis not sufficient to discrimi- (1) shows an outline, ahole and [ines of E, super-
nate M fromN .,..., one should instruct nore imposed on the digitized imge and Table 1 gives
details. Seeing the displays, It is easy for the the generated model.

operator t o tell which features are the nost i m

portant to distinguish E fromE . .... In the Recognition

figure, he will notice that the Role A i s the nost

distinguishi n? one. He can teach this ideato the A block diagramof the recognition process
machine in the tollowing steps while answering the I's shown in Fig. 13. In the figure, the pre-
machine's inquiry as shown inFig. 11 (c)-(e). processor, the first stage processor and the

difference analyzer use the same programmodul es
1) The systemfirst asks FEATURE TYPE and, in this as the learning process. First of all, thepre-

case, the operator types | n HOLE processor locates each object in a scene and sends
2) |t theninquires WA CHCBIECT? t o know from one of themto the first stage processor which
which object the specified feature should be ex- extracts the outline information of the input
tracted since It is sometines necessary to add object. The difference analyzer then examnes
mre descriptionto the similar mdels. Inthis differences between the models and the observed
case* the operator types in NW as he wants to Information and selects candidate models Mcy, M2,
extract the hole Aof E . ... These candidate models are selected in the
3) The systemthen calls ahole finder to detect same way as the simlar mdels | nthelearning
holes of E and displays themon SDSP (Fig. d). process although a different termis used.  Those
Then the operator instructs the hole A by desig- information such as the score and the matched
nating it with acursor. angle computed by the difference analyzer are
4) Then he inputs 5 for SOORE since the hole A retained in the score table and the mtched angle
seens t 0 be reliably extracted although other table respectively.
hol es may vary according to the [ighting condition
and noise. Next the model proposer selects the most
promi sing mdel Mp among t he candi date models M],
The hole finder uses similar algorithmto the M2 ,....todirect the recognition process in the
first stage processor and the attributes of size followingsteps.
and thinness ratio are stored i n ALI ST of HOLE 1) Examne the score tahle and select the models
conponent. | f the hole's shape is round, its having the best score amng the candidate models.
radius is also added to ALIST. Then the similar 2) Check SOCRE of the next node of themand select
model s are determ ned in the sane procedure as the models having the largest value If step 1
described before. Fig. (f) shows imges of E and selects multiple models.
E.. |f the operator 1s not satisfied with the 3) Check FTYPE of them and select the models
result, he can cancell the last instruction and having the computationally cheaper feature In the
can teach another feature. In this case, he re- order of HOLE, LINE and TEXTURE.
gards that the last instruction was satisfactory A) | f therestill exist more than one model for M,
since the nunber of the similar nodels is decreased thengot ostep 2 and check SOORE and FTYPEof t he
]fromthree to one, and thus instructs nmore complex | ower nodes of them
eatures.
Then the selected model M, directs the recog-
InFig. (f), weobserve that thelineswith nition process in the following sequence:
the arrow F—>) are distinguishing E formE . 1) Take next node of Mp to propose which feature
Thus the operator responds LINEto the SKStem S t o exam ne next and i ts assuned location. FTYPE
inquiry (g), and then the.s¥stemca|_ls the gradient of the node specifies the feature type to be used
oEerator and di splays thedifferentiated imge of and PLIST predicts the location of the proposed
m(h). Since he wants to Instruct the |ines feature by checking the matched angle of Mp in
of E, he Inputs NewWt o WH G4 GBJIECT (1). Then the matched angle table.
the 8l fferentlated imge of E,is displayed on 2) Extract the proposed feature by corresponding
SOSP In a hlgher resolution and the Operator feature extractor.
teaches those Iines by designating a fewrepre- 3) Conpare the observed parameters and properties
sentative points of themwith the cursor. Then to the values of PLIST and ALIST of the current
the Iine finder detects the lines as follows. It node of M.
first sets the region as shown inFig. 12 where 4a) |If they are similar (In a sence defined at the
L is the predetermned length, and then searches previous section), updates the matched angle table

an optimum curve in the region. The dynamc
programn’dng methoﬂ proposedlby Montalnahrl(lhO) hls ??sendmon gtoh(iomesziseurr)eg parameter, then go to step 1.
used to detect the optinumline. Although this 5) The difference anal i i

. : . yzer determnes the candidate
nethod gives good results to detect [ines ina model s based on the information collected up to

noi sy scene, it has disadvantages of consumng too o
mich computation time and menory space. |In our ?or\]/vg aﬁgdetlhewpmde%heﬁrggoiir S??peclts another promis

c?]se, however, the sedarcﬂ spache I's restricted to
the narrow region and thus the computation time
and memry space can be consieratl y saved. Wen T2 SOIE | f0P ends when sore ol M e hes
the I'ines have been found, the [ine finder approxi- inth del . Since the th hIngTIS' il |

mtes the curve into several |ine segments and Inthemodel. Sincethethresho (nitially

’ : : : : set to astrict value t o nmake the tree search fast,
stores r-6 coordinates of their end points in 1 sometimes happens that no candidate mdels
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exi st even if any model have not reached the termi-
nal node. Then the threshold Sy is lowered until
some model reaches the termi nal node.

Fig. 14 shows an exampl e of experi ment al
results where (a) isandifferentiated imge of
an input object and (b) shows an outline, a hole
and a line that have been used to recognize the
Input object. It was successfully recognized as
a top face of the industrial part no. 20 (see
OBJECT 3 of Fig. 2), and its position and orien-
tation were also measured precisely.

Concl usions

This paper has described a versatile machine
vision system that can recognize a variety of
complex industrial parts based on the previously
| earned model s of them The systemhas been im
plemented i namni-computer DEC PDP-8/E with a
12 KWcore nemory and an additional buffer menory
(28 K bytes) which is used for the data structure
of the digitized image and the models.

To test the proposed system it has been
applied to various sets of parts of small industri-
al gasoline engines each of which consisting of
twenty to thirty parts. Models of them could be
successfully generated even by the persons who
arc not familiar with computer programmng. Then
these | earned model s have been used to recognize
randomy placed industrial parts and most of them
have been correctly recognized. Recognition time
and instruction time for an object were about 30
seconds and 7 minutes respectively.

Computing time for recognition is too long
for practical applications because no attempt is
made to save i t , and we consi der some programm ng
effort could decrease it considerably. Color
Information is not used in the current system
since mst industrial parts used in the experiment
are gray. Color information,however, will bDe
useful for the first stage classification when
objects have different color. The mst restrictive
assumptioninthe present systemis assumption
that each object in a scene is isolated, and a
future study is necessary to recognize the occluded
objects.
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