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Abstract

A system of programs has been constructed to
process the television imge of a hybridcircuit?
This systemis capable of "inspecting" the circuit
image regarding defects. To achieve this a proce-
dural model of the circuit is developed. The
computer "sees" the image and interprets what It
sees with the procedures in the model. In this
minner it is able to determne certain Important
characteristics of the image inits view It
appears that this procedural approach can be use-
ful t omny domains of visual image processing
and object recognition.

1. Introduction

ne stage of the manufacturing process of
hybrid circuits which is not automated is a visual
inspection of these circuits, tills paper describes
the devel opment of a systemto demonstrate automa-
tion of visual Inspection by using the techniques
of computer vision, and in particular, the prin-
ciple of procedural models.

Hybrid circuits are built on a rigid, insu-
lating substrate, generally some ceramc material.
Resistors and conductors are painted on using
paints, which, when dry, have different
resistivities. Transistors, capacitors, and
integrated circuits are then munted with either
sol der or glue. Finally, wires are attached
which make the connection t o some sort of
hol der -

In hybrid circuits factories, the visual in-
spection is generally performed by peering through
mi croscopes. One major purpose of the human i n-
spectors is qualitycontrol. It Is desirableto
determ ne not only if acircuit I's defective, but
why it is defective so that corrective measures
my be taken. Another Important use for visual
inspectionis to detect defects inpartially com
pleted products so that the defective part my be
rejected early in the assemly process, before It
has become part of a much | arger and consequently
more expensive product.

The Inspectors check for missing,
mi sorlented parts, bad solder bonds, etc. This In-
spection has not been automated previously because
the manufacturing process Introduces numerous i r -
regularitiesinnormal circuits. For Instance, in
the soldering process the solder rosinmy flowin
unpredictable ways, discoloring the substrate and
producing extraneous edges.

mi splaced or
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The first objective of the development of the
circuit inspection systemwas to provide a context
in which to examne the principle of procedural
models.  The system provides this context in three
different ways:

1) I'nspection provides an application of the top-
down approach to vision, and of the procedural
model s which incorporates this approach.

2) The problemof re-training the system for in-
spection of varied circuits provides an exercise
in automatic generation of procedural models.

3) The fact that identification of certain circuit
conponents nay be dependent on the identity of

nei ghboring components provides an instance to
make use of the power of procedural models where-
by one model my call another model for assistance.

Another objective was to develop a system
which could run under "reasonable" assemoly line
conditions. Since hybrid circuit assemly [ines
have considerahle accuracy in positioning, a cer-
tain amunt of predictability was assumed in loca-
tionof thecircuit. It is alsoreasonable to
assume a degree of control over direct [ighting,
but control over ambient [ight could not be assumed

2. Basic Characteristics of the System

The heart of the system is a procedural model.
This model consists of the overall circuit model
and several component models. The system under-
stands the characteristics of each type of conpo-
nent via the conponent models; while it under-
stands the topological and structural relationships

viathecircuit model.

The operator positions a circuit under the
lens of the television camera and starts the system
which takes five pictures: two grey-scale pictures
withthe lights turned at different angles, and
three with color filters. These five pictures are
stored on disk files for convenient |ater reference
The operator then uses graphics to specify the
circuit details.

The output of the initialization phase Is a
model for the entire circuit. This mdel Includes
a data structure and a control structure in comi-
nation which when compiled and |oaded becone the
inspection phase of the system

Intheinitialisationof the systemanother
picture, representing the hue, is computed from
the three color pictures and stored. Another plec-
ure, the "msked difference” picture used in the
wirefinding algorithmIls also computed and stored
at this time.

Since wires can obscure other components,
they nust be Identified prior t o any other conpo-



nents. Thus, wires are located first and their
locations remembered for the other component models
to check.

3.  Procedures as Models for Visual Objects

This section contains a discussion of
the problems associated with the
of models for visual objects and presents the con-
cept of "procedural models." When using such mod-
els, recognition of an object becomes equivalent to
executing the appropriate model. Instead of having
amultiplicity of models for objects stored in a
data base and some general purpose programfor
choosing and using these models, the models them
selves are programs.

some of
creation and use

Procedural Models in the Circuit

Inspection Problem

In the analysis and inspection of hybrid cir-

cuits, procedural models can become involved at
three different levels: in component recognition,
that is, answering the question "is X a resistor?",
incircuit recognition, answering "is this circuit
what it should be," and in a combination of these,
component/circuit identification with a symbolic
model . (' n this section, program examples will be
presented in a meta-language for ease of reading.
In fact they are not implemented in this form)

Component Recognition

In a resistor model
of pointers to picture

data |s passed in the form
points and what the inten-
sities should be at those points Resistors are
the simplest of this type of model. Other more com
pl ex mode]s mke use of backup, color information,
region growing, etc.

Another more difficult problem arises when the
appearance and/or location of the component cannot
be known in advance. In that case, the model must
first locate the desired object and then inspect it ,
or, infailing to successfully locate i t , report it
mssing. This problem arises in the hybrid circuit
inspection system in the case of wires.

CircuitVerification

The second type of model is similar to the
first, i nthat the circuit I s described in terms of
a coordinant-based model. In this case, the cir-
cuit model might look [ike this:

PROCESSCI RCUI T( X) «BEGI N

%< i s assumed to point to a [ist structure
describing where components should be located.
The process FINDCOW analyzes this structure to
select a descriptor and returns i t %

DECLARE OM Y;

K-

RTEST: BEGI N

DECLARE BACKUP TRUE:
Y<- - - FI NDCOMP( RESI STOR, X) ;
| F Y EQL FALSE THEN LEAVE RTEST W TH TRUE;
| F NOT RESI STOR(Y, | MAGE) THEN FAI L; END;

|F Z EQL FALSE THEN BEG N
TYPE(' DEFECTI VE RESI STOR AT' ) ;
TYPE( GETPROP( Y. XCOORD) , ' , ' . GETPROP
('Y, YCOORD) ) ; END;

END

This simple process uses backup in a limited
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formto verify all the resistors onacircuit

board. The [ist containing the desired locations
of the resistors is passed as an argument, X

FI NDOCOWP finds an entry on X which has been marked
as describing the locationof aresistor. Fl NDCOW
returns FALSE when ft cannot locate any nore resis-
tors. | f RESISTCR locates a defective resistor,

i t marks the property list of its argument, Y, with
the coordinants of the defective resistor and re-
turns FALSE. | f RESISTOR returns TRUE, thent he
conditional I'F NOr RESISTOR fails, and control
backs up to the FIND to | ocate another conmponent
totry.
Symbol i ¢

Representation of Circuits

The final formof procedural model i n the
case of circuit analysis makes use of a symbolic
or schematic representation for the circuit and
performs the analysis in terms of that representa-
tion. In this case, the problem is: given a sche-
matic representation of the circuit, one in which
the conponents are simply described as "Rl " for
sone resistor, etc., and given an imge of a real
circuit which implements the schematic representa-
tion, performthe correlation between t he conpo-
nents of the imge and the symbols in the schematic
representation,

Let us consider such a representation of the
circuit shown bel ow.
RZ
AN
R —_
1 T Cl

Figure 1. A Simple Circuit
PROCESS SYMCIRCIT+BEGIN
DELCARE BACKUP TRUE;
R1«-FINDREGION(DARK,0) ,
region
FAILTEST(RI); Ican't find one, quit
IF RESISTOR(RI) THEN Y1«-FINDREGION(ADJACENT,

".find any old dark

TIL);CONDUCTOR(YI) THEN R2<--FINDREGION (ADJACENT,
|YF1) RESISTOR(R2) THEN Y3<---FINDREGION(ADJACENT,
TFZ);CONDUCTOR (Y3) THEN Cl<---FINDREGION(ADJACENT,
Tlg)(éAPACITOR(CI) THEN Y 5<---F INDREGION(ADJACENT,
Cl);

IF CONDUCTOR(YS5) AND ADJACENT(Y5,R1)THEN
SUCCEED;END

This process embeds the structure of the cir-
cuit Into the process without resorting to data
structures. First, the assumption I's made that
the dark region found is RI, and search is mde for
regions bordering Rl which might be the conductor

leading to R In case of failures, the process
backs up, changes i ts hypothesis, and continues.
Some of the intricacies which could easily be added



include a more sophisticated search, remembering
partial results, rather thanthis essentially
depth-first search,

A reasonabl e approach to the problemof gen-
erating procedural models is to allow the system
to learn new models by examples. This Is the ap-
proach taken in the system implemented and describ-
ed in the next section.
generates Is a process description for identifying
the various components and checking that those com
ponents are properly located within reasonable
assembly line tolerances. The model is them com
piled, and can be used to check for defects on
other, similarcircuits.

4. Conponent Mdel s

Resistors

Resistors are typically so dark as to have no
significant color but can be distinguished easily
by the fact that they are so very dark.  They
usual 'y (but not always) have borders which are
straight l[ines. They border either conductors or
the substrate, both of which are bright regions and
thus (except when obscured by wires or pads) resis-
tors have easily distinguished borders.

The setup phase, when told where a resistor
is located checks the intensity of the region and
locates the borders. It then sets up the model
of the circuit it is building to look in the
appropriate places when it is inspecting circuits.,

The type of capacitor for
devel oped has two metal plates at
region of homogenous intensity.

which the system was
either end of a

First the central region of
located and its color determned. Then, an out-
ward scan i s made using the Hueckel [6] operator
in an effort to locate the end plates. These metal
end plates suffer from the same problems as wires,
reflections. End plates, however, are parallel to
each ot her, thus when the edge detection operator
locates an edge, it verifies that it is parallel

the capacitor is

to a corresponding edge on the other side of the
capacitor. In this way, improperly mounted capac-
itors can be detected, as well as those that are

mssing or dirty.

Wres

Because wires are flexible and can be bent in
a variety of different shapes while maintaining

good contact with both lugs, their location Is

unpredictable. In addition, they are three-
di mensional in that they my pass over other conpo-
nents, thus obscuring those components from view.

Wres are "shiny." (They are essentially

convex mirrors.)  The shiny property of wires can
be described as follows:

1) Wres have no characteristic color; their color
Is totally dependent on incident light and angles
of reflection,

2) Depending upon the angle of the wire, [|ight
source, and camera, a wire my possess highlights
(direct reflection of light source into the camera)

and nulls (reflection of a very dark region Into

The model which the system
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the camera). A wire thus typically appears as a
set of long, thin bright areas running in a nore
or less linear fashion fromone lug to another.
highlight on a wire my pass over a portion of
substrate which is white, and effectively merge
into aregion of uniform (high) intensity.

A
the

Aninterestingcharacteristicof highlights
is that they move when the viewing angle [a changed,
or the light source is noved. Thus one way to
identify a highlight is to note its motion when the
l'ight source is changed.

Since al | the components are generally i r -
regul ar and noisy, identification of an object
whose sole characteristic is that It reflects these
irregularities and noise isn't easy. However,
since we are given the starting and ending points

of the wire with reasonable precision, it is pos-
sible todetect i t. Thevisual properties describ-
ed suggest the following algorithm first, a
"msked difference" picture is generated from two

A
the new

the

in the two pic-
the regions

pictures taken with different Iighting angles.
new picture is created where each point in
picture is equal to the absolute value of
difference of corresponding points
tures. Inthis difference picture,
which are most significant are those in which the
illumination has undergone a l|arge change. This
effect is maximumin the case of nulls, highlights,
and  shadows. The difference picture is then used
as a mask to accentuate the highlights.

Three routines, WREFI, WRE, and MAKEW RE,
cal |l each other in the wire-finding process. The
flow of control is show in the figure below

Wirefinder
Wire 1 Make Wire
Doto Bose
Access
Regton Region
Grower Analyzer
List
Processing o a30s
Figure 2. Flow of Control During Wre-Finding

WREFI sets up the desired end points between

which there should be a wire.

W RE searches between those end points and
of f at different angles, using either no a-priori
information or possibly using "hints" passed from
MAKEWRE to direct its search. It calls a region

grower to locate regions and makes tentative deci-
sions about whether or not a region mght be part
of awire. Wwen its search is completed, WRE

cal s MAKEW RE.



MAKEW RE uses higher level knowl edge t o oper-
ate on the list of regions passed Iroin WRE t o
decide whether or not the information given is
sufficient to identify a wire. If there are large
empty spaces between regions, it can call WWREF1 t o
exam ne these spaces i n more detail.

One interesting problemwhich arises in the
region analysis is that of finding the extrema of

arbitrary regions. It is computationally unreason-
able to compare al | points on the boundary of a
region, two at a time. A search algorithm was

developed which usually converges in three itera-
tions and returns those two points on the boundary
which are a mximum distance apart.

Performance of the System

Though t he systemwas written i n BLISS, many
LISP features were carried over. For example, the
functions CAR (R etc., and garbage collection
were implemented in BLISS for the sake of conve-
nience. The use of lists allows for easy and rapid
implementation of fairly complex data structures.
I'n exchange for this ease of developmental pro-
grammng, one pays a high price in efficiency.

Because the time required to perform the
verification depends so strongly on the complexity
of the particular circuit being analyzed, it is
difficult to estimate. The most time consuming
part, the wire finding, with Its accompanying
region growing, takes just under a second for an
average wire, longer for longer wires.

The accuracy of the
defects
dure.

system in detecting

is also a function of the training proce-
Since the system only looks where it is
told to look, it is always possible to Invent a
type of defect which any particular model could
not detect. In general, a large class of defects
could be detected by checking the wires, the
resistors, and the capacitor.
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Figure 3. A Hybrid Circuit

{Courtesy of General Motors/Delco)
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Figure 4,

The Same Hybrid Circuit ag Viewed by the Computer
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Figure 5. Wire Tracing Sequences
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