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Abstract

Several methods for analyzing three dimensional
scenes are discussed with respect to their advan-
tages and difficulties ingetting real three di -
mensional coordinates. Stereo picture processing
and |ight intersecting methods are described along
with the result of a new hardware system On the
example of a software system some special problems
with the abstraction of scenes with ﬁri mitive ob-
*ects are mentioned. A short [ook ahead to the

uturecloses this paper.

1- Introduction

Wen desi gni n? a robot system we have t o deal

with the problemof how the robot can Pet informa-
tion about i ts environment. To get full information
It seems to be necessary to design a visual input
facility. Thereforethereis the problemof how
the automaton can get a three dimensional imge

of the world fromvisual information.

Thi's paper describes sone systems, desi%ned in the
past, and tries to point out their problems and

difficulties. Starting fromthese considerations,
a new systemis presented with which some of the
wel | known difficulties may be overcone.

2. Stereo pictures

For interpretationof stereopictures the system
needs two pictures of the same scene, taken from
different viewingangles (fig. 1). Providedthat
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the two camera positions Pl and P2 and the angles
a and B are known, the three dimensional coordi-
nates of the point B of the scene can be calcul a-
ted. The main problemin stereo picture processing
s todefine two conjugate points in the stereo
pair. After the definition of one point in the
first picture, the corresponding point in the se-
cond picture nust be located. This can only be
done i f thepicturepointcontainssignificantin-
formation, e.g. a corner point. This means that we
have t o deal with two different problems: first,
we have t o define a significant point ina first
picture, and second, we have to recognize the cor-
responding ﬁm nt inthe second picture. In order

t o solve the first problemwe have t o apply time-
consum ng preprocessing methods |ike ed?e enhance-
ment, etc. The second problem can be solved by two
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dimensional local correlation methods f/. Because
of thesedifficulties, stereo methods are not used
infullyautomatic systems since now.

3. Light intersecting methods

Inal | methods described below, illumination of

the scene is regarded as a part of the recognizing
system Thenal [ visiblepointsof ascenef it with
a straight line of light or with an illuminating
planeof I ight. Wththisinformationthethreedi -
mensi onal coordinates of al | visiblepoints canbe
calculated fromtheir two di mensional coordinates
inthepicture. Usingthisprincipal several sys-
tems were designed.

3.1 Laser range finder

The laser range finding systemuses a rplane of

| ight with known orientation in space for illumi-
nation of the scene. The plane of |ight is genera-
tedwithalaser and ac%l indrical lens. Insuch
an illuminated scene the camera is able to see
only the intersecting line of the light plane and
the surface of the scene. The camera takes a com
plete pictureof this imge and transmts it to
the computer for further processing and extraction
of three dimensional coordinates of the intersec-
ting line. By mving the [ ight source stephby step
across th whole scene, the process of transmitting
pictures and calculatin% spatial coordinates is re-
peated. It is evident that there is a large amount
of data being transmitted and processed, one pic-
ture per [ine, containing ver{ i ttle information,
Therefore the systemis intolerabhly timeconsumng,
Agin and Binford /5/ need about 5 to 10 m nutes
per scene.

32 Parallel grid illumination

In order to get quick results fromthe system one
must try to take the complete information of the
scene with only one picture, i.e. the scene has to
be illumnatedwithall planes of light at the sane
time. The simplest way to do this is to use an op-
tical grid, beingprojectedcntothe scene.
Processing of the picture could be done by tracing
the imges of the intersecting lines inthe pic-
ture. Computation of three dimensional coordinates
can be done correctlyonly, if it is possibleto

| dentify the images of the lines of l1ght in the
picture by their mathematical equations. This prob-
| emcauses sone restrictions t o this method:

a) The camera has to be adjusted in such a way
that the pictures containparts of the
ground surface.

b) Shadows, interruptingthe imge of a line,
cause the systemto stop tracing the [ine.

c) The camera position nust be chosen in such
a way that lines, running on the top surface
of an object,can be distinguished fromthose
running on the ground surface behind the obj
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d) Scenes with nore than one object nust not beamin space are wel|l known. Projection of the
have hidden planes of objects. scene i s made by a cylindrical lens onto a one

_ . . . di mensional canera, designed as a |ine of photo di-
In order to be able to identify the I'ight lines by odes of OCD-technology. Thus each sensor of the ca-

their mathematical equations it is necessary that mera represents a plane in space as shown in fig.4
the lines start fromthe ground surface with known
position.

Oherdifficultiesariseintheevaluationofinner
and outer parameters of the camera (position,ele-
vation, rotation and focus), especially when nore
than one |Earameter s variable. I|.E Sobel sugges-
ted a method to solve this problem by imging a
scene with an object of known size and orientation
[2/. I'f the identity of one line is determned, all
points on this line can be aomputed with their
three dimensional coordinates. But errors may occur
I f alineis interrupted by shadows or other objects

or if there exists a transition fromone |line to

. . Only the intersecting point of this plane and the
a(lrg?tgherz3 generated by the projection of the camera str%ight line, forrnedgbyp the deflecteg | aser beam

isvisibletothe system so three dimensional co-
If al | theserestrictions areconsideredand found  ordinates can be computed directly without anydp_l C-
tolerabletotheconcreteapplication, this nethod ture processing. As this systemmeasures three di

Figure 4

seens to be a guick possibility to analyze three mensional coordinates of cnl'y one point of the scene
dimensional scenes. For processing a picture with at one time, there arenorestrictions to the scene
256 x 25 sanples, containing 25 [ines of light, as mentioned in 32 which derived from the paral-
our conputer CDC 3300 requires about 30 seconds to l el grid illumnation. .
conpute the conplete three dimensional coordinates The time required for processing a whole scene de-
of the lines. pends on the distance between object and camera be-
cause of the quadratic dependance of the sensitivi-
33 Grid and point illumination ty of the camera. Scanning a scene with a resolu-

tion of 256x256 points is expected to require 3 to
If therestrictions remarked in32areintolerable 7 seconds /3/. Fig. 5 shows the complete system
better results can be achieved by combining two di f -

ferent pictures of one scene, taken by the same ca- light
mera i n the same position: one picture contains the source
image of the grid illuminated scene and the other j {

contains the sane scene, illuminated by a point _ ¢

|ight source. In many cases edges, mssing in a computer lof lect
gridillumnated scene, are precisly imgedina intorface: I I system
corresponding point illuminated scene and vice ) 5 e

versa as shown in fig.3 . The combination process X

coul d be done by three consecutive steps: First we « -
process the grid illuminated scene as far as pos- - \
sible and conpute the three dimensional scene coor- - —

dinates. Then we do sone contour finding Frocess 1-dim. camer T Oéu'f-*(ﬂ
in the point illumnated image and get a |ist of -~ \
contours. Then in a third step we generate a two ~ L

di mensional imge out of the conputed three dimen- o~ o\
sional coordinates, containing those contours found Figure 5

inthe first step. Then we are able to combine both T

two di mensional contour picturesgettingapicture 4. Experimental system

containing al | contours fromboth imges.

In order to study the above mentioned problems an

3.4 Hardware extraction of three dimensional experimental systemwas built, containingai |l parts
coordinates fromscanning the sceneuntil classificationof
objects (fig.6). As an input device a TV camera
Inall light intersecting methods for analyzing with a zoomlens is used (fig.7). Maption of data
three dimensional scenes described above, one of rates i s made by an anal og scan conversion menory.
the three coordinates is conputed fromthe data of The camera writes with european IV rate (19.7 Moit
I llumination and two coordinates fromthe data of per second) into the menory and the computer reads
the picture. This can he changed so,that two coor- out withitsow rate (about 2 Mbit/sec) . All other

dinates are derived fromthe illumination and only parts of the experimental systemare built insoft-
one coordinate fromthe camera. Then we get subsys-  ware running on a (IC 3300 with 32K core.
tenms which can be built easily in hardware, being

not too expensive. 4.1 Picture processing

The scene is illuminated by a single beam of [ight,

generated by a locally fixed laser and deflected The scene is illuminated with parallel grid light,
under conputer control by anelectrooptical deflec- generatedbyaslideprojector. Ihereforepicture
tion system The scene Is scanned systematically preprocessing such as contrast enhancement is not
and in each position of the [aser beam the two necessary. Wthatracingalgorithm followingthe

equations describing the straight [ine of the light [ocal maxinumof grey level, the computer generates
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chain encoded data strings, which represent the
illuminated lines in the picture. Fig. 8 shows the
grid illuminated (a) and the traced (b) scene.

4.2 Abstraction of scene

The process of abstraction, described below, works
with all surfaces, which could be described analy-
tical, but the current software system is restric-
ted to simple objects with plane surfaces like
cubes, wedges, pyramides etc. In order to define
the contours of these objects it is necessary to
extract those points of the data strings, were a
significant change of direction occurs (fig.9) in
the chain encoded data. After that, three dimensio-
nal coordinates of all points on edges are computed,
but that can only be done correctly if identifica-
tion of lines is correct. This sometimes fails, as
shown in fig. 10. The failure is caused by the
narrow lines on the left vertical plane of the cube
so that on top the last line is connected with a
wrong horizontal line on the ground.

Because of systematic errors, the extraction of
three dimensional coordinates is always within some
failure range. Beyond this, by using grid illumina-
tion, in some cases corners of objects may only be
extracted by interpolation between points of diffe-
rent edges. Both problems can be solved by using
the fact that a scene is restricted to simple ob-
jects with plane surfaces. That means that some of
the extracted points always form a straight line in
space and that some straight lines must form a
plane. The next step is to check which points form
a straight line and which edges form a plane of the
object. In both cases, the same decision rule in
used. In the following, the algorithm is explained
for the extraction of plane surfaces.

The straight lines are defined by their starting
and ending points P Fixed by a minimum data set
(3 points for a plane) the equation for the first
plane f- is computed (fig.11). Then the distance
d, between this first plane and a next point (IV)
is computed and checked against a threshold £ .If
the distance ds is less than £ , then the point P,
belongs to the same plane (fig.11 b) and the equa-
tion of the plane is recomputed by regression ana-
lysis using the points P-, P-, P. and P.. This al-
gorithm is repeated for all neighboring points.
Fig.11 c-e shows the completion of a cube.

Figure 11
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The intersection of the two planes f- and f, forms
the final vertical edge of the cube (fig. 12).

After that,
they fit with the equations of the planes.

all coordinates are changed so that

Figure 12

4.3 Data structure

With the computed points and planes a three dimen-

sional, hierarchical, ring oriented data structure
is generated. The complexity of objects is restric-
ted to a maximum of 200 points, 200 edges and 60
planes, where up to 10 edges are allowed to touch
the same point.These restrictions are given by the
limited working storage capacity of the computer.
In addition, the experimental system contains parts
for mainpulating data structures (rotation, trans-
lation, scaling) and presenting them on a display.

4.4 Classification of three dimensional objects

Tne last block in the experimental system is for-
med by a classificator which compares data struc-
tures of known objects against the description of
an unknown input object. The features for classi-
fication are:

a} the nunber of planes

b) the type of planes (c.g. number of edges)

c) the orientation of planes

d) the relative length of edges

e) the three dimensional coordinates of the
oorner points.

In order to be able to classify three dimensional
objects it is ultimately necessary to be indepen-
dant of the given orientation of the object in the
scene. Therefore classification must be done in-
variant to rotation and translation of objects.
By control of parameters the user is able to spe-
cify size invariant or size sensitive classifica-
tion. Furthermore he can get results dealing with
scaling and distortion of objects. Fig.13 shows
an example of data structures presented on a dis-
play together with the result of a classification:
DREIBEIN was identified to be the same object as
DREIB10 and DREIB11.

The classification process itself is done by ro-
tating, translating and scaling the unknown object
until it fits with one or more of the known ob-
jects. The classification is very quick: To iden-
tify the object Dreibein in fig. 13, the CDC 3300
requires about 0.8 seconds.
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5, To the future

The described experimental systemis able to ana-
| yze scenes consisting of one object with plane
surfaces. Investigations on nore conplex scenes
present a |l ot of difficulties as shown in 3.2,
Therefore the system mentioned in 3.3 is proposed
toavoidthesedifficulties.

Furthermore thereare. nocriteriafor seperation
of conplex objects. Several criteria axebeing
considered, ‘such as "as large as possible", "num
ber of planes as few as possible", "as conpact as
posiible" etc.

First effortswithhidden |ines have been published

for the two dimensional case /4/. This method with

a successive elimnationsof objects and hypotheti Cd
suite

completions of hidden lines seens to be well
also for the three dimensional case.
Research in the past has shown that the [ight in-
tersecting methods are practical for analyzing
three dimensional scenes, especially in cases with
a fixed working space. (ne can think of applica-
tions |ike, nuclear researchcentersinsocalled
hot cells, for mounting on assembly belts and also
forintelligentrobotsinspacef!| i ght mssions

or rem)fte sensed i dentificationof vehicles and
aircraft,

Exam nation of objects with curved surfaces and
their description in a computer is a hard problem
withnopractical solution at hand. Curved surfa-
ces can be described by approximation with nany
smal | planes /6/. Aﬁproximation by generalized
cylinders reduces the amunt for description, but
there are no satisfactory results /5. It seens
that scanning and picture processing inrobotics
s a solvable problem but descriptionof objects
requires nore research in that field.
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Figqure 2 Grid illuminated scenes

Figure 3 a) Grid illuminated cube Figure 3 b) Point illuminated cube

Figure 8 b) Traced picture

by

Figure 9 Camputed lines

Figure 10 a) Figure 10 b)
Scanned cube Traced cube with
failure
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