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Abstract

The report presents an experimental
Pictorial) Representation - Information -
ext - Author system intended for work
with texts in natural Iangua_[%e and simple
geometrical compositions. e general
principles of the system operation,
architecture, and basic problems
discussed.
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Introduction

RITA is an experimental software
Picture<->Text system intended for opera-
tion within the bounds of a most simple
"world" of graphic compositions construct-
ed from a small number of elementary geo-
metrical figures. The system is supposed
to be capable of:

- constructing a graphic composition ac-
cording to a given textual description.

- composing a sufficiently adequate and
natural description for any geometrical
composition.

It was agreed that both graphic compo-
sition and textual descriptions should be,
at the opening stage of the project reali-
zation, as simple as possible.

COMPOSITION: One, two, or three circl-
es located on a square screen. The propor-
tions of the circles and their location on
the screen, botl absolute and relative to
each other arbitrary.

DESCRIPTION: One Russian sentence of
a maximal number of 45 words, containing
no comparisons or metaphors. To make up
for the primitive geometrical "world", a
reasonably large margin is suggested for
the syntactic structure of descriptions.

Principles of System Realization

The system consists of two independ-
ently operating parts: 1) Language proces-
sor or L-processor and 2) Composition pro-
cessor or C-processor, both intended for
analysis as well as synthesis.

The two parts are linked together
through an intexmediate level of the Seman-
tic Presentation of Information (SemP)
see Fig. 1.
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L-processor

C-proceseor

SemP, as a matter of fact, is an in-
variant corresponding, on the one hand,to
a sufficiently broad class of synonymous
texts, and, on the other hand, to a cer-
tain number of compositions; for any of
these, every text of the class is an ac-
ceptable description. Apart from this ,
SemP is constructed as a formal object
feasible for computer software representa-
tion. SemP acts as an intermediary language
in Picture<=>SemP<=>Text transformations.

SemP, in the RITA system, is a directed
graph, its vertices marked with symbols of
elementary (that is. within the frames of

the system in question) "senses'”, i.e.

"predicates’ and "objects" and arcs label-
led with symbols of relations between the
predicates and their arguments (note that
predicate arguments may be predicates or
objects, whereas vertices marked with ob-
ject symbols are always terminal ones™).

The transformations corresponding to
the phases of processor operation as Indi-
cated by pointers in Pig. 1 are not unique
in a general case (with the exception of
the Text *> SemP phase). It should be noted

The system conception is based on a gene-
ral ideology of linguistic Text <=* Sense
models presented in [1].



that:

1) the representation of different
descriptions by one and the same SemP im-
plies that these descriptions correspond
to one and the same set of compositions;

2) the representation of a certain
composition by more than one SemP does not
imply that sets of compositions correspond’
ing to each of these SemP are the same
but, rather, that this composition belongs
to the intersection of these sets;

3) since the world we confine our-
selves to is extremely scanty and simple,
sense units that need further semantic de-
composition in a more general context may
be used as elementary ones.

Consider a very simple example (see
Pig. 2).

Compositions

circle

cormner

Text corresponding to SemP (I).

(1) 4 larger circle im located in the
top right cormer, and a smaller cirole in
the bottom left one.

(2) Of two circles on the screen,the
smaller one is in the left corner on the
bottom and the one that is large is in the
opposite corner.

Texte correspond to SemP (II)
(Pig. J). 106

zor

higher to=the-right-oi

Plgure 3
(3) There are two circleas on the
soreen, the amaller one a deal lower that

:ho larger one and on the left of the lat-
- o

(4) Two circles are situated omn the
screen,one a 1ot higher than the other and

to the right of it, that on top be big~
ger than the lower'ona. P Deing 8
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System Architecture

A. The L-processor includes 3 main
blocks. ANALYSIS, SYNTHESIS and DICTIONARY.

While in the analysis mode, the It-
processor executes the standard routines
1 of natural text analysis:

1. Morphological analysis

2. Surface syntactic analysis
3. Deep syntactic analysis

4. Trangition to SemP.

At the opening stage of system reali-
zation it was agreed to avoid the morpho-
logical analysis and include all necessary
forms of words in the DICTIONARY. Thus ,
the sequence of the analysis mode stages
is as follows:

Every word of the input sentence pro-
cessed by the DICTIONARY is replaced by
its entry form plus certain number of
grammar characteristics (i.e. the so-call-
ed deep morphological representation of
the word, or the word's DMR). The output
string of the DMR's is an input for the
ANALYSIS block. The surface analysis trans-
forms the string into a surface syntactic
tree (SSS). At the deep analysis phase ,
the is made into deep syntactic struc-
ture tree (DSS). At the last stage of ANA-
LYSIS, the DSS tree is transformed into
a SemP.

The SYNTHESIS carries out the reverse
function, i.e. transforming the SemP into
a sentence of the output description.

The SYNTHESIS standard stages are:
1) Transition from SemP to a

deep
syntactic structure (DSS)

2) Transition from DSS to SSS

3) Transition from SSS to DVR string

4) Morphological Synthesis.

DICTIONARY: A preliminary study of
more than 100 detailed textual descrip-
tions of arbitrary compositions from a

chosen class has shown that a dictionary
of about 200 entries is sufficient for
the current stage of the system realisa-
tion.

Since the morphological level is,for
the time being, excluded from the L-pro-
cessor (see above), the dictionary may
contain as many as 2000 entries including
all paradigms of words.

B. The C-prooessor consists of 4 main
blocks (see Pig. 4);

Computational Model of Composition
Analysis-Synthesis of Predicates
(ASP

Predicate Filter
Analysis-Synthesis of SemP
(ASSemP)

AW N=
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SITION
Computa~
ANALYS.| | synTH, || tional
l I model
ANAIYS,.|| SYNTH, {{| ASP
1 -4
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Figura 4

1) The computational model [5] of the
composition uses a number of simple rela-
tione defined on the set of elementary nu-

merical characteristics of an image (e.g.,
the "distance between the 1st C|rclte_ an?
ratio o

the screen bottom edlge", "radii
the 2nd and 3rd circles", etc.) and state-
ments concerning geometrical properties

of image elements (e.?. "the second circle
contacts the principal diagonal”, "the 1st

and 2nd circles intersect", etc.), the

statements can be either "true" or "false".
Proceeding from given values of cer-

tain characteristics and statements, the

model calculates values of other characte-
ristics and statements, connected with
the %wen ones throug';:h a system of "com-
utable" relations. For example, in the
icture <=>SemP transforation, the basic
characteristics are the circle and its
center coordinates.

2) Analysis-Synthesis of Predicates
sets a corresponding between values of
statements and composition numerical cha-
racteristics and a certain set of element-
ary predicates which are SemP elements.

3) The predicate filter operates at
the Picture=> SemP transition sta%e only.
Prom the predicate set obtained at the
previous stage the filter with the help
of some heuristics selects a "representa-
tive" subject whose predicates have to be
E[J_SGd as raw material in the SemP construc-
ion.

4) ASSemP. in the analysis mode,comp-
lex predicates_are constructed from the
chosen ones. These complex predicates to-
gether with some of the elementary predi-
cates which have not been used before are
made up into a SemP which must be "suffi-
ciently adequate”" and "minimally redund-
ant". In the synthesis mode the input SemP
is decomposed into predicates, complex
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predicates

elementary

predicates
ut of the
lock.

are further decomposed into
ones. The set of elementary

obtained is passed to the In-
synthesis module of the ASP

Discussion

The progress of large software sys-
tems requires a practical solution of the
MAN-COMPUTER dialogue on a human language
basis. Theoretical and experimental study
of both linguistic and software components
of a natural language dialogue systems is
one of the principal aims of the RITA pro-
ject. We also wish to confirm or correct
our initial hypotheses as to what func-
tional blocks of the L-processor can be
recommended as a standard "preprocessor"
for a more or less broad class of comput-
er systems.

The preprocessor of any computer sys-
tem capable of "understanding" a natural
language includes three main components:
dictionary, grammar (syntax + morphology),
and semantics are defined by the system
orientation, grammar being the only sys-
tem-independent constituent of the prepro-
cessor.

We believe that the text processing
from a sentence to the Deep Syntactic
Structure (DSS) level may be introduced
as a universal block of the preprocessor.
This block also defines the formats of the
syntactic section of a dictionary entry,
which can thus be made standard.

Besides the universal block the pre-
processor must contain an interface block
of the DSS SemP transformation. The inter-
face realisation is entirely dependent on
the SemP representation methods which, in
their turn, must fit into the user system.
It is evident that, for the standard part
of the preprocessor changeable interface
blocks should be supplied, each of them
oriented on some specific class of comput-
er systems (automatic management,retrieval
systems, data banks, etc.).

The SemP language of interface deter-
mines the other (semantic) part of a dic-
tionary entry. So, the computer system
(or class of system) determines both the
glossary of the preprocessor dictionary
and the structure of the semantic part of
The entries.

The L-processor constructed within
the framework of the RITA system will
serve as an experimental test of the re-
ported ideology: first, a certain proto-
type of the universal part of the prepro-
cessor is made up to the standards attain-
able at this stage, second, the operation
of this universal part of the preproces-
sor the complex of the system as a whole.

As we wish to concentrate our main
efforts on this problem the rest of the
system is as much "lightened" as possible,



its "world" being extremely limited, the
SemP level simplified, a built-in learning
mechanism renounced, etc.

However, the propect purposes are not
restricted by the problems directly as-
sociated with the L-processor. In the
course of the C-processor elaboration a
number of problems also arise that require
special investigation.

To grant an example, consider the
concept "the circle is in the (screan)cor-
ner". Moving from text to image, we shall
necessarily have to pass over from a for-
mal expression of this oonoept on the SemP
level to its interpretation in a most
simple but "real" world of compositions.
What sort of interpretations do we mean?
Let us correlate each with an interpreta-
tive function (I-function) the values of
which vary from the "firm YES" to the
"firm NO" depending on values of certain
parameters. For instance, with the world
maximally simplified (the effect of other
composition elements neglected, the <cor-
ner and screen sizes (fixed), the I-func-
tion in our case depends on the three pa-
rameters! the two coordinates of the
circle center and its radius. To make the
|-function useful* we have to develop
techniques of their generation and com-
puter presentation. It offers no particu-
lar difficulties in the case of an I-func-
tion of a few variables; for functions of
many variables, though, the problem s
far from trivial. Most probably, the only
possibility we have is to try to find ap-
proximation methods for I-functions, i.e.
ultimately, to replace a complex concept
with a super-position of simpler ones.
The efforts to elaborate a sufficiently
adequate procedure of such replacement
can go in a few different directions:

1) "Explanatory dictionary": a rest-
ricted base set of "elementary" concepts
is selected. For each non-elementary con-
cepts and therefore is in itself an expla-
nation (or "definition") of a non-element-
ary concept through elementary ones. The
ter:/iq[ent advantages of the approach are

a

(1) the I-functions are forced into
a "lower level" where they can be handl-
ed without particular difficulties and
that

(ii) it enables deep synonymous para-
phrasing on SemP level.

The disadvantage of the approach s
that we do not dispose of an objective
rocedure of building-up "explanations"

although we can imagine an objective pro-

cedure of their verification). The draw-
back is the more troublesome as there are
positively no proofs that the explanation
technique is powerfull (or, rather, natu-
ral) enough to provide a "close" approxi-
mation for complex I-functlons of many
variables”

2) Analytical approximation: the re-
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construction, with analytic methods, of a
complex I-function from partial data,e.g.
individual cross-sections® projections,
etc. We can also mention the approximation
of I-functions of many variables with me-
thods close to those of pattern recogni-
tion (when the situation is described as
a set of values of simple concepts).

3) Research in techniques of a "natu-
ral" foxmation of complex concepts from
simple ones, close to that in psychic and
psychobiologioal mechanisms*

A combined strategy may prove to be
the most officlent one: an explanatory
dictionary up to a definite level, then
methods of handling I|-functions directly”
The search for such a strategy and speci-
fic methods of its realization is also
one of the main problems of the RITA pro-
ject”
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