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A concept of a collective of algo-
rithm is proposed,which solve problems
from the described set of problems. In
this case the efficiency of the collecti-
ve solution over the whole set appears to

be higher than the best algorithm of the
collective. Examples of the work of the
collective of algorithms are given when

solvin

problems of pattern
root

blerr recognition
etermination.

In the typical problems of the beha-

viour synthesis, of the choice for the
optimal solution, of the selecting the
best plan ect., the difficulty as a rule
arises in the choice of the best algo-
rithm (in the definite sense) for he

problem solution from the available set

of algorithms. In such situation the in-
vention of a new algorithm is not ex-
pedient and in any case it is not econo-

mical.

Living beings can effectively solve

B;oblem and in typical situation
they behave by combining algorithms al-
ready known to them. Let us formalise a
problem.

this

Consider the following rather widely
spread situation. Let some set (finite or
infinite) of problems of one type {Xi},
i=1,2,... is given. These problems are
coded by n parameters x yepes X, 80, that
eaoh problem in the apacl R" iglrepresen-
ted by the point X=(x,,...,x.), and the
whole set of problemsforms tt region Q
(X€ Q ,i=1,2,...).

Let also a finite set of algorithms
{A={A1,...,AL} for solving problems I£Q
be givin. Eacn of these algorithms A, “-
*1,...,L) solves or does not solve the
problem X*. The efficiency of solution is
determinated by some given criterion Q
which to the pair |I. and A. relates the g
number: X

Q=Q(X,4,) (1)

which characterizes the performance of
the algorithm A, when solving the problem

Let us give examples of the problems
of such kind. The pattern = recognition
problem, where | is a particular pattern
recognition problem, {A} is a set of re-
co%nltlon algorithms, e.g., Bayes method,
method of potential functions, method of

perceptron etc., q that

is a probability

recognition is correct.The root determi-
nation problem where | is a particular
function the root of which is to be de-
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termined. (A} is a set of algorithms for
determining the root, e.g,, methods of
tangents, of chords, of dichotomy etc.,q
is the number of iteration for convergen-
ce into £-point of a root.The problem

of the search optimisation where X is a
situation set in the course of optimisa-
tion, {A} is a set of the search algo-
rithms, e.g., gradient method,random se-
arch method etc., g is mean increment of
a function to be optimized or the number
of unsuccessful steps.

The choice of the optimal algorithm
for solving the problem X;ithus, reduses
to solving the extremum problem:

Q(Ii.Al) — gxtr :»1.1 ’
1’1 pres ’L

where A. ie the best from the available
algoritﬂmu for solving the problem Ii'

(2)

It is expedient for solving the set
roblem to consider the use of the me-
hods of collective decision making [l:2].
Usually we mean by thiB or that form of
the voting algorithm. To realise the col-
lective solution we ought to solve the
problem by using each of the available
algorithms AtA>,...,A_ (i.e.to>make enu-
meration), and then by means of some
procedure to eneralize the individual
solutions in the collective. The main
shortcomin of the voting algorithms is
first of all the potentia possibility
of arising an Arow paradox p] swhich is
known in the collective solution theory,
or nontransitlvity paradox. This paradox
arises due to contradition of individual
preferences and then it is impossible to
work out a generalized solution. Another
shortcoming of the voting procedures is
that we are not sure that the solution
made Dby the algorithm, separately taken
from the {A}; in the sense of criterion Q,
better then the collective solution.

On the other hand the solving of
the optimization problem (2) is associ-
ated with solving the problem |, only
once, which makes senseless futher choi-
ce of the optimum algorithm because the
problem is already solved. That is why
the problem of constructing the func-
tion j=f(X), determining the number  of
the optimum algorithm for the solu-
tion of the problem |, Bhould be solved
without full enumeration.

The approach proposed in the paper
allows to eliminate the mentioned short-
comings of the voting and the enumerati-
on algorithms, although it belongs to



algorithms for the <collective decision
making,but in the more wide sense.

The basis of the approach proposed
is the suagestlon that Iin the space of
problems there are compact preferen-
ces regions of algorithms A4 Ay,... AL
The preference region B; of the algorlthm
A, consists of those problems Xi ,in the
course of the solution of which the gi-
ven algorithm extremes the given effici-
ency criterion (1):

Xie deif Q(xiohd)’-gfff'-?flxipﬁ ), (3)
J”.t:o,lﬁu

In the course of solving the parti-
cular problem X preference 18 given to

that ealgorithm from the set A, to the
preference reqlon of which this problem
in the space R~ belongs(3-5]:

AJ —= X, if IEBJ. (4)

Such approach reminds very much of
a "dictatorial” one, which is known in

the theory of the collective decision
making and which, as it is known, has no
nontransitivity paradox [2]. Each prefe-

rence region, however, has its own "dic-

tator", that is why the approach remains
collective. It was shown experimentally
[3-5], on the

that such waY of choice,
average,allows to solve the problem bet-
ter than the best of the competitive al-
gorithms of the set {A}-

It is evident that to realise such
approach it is necessary to learn to
construct the estimates of the algorithm
preference regions and assign the new
problem X to one of these regions.For
this it is expedient to use the known
learning algorithms [6,7].

In the paper as the learning algo-
rithms modifications of the algorithms
of the potential function [6]and the Fix-
Hodges algorithm [7]are proposed.The ba-
sis of any learning algorithm "with the
teacher" is the training sequence, which
should consist of problems which are re-
presentatives of each preference region
(3). To form it one should use the alre-
ady solved problems, i.e. "the experi-
ence" of the algorlthms from the set {A}-
Let us consider in brief each of the le-
arning algorithms.

To realise the method of potential
functions 6 one should in each point
of the training sequence,i.e, for each
problem X, ,k=1,...,K, a charse ? ie met
which fo around 1t the potent &* sur-
face of the following type:

Py (X, X)) =8/ 11 + gy P2XX) (5)
where

1,1 Q(Xy, Ay )megtr QXy,AL),
gmr (6)

1,12 Q(Xy oAy )megtr QXy,4,),
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P1....’L.

is the attenuation factor of the
po“ntial function; p(x.xk) is a dis-
tance (in the wide “sence)” between the
problem X and the problem I nof the
treining sequence in the space R™.

Puther for the given particular
problem X and each algorithm A e {a},
a summary potentisl 1is cbnstru& &

K
&b, (x)- PALNCE W (7

and for solving the problem X an aslgo-
rithm with the number J is selected, for
which

P (x)= max P,(x), 1=1,...,5, (8)
1

The meaning of the Pix-Hodges algo-
rithm is as follows. Por each newly aet
problem X in the space of the problems R
there are m the most similar problems
from the ones already solved. The "simi-
liarity" can be eavaluated by the value
of the Euclidean distance:

P(x.xkj- lI - xk| » k",oco,xo (9)

n

The preference in the solving of
the problem X ies given to the algorithm
which extremizes criterion Q in the mosat
of these m problems.

To 1llustrate the above statements
we consider a series of experiments,

The pattern recugnition problem

This problem appears to be the most
relevant for the use of the approach
proposed. The case is that there is no
necessity to specially form the problem
space R ,such space Is the property spa-
ce. Each object in this space represents
a narrow recognition problem.As for cri-
terion Q,it was said above that it means
a %orrect recognition of the given obj-
ects.

Experiments were done by using both
the model and the real recognition prob-
lems. As the model problem, the problem
of recognizing two classes,the deviding
surface between which is nonlinear, was
considered. The dimensionality of the
space R was equal to two. As the compe-
titive algorithms two linear decision
rules A- and A, were chosen. The volume
of the training sequence was equal to
100,for the checking 10 000 realizations
were examined. As the learning algorithm
in all the recognition problems solved
the method for potential functions was
chosen.

The table 1 gives the values of the
probabilities of the recognition error
by UBing each of the rules,the collecti-
ve of the rules and the method of po-
tential functions.



Table 1.
A A As A The method of

1 e < L é> potential

functions.

0,3156 | 0,4429 | 0,0393 0, 0826
It follows from the table that the
proposed approach is advantageous Dboth
as to each of the algorithms and as to
the known algorithms of potential fun-
ctions. The analogous <conclusion can be

done also from the following experiment.

A problem

situations

system

most frequently
the power flow over
nes,the accident
exceeding the admissible

in the
is set”

of

due

to
the

recognizing
electric and energetic
The accident

level

accident

situation in
the electric and energetic system happens
redistribution on
transmission | i -
flow of the active power

of

transmiesive capacity of the given

mission line.

the

trans-
The property space consists

of 6 measurements,the volume of the trai-

ning sequence

is equal

to

100,

king 330 realizations are examined.

{A} consisted of 6
table 2
lem solving

In the

the
by

linear decision
results

for che-
A set
rules.
of this prob-

a series of conventional

algorithms and by the mentioned <collec-
tive of rules are given.
Table 2.
ethod |Method |[Method |Qvadra- l
of the lof po- lof the jtic ap-{(hy,...,AQ
"mini- |tential|"nea- proxi-
um functi-|rest mation.
distan- {on. value",
ce" to
the
imiddle
point
0,325 | 0,212 } 0,172 | 0,203 | 0,109
The third experiment considers the
case when elements of the set {A} are
not formalized. This case corresponds to
the collective of specialists, in this

example it is an artificially formed con-
silium. The organized consilium was sol-

ving the problem of
cardial infarction using

reco

nizin

the myo-

GG. The table 3
of each of

ives the results of the work
he specialists as well as the quality of
solution obtained by means of the propo-
sed approach and the voting algorithm.

Iha problem of the functiop rogt deiermi-

nation

This problem is set in the following

way. A set {A} is given, which consists
of four elements: A- is a dichotomy meth-
od, A, is a method of chords, As; is an

iterative method, A,4 is a tangentmethod.
The problem BpaceR consists of the raea-
surments of the function values with the
definite values of an argument. The di-

mensionality of this space was equal to 5.

For learning and checking a special prog-
ramme generated functions of one class.
The training sequence consisted of 100
realizations, checking one - of 250 re-
alizations. As the criterion Q the number
of search steps was chosen. The decision
as to what algorithm to prefer was made
by using the Fix-Hodges method. The num-
ber m was found which give the possibili-
ty to lessen the mean number of steps ta-
ken by this algorithm for searching roots
of the checking functions, i.e.to Improve
the quality of its erformance. Table 4
gives the results of the experiments.

Table 3,

A Ay Ay A, Ag |Ay-Agfoting
|0, 324 10,304 }0,376]0,454)0,412]0,244| 0,304
It 1 evidently seen that the given

t

aﬁproach is advantageous
e voting algorithm,

compared with

Table 4.
11 Az 53 A4 <A1""lA4>
4,55213,55618,160)19,984 3,486
The results of experiments allow one
to made a conclusion that the approach
proposed is universal. It is evidently
that the main difficulties associated

with its applicability concerns the form-
ing of the space R", "which is adequate to
the problem to be solved.

The approach proposed can be used to
solve problems of the pattern recognition
of optimization,of optimum control,etc.On
the other hand it can be used as a model
for understanding the processes of selec-
ting the behaviour of organisms in the
typical situations. In this case the way
of investigation is obvious- it is neces-
sary to describe the space of problems R,
which are being solved by the organise
single out a set of the behaviour algo-
rithms {A} and accordin to observation
of the behaviour in different situations,
i.e. in solving problems from the set {x},
to single out "the competence" region of
each behaviour algorithm A;, If these re-
gions do not intersect, then it is reaso-
nable to suppose that the living being in
selecting the behaviour realizes the al-
gorithm described above.
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