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The paper deals with the adaptive
approach to deoision making as applied
to the problems of biological and
medical cybernetics characterised by
apriori uncertainty. A number of
algorithms is suggested which, being
based on the an allsis of aposteriory
information, vyield the most adequate
decision rule to a specific problem. The
learning is achieved by the stochastic
approximation method and by means of the
correction of the decision rule structure
The methods discussed have been realized
on a computer and used in a cybernetic

medical centre.
introduction
The basic difficulties of the
artificial intelligence simulation in
biological and medical applications are
connected with problem of choosing of

techniques and algorithms of decision
making. These problems are characterised
by a lack of apriory information which
prevetns the use of the ~classical
techniques of the theory of automatic
decision making. A way out may be found
in the application of the ideas of
adaptive learning. Let us consider the
formal approach to the problem.

Let {2, #})and t2.%} - two measurable
space, 1i.e. the observation space and
the decision space, respectiveli. Ons?
a finite family % of ©probability

measures is given. Based on a certain
rule probability P.¢)is built which is
a measurable image from St tof{s,%},
wes? being fixed thenP.)is a probability
measure on (a,#) . I n case the family ¢
is fully defined the construction of the

decision rule is clear. When, however,
the family has undefined parameters, the
decision rule will have the same degree

of uncertainty, to be specified with the
accoxnulation of observation data.
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Let the probabilit

measure on (8.8} is
built by the procedure of the potential

function method. As is well known [1]
there are two realisation of potential
function method, i.e. the perception

and the computer ones. the perception
realisation deals with a system of basic
function RF (Y, we2, =42, while the

computer realisation deals with a
potential function Kf{ws wa) which ie a
symmetrical kernal on $¢x 5 and is
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connected with the syetem J{w) through
the relation

K (Wu.wa.’ = (:f(u)‘)’ hj (wz))

If ftw) is any function on % .
epproximated using obgervation wesSl an
C={C¢ <a, parameter vector, then the
condition for choosing the system Y (w)
is the nearness of f (w) to its
approximation

F(w)= (¢, ¥ )

The procedure of the functlon
approximation when using computer
realisationis as follows

f?&i)*f&)*dn[Z(}(w"'),f?w"“))JK(w,w“") (1)

where «{{ 7") -is a certain function of
two variables;
Jn -ie a nonnegative sequence,
Buch as

S F =

The lack ofapriori information on the
famlily 9> prevents the ume of the re-
commendations in [1] for the constructior
of a suitable potential function.
However, one may restrict oneself to e
certain paremetrs family R , having
the necessery properites. It 1s, for
example, the families of unimodal
functions of distance in ¢ ,such as

Y2 (UJ,' W, ) =,A exp {-OL/JJ (w, Wy )}

R (W, dy) = A{1e P W)}
A - a constant;
Plww,) - the distance in @
In this case the best potential
function construction is reduce to the
estimation of the parameter o , optimal
in a certain sense. Let the decipion set
A constists of two elements and the
approximsted function f(w)satisfied the
relation

or

where

_{*>0Ow « correasponds to d
-{(“”hlco w - corresponds to &, (2)

Then functional
T (W)= ~fm (w)[wgnj (W) - S?Lﬂn fd (w )J,

c be defined, where
?Fu»)- the functional from (1) obtained
= with the potential function R, i4.4)
and satlefying the condition
eamilar to (2?.
Obviously, I«w) has the following
propertiest A
LawpOs 1fvigafls)#84nfils) 1.e, when the
_ decision is, wrong
laii*0, {f sigsfuirsianfud) {,e. whenthe



decision is correct.
The optimal value of will
by the conditions of the functional
minimum

LeEwlab=bul-Llirfer sefial] (3)

The Kifer-Wolfowits procedure can
here

S
dnd 2o, ¢ Cn [I""-‘C

be usped
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where ¥, ,C. -~ are the non-negative
sequence satisfying
conditions
g oy 2
z x‘(_“é o S (-!1) < X3
ned nad en

If inatead of this we use the
regression equation

YV« j-t"’o

then the solution is given by the
Robbins-Monro procedure

dh*f =yt J',, V& Id. (UJ"),

the

(5)

where
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For a more precise account taken of
local properties of the observation
space R the family of subsets A:{4A; i*{. ]
can be defined, such as

[
Ui =R ALNAj =
i

Then o
function of

[ #)

can be considered as the
two variables denoting
It is only natural to suppose Xi; -/t

and changing the learning aim (3), to

estimate sequentially the etrical
parameters matrix A/V«¥)by (4) or (5).

mmwmw

Usually the procedure of decisgion
making ends with the construction of
the probability measure P, (D) on the
decision sepace and witbh the choice of
the decision De % with the maximum
value Pu(®) , However, in concrete
roblems this condition is insufficient,
t becomes necessary to introduce the
threshold function T-=T(w) and the

decision 4§ (w) will be accepted if
Po(dw) = T(S) (6)

and otherwise rejected. Actually, 1if
& certain measurable partition 2@ ,such
as

§'(a)-2 $'(p)e A, ¥De &

then the introduction of the threshold
is eqeivalent to the introduction of a
subset A'e A , such as

PLlS(w)eT(8), wweA”

be defined
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and of a comsgonding additional
1

decision D"=8§(A")i.e. refussl of
decision making.

The introduction of the threshold
function 1is similaer to the threshold

system in (2], where the algorithm for
searching such system i1s given based on
the gradient searching of optimum of an
convex criterion. Below the algorithm is
eated for the determination of
thresholds,different from that of [2].
The algorithm suggested is connected
with a definete correlation between the
number of errors of the first and secon(

tyges for the accepted decision.

t 1is clear based on the analisis
of a verified sample of elements
we '  the true decision D.=é.{w) 18
known,., Suppose basing on the
observation wes2 the hypothisis on the

decision making Diwas suggested, and
for arbitrary DaD*

Py (P*)> P,(d) D dD'e¢ ¥

Let the error of the firast type for
the rule (6) Dbe the event

{(Pu i@ )« T*)}N{D" W) = Dolw)}]

and the error of the second type the
event

{{Pw (D) ~ T (")} N{D*(w) = Doaw)}}

Conmider a certain decision D" (w)
and determine for itthe value of the
threshold. Por the decision D’the upper
threshold be
TS =inf {Pu(®)} D, w)=Dd" (W)
P we 82

and the lower threahcld for the

deo{ision D* be
Tpa = aup (Pu ®7)} Do (w) = D" (w)

Thus substitution in the right art
of the inequality (6) of T). wil

lead to the fact that will be no errors
of the firet type and the subetitution

Toewill lead to the fact that be no
exrrors of the second type.

The properties will obviously hold
true for any {<Ty- and t > Tpe .

Assuming the set & not larger then
countable,define the function of waste
Nye (t) equal to the number of errors of
the first type for the set . dependin
of the threshold value and # ({) equa
to the number of errors of the second
type. These functione are characterised
by the :l’ollowing'gmpertiem

Nyult ) =0 ent<75% and it is
decreasing function
2 when t » T;:
Nps{t)30 whent>7f, end it is

increasing function
when t < 1,

Let Q;- and Q;- is the decreasing
functions, which are the waste of the
first and secons +type errore when
dealing with the decision D* , The
total waste for the rule D° when the



threshold value T{Dp*)-t 4p
QUpe () = Qpe (Mye (6) * Q50 (N4 1)

then the threshold value Tp* will
follow from Qpr (Tp*) = min ’Qp’ (t)
te (he T2)
The area where the minimum is
aotrc}aed, is determined the following.
If Ty < T , then

Al
Q‘Dq(t)zw t& (T;l'Tpu-)
Aps (t)eQpet) t'E(T], TY)

Then the threshold value Tr’ be
chomsen any of Tpe<(TpaTo%), 4t TS, < Tye,
then taking 7, extemal to the
intervel (7%, T %) we shall obtain an
increase in the number of errors of
one type without the decrease in the
nuamber of errors of the other type.

The thresholds thus determined are
squal to thome in [2], if

Q;. (N;. (t))z N;. (t) i= 12

Applications

The adaptive learning techniques
suggested above have been realized as
elgoritme and routines for the computer
ODiA-1204 and have been used 1in the
research centre of the bioclogical and
medical cybermetics in Leningrad in the
desing of the cybernetical medical
centre.

Beforens

I, Alisepmar M.A. ,Bpabpepuan 3.M., Posorosp A M

MeToX NOTEHINANLENX GYHKUEE B Te DN
oJydcERA MammH. Hayka, M.
a, M., 1970,

2. buxopoxmf M.J., BumHenoxmi A.A.
KnGepHerNueckNe CEHCTOMN B MEININHE.
Hayxa, M., 197I.

3. J.=R, Barra
Notions fondamentales de statistique

mathemat:l&o BOMOD, Parim, 1971

4. Badu C, 1tti, Chan Weh-Chun
A note on potential function algorithm
*Int.J.Contxrol® 1971,1,80 13,199~200

5. Pord N.L.,Batchelor B.C.,Nilkins B.R.
Learning in potential function

clageifier
¢Electron. Lett.' 1970, 6-25,826-828



