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The paper shows t h a t t he s t a t e of 
a r t i n a r t i f i c i a l i n t e l l i g e n c e r e q u i r e s 
development of a s e m i o t i c system theory 
wh i ch shou ld p l a y i n t h i s f i e l d t he same 
r o l e t h a t was p l ayed by f o r m a l systems 
a t i t s i n i t i a l s t a g e s . Basic problems 
of s e m i o t i c model and systems t heo ry are 
d i scussed . I l l u s t r a t i n g examples are 
g i v e n . 

I n t r o d u c t i o n 

A t t h e b e g i n n i n g o f t h i s cen tu ry t h e 
c l a s s i c a l works o f Dunker have l e d to 
development of a p s y c h o l o g i c a l t heo ry of 
t h i n k i n g wh ich is now known as t h e 
"maze h y p o t h e s i s " . In t h i s t heo ry human 
h a n d l i n g o i a c r e a t i v e t ask i s desc r i bed 
in the framework of a model in w h i c h man 
faces a maze of p o s s i b l e paths f rom t h e 
i n i t i a l node i n t he l a b i x i n t h t o a c e r ­
t a i n node which i s assoc ia ted w i t h t h e 
d e s i r e d s o l u t i o n . Each i n te rmed ia te node 
c h a r a c t e r i z e s t he t ime o f s e l e c t i n g a 
s o l u t i o n and the c o r r i d o r s , implementa­
t i o n o f t h e d e c i s i o n made. The s p e c i f i c 
of human t h i n k i n g is t h a t ana l yz i ng a 
maze of choices he f i n d s a p a t h l e a d i n g 
to the g o a l spending not t o o much t i m e 
on i t . The maze hypo thes is came under 
much f i r e f rom p s y c h o l o g i s t s , i t s f u n ­
damentals were expe r imen ta l l y t e s t e d and 
most ly d i s p r o v e d . 

Con t ro l engineers who workeu on a u ­
t o m a t i n g t h e tasks t r a d i t i o n a l l y r e g a r d ­
ed as c r e a t i v e r e n d e r e d , however, e f f e c t ­
i v e suppor t t o the hypo thes i s . I n t he f i f ­
t i e s and s i x t i e s t h e maze theo ry r e i g n ­

e d unchal lenged i n a l l programs f o r 
r e i gned unchal lenged i n a l l programs 
f o r p r o v i n g theorems, behav iour p r o g ­
rams, a r t s compos i t ion programs, game 
programs, e t c . A l l h e u r i s t i c programm­
i n g was b u i l t around maze theo ry c o n ­
c e p t s . There fo re the a t t e n t i o n o f a r t i ­
f i c i a l i n t e l l i g e n c e s p e c i a l i s t s was f o ­
cused on search o r g a n i z a t i o n and r e d u c ­
t i o n , de te rm in ing t h e t i m e o f sea rch 
c e s s a t i o n and a s c e r t a i n i n g t h e a d v i s a b i ­
l i t y o f a s p e c i f i c a c t i o n a t a g i v e n 
s tage o f s o l u t i o n . The e a r l y successes 
seemed to c o r r o b o r a t e t h e v a l i d i t y o f 
t h e i n i t i a l p s y c h o l o g i c a l concept . 

I n l a t e s i x t i e s i t became e v i d e n t , 
however, t h a t a l l problems cannot be s o l v ­
ed w i t h i n t h e framework of the maze model 
One shou ld remember development of one of 
t h e most p o w e r f u l maze programs, t he Ge­
n e r a l Problem So lve r of Newe l l , Shaw and 
Simon. The core of the program was a l o ­
g i c t heo ry machine f o r p r o v i n g theorems 
i n p r o p o s i t i o n c a l c u l u s . I n terms o f t h e 
maze model t he r o u t i n e can be d e s c r i b e d 
as f o l l o w s : t h e i n i t i a l spot o f t he maze 
i s t h e l e f t - h a n d o r r i g h t - h a n d p a r t o f a 
c e r t a i n e q u a l i t y w h i c h shou ld be p r o v e d , 
the f i n a l spot i s a n e q u a l i t y w i t h i d e n ­
t i c a l p a r t s . The i n t e r m e d i a t e s o l u t i o n s 
are opera to rs a p p l i e d t o t h e b o t h p a r t s 
o f the e q u a l i t y . Fo r each i n t e r m e d i a t e 
r e s u l t t h e s e l e c t i o n o f dec i s i ons i s d i c ­
t a t e d b y c e r t a i n a d d i t i o n a l c o n s i d e r a ­
t i o n s r e l a t e d w i t h t he form o f t h i s i n t e r ­
mediate r e s u l t . The r o u t i n e proved e f f e c ­
t i v e i n p r o v i n g t h e theorems b u t d i r e c t 
a p p l i c a t i o n o f t h e l o g i c t heo ry machine 
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to the General Problem solver designed 
to solve a wide spectrum of problems 
showed tha t they are inapp l i cab le f o r 
example, to chess p lay ing problems. 

There is one important fea tu re of 
the maze model which probably is respon­
s i b l e f o r i t s p o p u l a r i t y among con t ro l 
engineers. In mathematical l o g i c the ana­
l o g of a maze model is the w e l l s tud ied 
formal system model which is the core of 
p r o p o s i t i o n ca lcu lus , p red ica te ca lcu lus , 
formal grammars and many other models 
whereas in formal system theory the ou t ­
put was always understood as search in 
a maze of p o s s i b i l i t i e s . This i n t e r p r e t a ­
t i o n is caused by the f a c t tha t formal 
systems are essen t ia l l y s y n t a c t i c a l sys ­
tems unaffected by the semiot ics and p ro -
gmatics or phenomena and processes. This 
is the source of power of formal systems 
but t h i s reduces t h e i r ef fect iveness in 
a r t i f i c i a l i n t e l l i g e n c e problems. 

The l i m i t e d capacity of formal sys­
tems became espec ia l ly apparent in deve­
lopment of l a rge man-computer d ia log 
systems using a na tu ra l language in p l a n ­
n ing act ions of an i n t e g r a l robot w i t h a 
model of environment. In most such p rog ­
rams the cen t ra l subsystem was a ce r ta in 
fo rmal model; as a r u l e , t h i s was f i r s t 
order pred icate ca lcu lus , ouch were a 
number of d ia log programs developed by 
B. Green, the STRIPS system developed 
in Stanford and a robot a c t i v i t y p l ann ­
ing system developed by T. Vinograd. To 
organize work of a formal system, howev­
e r , the en t i r e environmental source i n ­
fo rmat ion should f i r s t be t rans la ted 
i n t o a language of co r rec t l y constructed 
formulae of the system used. Fo l lowing 
d e r i v a t i o n of the r e s u l t by formal t oo l s 
the r esu l t should be transformed i n to a 
form su i t ab le f o r r e a l i z a t i o n In the 
environment. I t is these t ransforming 
systems that are most d i f f i c u l t in a l l 
programs of t h i s type, f o r c ing the i n f o r ­
mation in to the Procrustean bed of the 
formal system they take most t ime in 

program implementation ana reduce the 
system e f fec t i veness . 

We w i l l deal w i t h another psycholo­
g i c a l concept which leads to semiot ic 
ra ther than to formal models. I t is my 
b e l i e f tha t sho r t l y most programs r e l a t ­
ed to desc r i p t i on of the environment, 
behaviour planning in i t and man-comput­
er d ia log w i l l be b u i l t around semiot ic 
models. 

The Psychological Concept 

Unl ike a maze model where the maze 
of p o s s i b i l i t i e s is assumed to be spe­
c i f i e d in advance and the en t i r e c rea­
t i v e process is reduced to organis ing a 
search in t h i s maze, the concept develop­
ed in recent years by a Soviet psycho lo­
g i s t V . I . Pushkin and h is fo l lowers p r o ­
ceeds from the assumption tha t the main 
c rea t i ve act in so lv ing a problem is 
cons t ruc t ing a fragment of the maze in 
which the path lead ing to a s o l u t i o n is 
found w i t h a la rge p r o b a b i l i t y r a the r 
than search f o r a pa th in a ready-made 
maze. 

Consequently, the deduct ive s t a t i c 
model which under l ies the maze concept 
is replaced by and induc t ive dynamic mo­
d e l . This approach was corroborated in 
numerous experimental s tudies of human 
behaviour in so l v i ng c rea t i ve problems 
and, in p a r t i c u l a r , in s tudy ing human be­
haviour in chess 
In contrast to the maze concept t h i s one 
may be termed model approach. It is b u i l t 
around the f o l l o w i n g p r i n c i p l e s i n t e r e s t ­
ing f o r con t ro l engineering a p p l i c a t i o n s . 

1 . The desc r i p t i on o f the i n i t i a l 
problem s i t u a t i o n should be s t ruc tu red 
and then i t can i s o l a t e basic concepts 
and t h e i r i n t e r r e l a t i o n s important f o r 
s o l u t i o n of the problem posed. 

2 . I f the ob jec t i ve s t r u c t u r e is 
described in the same language as the 
problem s i t u a t i o n then the maze approach 
can be used. 

3. I f the ob jec t i ve s t ruc tu res and 



the problem s i tua t ion are described in 
d i f fe ren t languages, then a language 
should be found to make them compatible. 

4. If there is such a language, 
then it can be used to construct a f r a g ­
ment of a maze of p o s s i b i l i t i e s . 

5. The search in th i s fragment can 
be performed in any way as in maze prog­
rams. 

6. Making the descr ipt ion of the 
problem s i tua t ion and object ive s t ruc tu ­
res is impossible w i th in the framework 
of syntact ica l systems since th is pro­
cess requires a semantic and pragmatic 
l e v e l . 

Semiotic models 

Let us now describe a certain sys­
tem which w i l l evidently meet the requ i ­
rements made by the model concept of 
th ink ing to computer programs. 

Consider three f i n i t e sets: 

EL em ents of these sets w i l l be referred 
to as basic concepts, solutions and r e ­
l a t i ons . Introduce now inductively the 
concept of a correct ly stated formula, 
CSF, a concept common f o r formal sys­
tems: 

A geometrical analog of texts are 
multigrapbs whose vert ices are associat­
ed w i th elements from the sets A and P 
and arcs, with the relat ions between 
appropriate ver t ices. 

Ar t i fac ts of the form 
be referred to as terminal . The der iva­
t i on in our system w i l l be understood as 
search of an mapping from a set of texts 
onto a set of terminal a r t i f a c t s . One 
speci f ic feature of the model is that the 
der ivat ion rules are applied to texts in 
agreement w i th certain app l i cab i l i t y 
laws which are formulated in the i r t u rn 
in agreement w i th the store of a r t i f a c t s 
accumulated at the preceding der iva t ion . 
Let us describe the process in more de­
t a i l . A t the i n i t i a l stage a certain i n i ­
t i a l tex t is specif ied which acts as a 
tenta t ive axiom. A certa in set of _deriva-

may be ei ther binary predicate w i th v a l u ­
es "appl icable" or be of a much more 
complicated nature ( f o r instance be an 
a t t r i bu t i on funct ion for a fuzzy set in 
the sense of Zadeh). What is important 
is to emphasize i t s dependence on the 
set of terminal a r t i f ac t s stored ty 
the system during the der iva t ion. If in 
that process a new terminal a r t i f a c t has 
been obtained, th is is introduced into 
the storage of a r t i f a c t s . If the ro le of 
a tentat ive axiom is played by a text 
incorporated into a certain a r t i f a c t a l ­
ready stored in a r t i f ac t memory then only 
th i s a r t i f a c t is invar iable derived from 
th i s tex t . 

Introduce now a basic d e f i n i t i o n . A 

67 

1. Any element of A is a CSF. 
2. Any expression of the form 

Any t o t a l i t y of CSF' s is a tex t . If 
there is no CSF of the form 
among the CSF's that form the tex t , then 
the text forms a f ac t , otherwise it 
forms an a r t i f a c t . Facts are denoted as 

and a r t i f ac ts as 



semantic system is a s i x - t u p l e , 
where is the t o t a l i ­

ty of ru les f o r obta in ing CSF's and e l e ­
ments of the set 

Depending on the s t r uc tu re or the 
sets d i f f e r e n t s e n i o t i c systems w i l l 
r e s u l t . I n the f o l l o w i n g Sect ion we w i l l 
descr ibe one of such poss ib le systems. 

The Gyromat 

This Sect ion w i l l be concerned w i t h 
a hypo the t i ca l un i t named gyromat in ana­
logy w i t h the f a c i l i t y described in a 
science f i c t i o n novel by Stanislaw Lem. 
That un i t could r es t ruc tu re in response 
to changes in the environment. Our gyro-
mat which is a ce r ta in implementation of 
a semiot ic system is also adaptive in 
t h i s sense* 

A semi o t i c model of the gyromat r e ­
l i e s on a standardized natura l language. 
The pa r t of elements ά is played by 
concepts or the language. There are three 
types of these: concrete concepts, c lass ­
es and abstract concepts. Concrete con­
cepts are spec i f i ed by a set of values 
of the features These 
values are taken from cer ta in f i x e d sets 
o f v a l u e s i s rep ­
laced in the set of values by then 
t h i s concrete concept has no such f e a t u ­
r e . Classes are spec i f i ed by ce r ta in a t ­
t r i b u t i o n funct ions which depend on va ­
lues of the fea tu res . The concepts of 
class may be made s p e c i f i c by spec i f y ing 
the name of that concept as we l l as by 
spec i f y ing the set of values of features. 
The set of names w i l l be denoted as 
and i t s elements as Abstract con­
cepts are determined by ce r ta in t e x t s . 

Elements of the set are impera­
t i v e s of the natura l language. Such as 
the words and combinations "Go", "A path 
should be t raced" and others. 

Elements of the set are metare-
l a t i o n s of the type "Go to . . ", 
"Object - a c t i o n " , "Cause - e f f e c t " , "Be 
Simultaneously", "Have a name", e tc . 

About the power of the set for a natural 
language there is a hypothesis that this 
set is f in i te - This fact is established 
for the Italian and Russian language 

To find the power o\ texts in 
a natural language were studied and new 
relations were discovered that were in­
troduced into the l i s t oi relations found 
previously if these new relations were 
not expressed by super-position of rela­
tions found previously. This process was 
completed when about 200 various rela­
tione were found in the l i s t of basic re­
lations. 

Let us use a simple example to show 
translation of a text in a natural lan­
guage into that of a semiotic system un­
derlying the gyronat structure. The na­
tural text is: "Nick and his dog le f t 
the house and went to the forest". The 
following notation is introduced - a 
n a n , a dog, Nick, Nick's 
dog, the forest, the house, 

- to have a name, go from, 
- go to, simultaneously, after 
that. Then the i n i t i a l text takes the 
form 

Note, that the retranslation is not uni­
valent. Thus the text: "Nick and his dog 
rushed from the house and ran to the fo ­
rest" has exactly the same structure as 
the previous one and they are not d is t in ­
guished in the gyromat. If this d i f fer ­
ence is essential, names of relations 
may be introduced. In this case the words 
"went", "ran", "rushed", "dragged their 
feet", etc. w i l l be different names of 
the relation "go to". 

It is easy to see that practically 
any texts of the natural language may be 
represented by texts of the gyromat. If 
necessary, the set can be completed 
with sets of modalities, estimates and 
fixation of emotional states related with 
the gyromat1 s Ego. Ref. shows how this 
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is done. 
Let us now take up the rules for 

derivation of . These rules be are 
divided into three subgroups. The f i r s t 
one incorporates rules for updating the 
facta, or rules of the form 
These rules relay on formal properties' 
of the relations and their semantics. 
Formally the relations can have or have 
not properties such as ref lexivi ty, sym­
metry or transi t iv i ty. The presence of 
such properties may be used to add rela­
tions to the text. For instance, the 
sentence "There are three rooms in the 
house and two windows in each room" es­
tablishes the relation of possession 
between the concepts of house and room 
and between the concepts of room and win­
dow. Because of the transit ivi ty the re­
lations of possession of the rule 
w i l l establish this relation between the 
concepts of house and window. The use of 
semantic properties of the relations May 
be illustrated with the sentences "In 
the evening birds f l y low over the 
ground". In this phase there are rela­
tions such as "object - action", "action 
- time" and "action - s i te". The rela­
t ion "to be over" between the concepts 
of a bird and the ground is established 
through analysis of the composition 
and structure of relations in the sent­
ence. For the Russian language about 
400 rules for facts updating have been 
found. 

A second subgroup of derivation ru l ­
es controls transformation of facts by 
introduction of derivative concepts and 
relations. New relations are introduced 
in three ways: by elimination of names 
of concepts and relations, by generali­
zation in terms of the features and 
by generalization in terms of relation 
structures. The elimination of names 
results in replacement of personified 
facts related to concrete concepts by 
facts related to classes. Generalization 

This s ign i f ies that the people are rather 
dense in the square. The s i tua t ion is 
easi ly generalized in to a new concept of 
a "crowd in a square". The concept of a 
crowd is generated due to the presence 
of uniform re lat ions between and 
because these relat ions denote "being 
simultaneous" and "touching". I f the r e ­
l a t i o n is replaced by , then w i t h 
an orderliness of the type 
we w i l l have a queue rather than a crowd 
in the square. 

Unlike updating ru les, the rules f o r 
general ization in terms of features and 
structures are not speci f ied in advance 
but formulated during the gyromat f u n c t ­
ioning as a funct ion of the set of a r ­
t i f a c t s . 

Let us now take up the set of rules 
. Divide the set of facts in to two 

subsets, F1 and F2 Let us assume 
that the appearance of an a r t i f a c t (F i,,ph) 
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in terms of features is performed by in­
troducing new classes using attribution 
eigenfunctions. This process is well-
known and described in many papers, e.g. 
in a monograph[9]. This generalization 
leads to concepts such as "red", "round 
and sweet", etc. Generalization in term3 
of relation structure w i l l be i l lus t ra t ­
ed with the following example. Let ai 



f o r which Fi belongs to F1 is a favor ­
able event w h i l s t the appearance of the 
a r t i f a c t i n which F j belongs t o 

p2 an unfavorable event. Then the r u ­
les have the f o l l o w i n g s t r u c t u r e : i f 
the app l i ca t i on of r esu l t s in a 
favorab le a r t i f a c t , t h i s i s entered i n to 
the a r t i f a c t s to re and the ru les 
which were appl ied to the i n i t i a l t e x t 
to obta in Fi are assumed app l icab le to 
t ha t i n i t i a l t e x t , otherwise t h e i r app l i ­
ca t ion is banned. But because t e x t t rans­
format ion is a mu l t i -s tage process, 
are of a more complicated nature d e s c r i -
bed in Rets [10],[11]. 

The gyromat was used in so lv ing 
r e a l l i f e problems such a goods h a n d l i i ^ 
con t ro l in a seaport , s o l u t i o n of game 
problems, management, etc 

To conclude l e t us note t ha t a gy­
romat model is being successfu l ly t e s t ­
ed in man - computer d ia log systems us­
ing a na tu ra l language. Although not a 
so le Implementation of a semi o t i c sys­
tem, the gyromat demonstrates the poten­
t i a l o f such systems handling a r t i f i c i ­
a l i n t e l l i g e n c e problems. 
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