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A b s t r a c t 

A descr ip t ion of techniques used for semantic 
modeling in a deductive question-answering system is 
given. The system maintains a d ia log and is able to 
understand s i t ua t i ons which can be expressed as a 
series of sequent ial t ime-frames. Speci f ic relevant 
questions are asked by the system when it is unable 
to succeed in a given task. It can also provide 
reasons fo r i t s previous ac t ions . 

i . I n t roduc t ion 

This paper describes semantic modeling techniques 
developed for a deductive question-answering system. 
The problems t reated include handling dynamic informa­
t i o n , engaging the user in a meaningful d ia log and 
handling a m u l t i p l i c i t y of i n te rp re ta t i ons and assump­
t ions at one t ime. The data base used to demonstrate 
these general approaches deals w i th d r i v i ng s i t ua t i ons . 
The d r i v e r ' s world was chosen as a data base because 
it possesses many of the features which make it w e l l -
suited as an experimental domain for a r t i f i c i a l 
i n te l l i gence research in computer understanding. The 
processes involved are of s u f f i c i e n t complexity, dynam­
ic in nature, and amenable to c o d i f i c a t i o n . The types 
of facts encountered and deductions performed in the 
d r i v e r ' s world are representat ive of those in the real 
world and would not normally be considered t r i v i a l . 
Since decisions are made based upon events in which 
the various objects are not s ta t ionary , a dynamic 
representat ion scheme is essen t i a l . In a d d i t i o n , the 
per t inent ru les and regulat ions have been spec i f ied 
e x p l i c i t l y and r e l a t i v e l y unambiguously in the form of 
laws. 

The system described here has been l im i t ed to the 
solv ing of problems associated w i th deduction and man-
machine i n t e r a c t i o n about the d r i v e r ' s wor ld. I t has 
been implemented in MICRO-PLANNER. Informat ion is 
input to the system as MICRO-PLANNER asser t ions. At 
present a parser is being adapted to parse natura l 
language inpu t ; i t is not implemented and is therefore 
not discussed in the paper. I t is based in par t on 
Winograd's PROGRAMMAR.6 

Research aimed at developing i n t e l l i g e n t systems 
capable of communicating in na tura l language has been 
car r ied on for we l l over a decade. Simmons3,4 has 
surveyed the e a r l i e r systems; of the more recent work, 
Winograd , Charn iak l , and Woods, et al.7,8 have made 
s i g n i f i c a n t con t r i bu t ions . 

Winograd has shown how a model can be used in con­
junc t ion w i th procedures in a general way. His model 
has proved very e f f ec t i ve in the blocks wor ld . The 
blocks world does no t , however, permit the AI resear­
cher to experiment w i th a number of problems that can 
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be found in domains such as the d r i v e r ' s wor ld . In 
p a r t i c u l a r , in the blocks world every object has an 
exact known l oca t i on ; every object is completely under 
the con t ro l of the model; every object has d i s t i ngu ish ­
ing c h a r a c t e r i s t i c s ; usual ly only unambiguous informa­
t i o n is f i l l e d in by the model; and the model does not 
ask the user fo r spec i f i c in format ion when i t is 
needed. 

Charniak has r e l i e d on extensive use of demons, 
which are antecedent theorems, and has worked on a 
model for computer understanding of ch i l d ren ' s s to r i es . 
With the demons he is able to f i l l in many assumptions 
that are not e x p l i c i t l y stated in the s to r ies them­
selves. These are invoked whenever appropriate pat­
terns occur in the p red ica te - l i ke input . 

Woods, et a l . have demonstrated the p r a c t i c a l i t y 
of natura l language processing by computer in applying 
these techniques to a LUNAR SCIENCE INFORMATION SYSTEM. 

I I . Technical Problems Encountered 

Researchers deal ing wi th natura l language communi­
cat ion w i t h computers have constant ly t r i e d to extend 
the l i m i t s of competence of t he i r systems over previous 
systems. Every system is l im i ted to some extent in 
the discourse i t can maintain w i th i t s user. Par t icu­
lar d i f f i c u l t y comes about when the system must e i ther 
maintain a coherent d ia log or cope w i th informat ion 
which is not completely spec i f i ed ; or make Bubtle 
inferences on how condi t ions ex i s t in the rea l wor ld. 

On M u l t i p l i c i t y of I n te rp re ta t i ons and Assumptions 

In an i n t e l l i g e n t d ia log it may be the case that 
a given input could generate many possible i n te rp re ­
ta t ions or models of the state of the wor ld . As an 
example, consider the fo l low ing statements which might 
be encountered in the d r i v e r ' s wor ld . 

Four cars a r r i ve at an i n te rsec t i on at the same 
time (1) 

and 

Two cars a r r i ve at an i n te rsec t i on at the same 
t ime. (2) 

In (1) i t is possible to generate many in te rp re ­
t a t i o n s , some of which are shown in Figure 1. These 
are a l l v a l i d In te rp re ta t i ons which are phys ica l ly 
as we l l as l ega l l y possib le. However, i t is f e l t 
that in a great ma jo r i t y of cases, the fo l l ow ing 
p ic tu re w i l l be brought to mind: an in te rsec t ion of 
unmarked two-lane highways w i th one car in the r i gh t 
hand lane in each par t of the i n te rsec t i on (Figure 2 ) . 

In (2) above, excluding r o t a t i o n s , there are two 
v a l i d i n te rp re ta t i ons (Figure 3 ) . One does not appear 
to be more l i k e l y than the other. 

It could be argued that when a statement is am­
biguous or leads to more than one possible i n te rp re ta ­
t i o n , that each i n t e r p r e t a t i o n should be considered. 
However, an i n t e l l i g e n t approach would consider only 
the most p laus ib le i n t e r p r e t a t i o n s . So, whi le in (1) 
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one i n t e r p r e t a t i o n is most p laus ib le , in (2) both 
in te rp re ta t ions are equal ly possib le. 

Sot only is i t necessary to choose between 
various i n t e rp re ta t i ons , but i t is also necessary to 
decide which are the reasonable assumptions that should 
be made in a given s i t u a t i o n . Consider the case where 
a vehicle is approaching an i n te rsec t i on . In the 
absence of e x p l i c i t in format ion what should be assumed 
about the s i t u a t i o n at the in tersect ion? Are there 
t r a f f i c s igna ls , a po l ice o f f i e r , other veh ic les , e tc . 
that w i l l a f f ec t any decisions concerning the car ' s 
progress through the in tersect ion? What, i f any, 
questions should be asked to c l a r i f y the s i tuat ion? 

In (2) the user may have to be asked which i n t e r ­
p re ta t ion is intended. Many systems would report a 
standard i n s u f f i c i e n t informat ion message, but a pre­
ferable response would be 

What are the r e l a t i v e d i rec t ions of the vehicles? 

This response is d i r e c t , to the po in t , and shows a 
true understanding of the meaning and ambiguit ies of 
the input . 

I t is not r e a l l y important which assumptions or 
i n te rp re ta t ions are ac tua l l y made as long as the model 
that was used to a r r i ve at these decisions corresponds 
to what we would consider as reasonable. The impor­
tant point to be made is that any system should be 
capable of accepting a wide va r ie ty of reasonable 
models. 

On Responding 

The i n te l l i gence of any system is re lated to the 
naturalness of i t s responses. A system which responds 
wi th the correct answer inserted in to a predefined 
format appears to be less i n t e l l i g e n t than one in 
which responses are spontaneous and more to the po in t . 
Consider the fo l low ing inputs: 

A car and a t ruck approach an in te rsec t ion from 
d i f f e r e n t s t ree ts . The car has a y i e l d s ign. 
Which one can proceed f i r s t ? (3) 

A car is approaching an i n te rsec t i on . Another 
car is approaching from a d i f f e ren t s t reet and 
has a y i e l d s ign. Which car has the r i g h t -
of-way? (4) 

Examples (3) and (4) describe exact ly the same s i tua ­
t i o n except that where there is a truck in (3) there 
is a car in (A). The answer to (3) is "the t ruck" 
while the answer to (4) is "the one without the y i e l d 
s ign" . The answer, there fore , depends not only on 
the s i t u a t i o n , but also on the way in which objects 
can be uniquely i d e n t i f i e d . Sometimes a question may 
have to be answered by using i t s re la t ionsh ip to other 
things as in (4) rather than by naming it e x p l i c i t l y . 

On Deciding What to Ask 

When t r y i ng to answer a quest ion, the t r a f f i c laws 
usual ly have to be app l ied. There are two reasons for 
any given t r a f f i c law to be deemed inappl icable: one 
or more of the necessary condit ions of the law contra­
d i c t the known informat ion or , a l t e r n a t i v e l y , some of 
the necessary condit ions of the law may be unspecif ied 
or unknown. Consider the fo l low ing : 

A car is on a twolane highway. It is behind a 
t ruck which is going below the speed l i m i t . 
Can the car pass the truck? 

Any law which is not appl icable cannot be con­
sidered. But what about the law which says you cannot 
pass on a curve, or the one which states that you can­
not pass in a no-passing zone? It is not clear if 
these laws are appropr iate. Both of these laws would 
f a i l because of lack of in format ion. I f i t is possible 
to i so la te which por t ion of the law f a i l s because of 
lack of in format ion, then it would be possible to 
formulate a question which would ask the user to supply 
a speci f ied piece of in format ion, such as "does t h i s 
take place in a no-passing zone or on a curve?" This 
capab i l i t y would al low the system to engage the user 
in an i n t e l l i g e n t d ia log . 

In t h i s paper we w i l l describe a system based 
upon the d r i v e r ' s world and the approaches taken to 
handle a number of technical problems such as those 
already mentioned above. The techniques used to over­
come these problems involve solut ions to time handl ing, 
system made assumptions, asking relevant questions and 
se t t ing up re l a t i ve scenes. 

I I I . Sample Dialog 

The fo l low ing is a sample d ia log wi th the computer 
model for the d r i v e r ' s wor ld . A more deta i led d is ­
cussion descr ib ing the performance w i l l be given in a 
la te r sect ion. Actual input is present ly in the form 
of MICRO-PLANNER assert ions rather than natural Engl ish, 
Pseudo-input is in lower case and output is in upper 
case. 

Three cars approach an in te rsec t ion at the same 
t ime. The car in the middle has a y i e l d s ign. 
The car to the l e f t of th i s car is going to go 
s t ra igh t whi le the t h i r d car intends to make a 
l e f t t u rn . Who has the r ight-of -way? 

*THE CAR WITHOUT THE YIELD SIGN AND WHICH DOES 
NOT INTEND TO TURN LEFT 

The car wi th the r ight -o f -way proceeds. Who has 
the r ight -o f -way now? 

*THE CAR WHICH INTENDS TO MAKE A LEFT TURN 



Suppose, when the three cars approached the 
i n te rsec t i on the y i e l d sign is replaced by 
a f lash ing yellow l i g h t . Which car may 
proceed? 

*THE CAR AT THE FLASHING YELLOW LIGHT. 

Why? 

*THE OTHER TWO DIRECTIONS HAVE YIELD SIGNS. 

I f t h i s ca r p r o c e e d s , who has the r i g h t - o f - w a y ? 

*THE CAR WHICH INTENDS TO GO STRAIGHT. 

I f t h i s car p r o c e e d s , who has the r i g h t - o f - w a y ? 

*THE CAR WHICH INTENDS TO MAKE A LEFT TURN 

A t r u c k i n f r o n t o f a car i s t r a v e l l i n g below 
the speed l i m i t . They a re on a t w o - l a n e h i g h ­
way. Can the car pass t he t r u c k on the r i g h t ? 

*N0 

Why? 

*PASSING ON THE SHOULDER IS PROHIBITED. 

Two c a r s a re app roach ing an unmarked i n t e r ­
s e c t i o n f rom d i f f e r e n t d i r e c t i o n s . Who has 
the r i g h t - o f - w a y ? 

*WHAT ARE THE RELATIVE DIRECTIONS OR POSITIONS 
OF THE VEHICLES? 

One car i s p r o c e e d i n g n o r t h . The o t h e r car i s 
t o i t s r i g h t . 

*THE CAR PROCEEDING WEST. 

Thank y o u . 

*Y0U'RE WELCOME. 

I V . A Model f o r Computer U n d e r s t a n d i n g 
S t r u c t u r e 

The model for the d r i v e r ' s world is implemented 
in MICRO-PLANNER. As the input is being accepted, 
antecedent theorems may be invoked in order to add 
in format ion to the data base. A f te r the data has been 
entered any question w i l l be transformed into a goal 
or series of goals. In at tempting to s a t i s f y these 
goals, theorems which represent the laws and other 
fac ts concerning the d r i v e r ' s world are app l ied . In a 

few cases the o r i g i na l goals w i l l not be s a t i s f i e d due 
to the lack of s u f f i c i e n t in format ion. In attempting 
to gain more complete in fo rmat ion , rout ines ca l led 
spec ia l i s t s are invoked in order to determine the most 
l i k e l y defau l t cond i t ions. The appl icable spec ia l i s t 
w i l l take the input data and make appropriate assump­
t ions based on the ava i lab le in fo rmat ion , and generate 
a series of time-frames which includes a l l of the 
possible i n te rp re ta t i ons . Another attempt is made to 
sa t i s f y the o r i g i n a l goals and the laws are reappl ied. 
If the goals cannot be s a t i s f i e d , then the user may be 
asked to supply add i t iona l in format ion by use of the 
cond i t iona l f a i l u r e mechanism. This added informat ion 
is fol lowed by repeated attempts to sa t i s f y the goals. 

A f te r a question has been successful ly answered, 
i t is possible for the user to fur ther in ter rogate the 
system, modify the s i t u a t i o n , or add add i t iona l i n f o r ­
mation, or completely change the d i rec t i on of the 
dialogue. The previous in te rp re ta t i ons w i l l be updated 
to r e f l e c t the new s i t u a t i o n . 

A representat ion of the s t ructure of the system is 
given in Figure 4. The arrows ind icate which rout ines 
can be invoked by other rou t ines . Since a l l informa­
t i o n is expressed r e l a t i v e to t ime-frames, a descr ip­
t i o n of t h i s formalism w i l l be discussed f i r s t . 

Time-Frames 

In t h i s system a completely described state of 
the world is ca l led an event. I t consists of a l i s t 
of pa r t i c ipan ts (e.g. vehic les) and a l i s t of asser­
t i ons expressing re la t ionsh ips and a t t r i b u t e s among 
these pa r t i c i pan t s . Every continuous sequence of 
events is considered to be a series of s t i l l p ic tures 
ca l led time-frames. A complete time-frame consists of 
the f o l l ow ing : an event, a pointer to the time-frame 
immediately preceding the present one and a l i s t of 
po in ters to time-frames which the present time-frame 
precedes, which may be empty or have mu l t i p le en t r i es . 

There are p r im i t i ves ava i lab le to create and 
destroy t ime-frames. Whenever a time-frame is created, 
a l l of the statements from the previous frame are 
ca r r ied over. I t is possible to add or delete asser­
t ions from j u s t the present time-frame as we l l as 
from the present and a l l fo l l ow ing t ime-frames. I t is 
a lso possible to move to time-frames w i t h respect to 
each other . I t is f e l t that t h i s provides a na tura l 
way to handle dynamic data and sequences of events. 

In CONNIVER contexts are s imi la r to the t ime­
frames described. However, t ime-frames, which are 
embedded in MICRO-PLANNER, have permit ted us to use 
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F i g u r e 4 . O r g a n i z a t i o n of the System 

the p e r t i n e n t aspec t s o f c o n t e x t s and y e t m a i n t a i n the 
s a l i e n t f e a t u r e s o f MICRO-PLANNER w i t h o u t e x c e s s i v e 
overhead as m i g h t be t he case i f implemented in some 
o t h e r manner. 

G l o b a l Fac ts 

G l o b a l f a c t s a re theorems wh ich c o n t a i n , among 
o t h e r t h i n g s , t he p r o p e r t i e s o f o b j e c t s such as 
v e h i c l e s as w e l l a s c e r t a i n laws o f na tu re i n the 
d r i v e r ' s w o r l d such a s 

I f a car i s about t o e n t e r a n i n t e r s e c t i o n t hen 
i t i s a t the i n t e r s e c t i o n . 

These f a c t s a re expressed in terms o f an teceden t and 
consequent theorems. 

The r u l e s o f law f o r t he d r i v e r ' s w o r l d are s t o r e d 
as consequent theorems. An example of one of these 
laws i s g i v e n i n F i g u r e 5 . These l avs a re c a l l e d 
whenever a l e g a l consequence, such as "who has the 
r i g h t - o f - w a y ? " has to be d e t e r m i n e d . 

Some goa l s have f i l t e r s a s s o c i a t e d w i t h them t h a t 
r e s t r i c t the a p p l i c a t i o n t o s p e c i f i c t i m e - f r a m e s . I n 
g e n e r a l , any theorem may be used to s a t i s f y a g o a l , 
b u t a l l d a t a w i l l b e r e s t r i c t e d w i t h r e s p e c t t o t i m e ­
f r ames . (See examples i n F i g u r e 5 . ) 

S t r u c t u r e o f A s s e r t i o n s 

The i n p u t s to t he system as w e l l as system gen­
e r a t e d s ta temen ta a r e s t o r e d as a s e r i e s o f p r e d i c a t e s 
and a rgumen ts . For example , the i n p u t "a car a r r i v e s 
a t a n i n t e r s e c t i o n " w i l l b e r ep resen ted a s 

( A l ARRIVE-AT CAR INTERSECTION) 

A l l o f the i n p u t a s s e r t i o n s a re s t o r e d a s s ta temen ts 
i n the p r e s e n t t i m e - f r a m e . 

The s ta tement " two c a r s a r r i v e a t an i n t e r s e c t i o n " 
wou ld be r e p r e s e n t e d as 

(A2 ARRIVE-AT *GR0UP1 INTERSECTION) 
(A3 IS *GR0UP1 *CAR1 *CAR2) 

Whenever an a s s e r t i o n is made, any an teceden t 
theorem c o n t a i n i n g g l o b a l i n f o r m a t i o n may be invoked 
t o a l t e r o r augment the a s s e r t i o n . 

Some of the arguments of the p r e d i c a t e may them­
se l ves be names of p r e d i c a t e s . For example , "Two c a r s 
a r r i v e a t a n i n t e r s e c t i o n a t the same t i m e " i s r e p r e ­
sented as 

(A4 ARRIVE-AT *GR0UP2 INTERSECTION) 
(A5 AT A4 SAME-TIME) 
(A6 IS *GR0UP2 *CAR3 *CARA) 

Each o f the v e h i c l e s o r o t he r o b j e c t s i n t he 
system w i l l have o n i t s p r o p e r t y l i s t the s p e c i a l 
t r a i t s and m o d i f i e r s wh ich d i s t i n g u i s h i t f rom o t h e r 
o b j e c t s . 

S p e c i a l i s t s 

Each o f t he s p e c i a l i s t s are r o u t i n e s wh ich c o n t a i n 
d e t a i l e d knowledge o f some s m a l l aspect o f the d r i v e r ' s 
w o r l d . The s p e c i a l i s t s use t h e i r knowledge t o f i l l i n 
i n f o r m a t i o n , to se t up r e l a t i v e scenes and to keep 
t r a c k o f scene m o d i f i e r s . A s p e c i a l i s t can be c a l l e d 
upon a t any t i m e . U n l i k e C h a r n i a k ' s demons, t hey do 
n o t have to be p a t t e r n i n v o k e d . 

As an example , cons ide r the i n t e r s e c t i o n s p e c i a l ­
i s t . T h i s r o u t i n e can examine scenes d e a l i n g w i t h 
i n t e r s e c t i o n s and t r i e s t o p l ace a l l v e h i c l e s i n a 
s t a n d a r d l o c a t i o n o f a s t a n d a r d i n t e r s e c t i o n . A s t a n ­
dard i n t e r s e c t i o n i s made up o f f o u r " a rms " each o f 
wh ich i s a t ype o f s t r e e t ( e . g . t w o - l a n e ) . The 
p o s i t i o n s w h i c h make a s tanda rd i n t e r s e c t i o n a re shJQMtf 
in Fig. 6. 
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The station pos i t ion is immediately adjacent to 
the i n te r sec t i on . When approaching, the pos i t i on can 
only contain one veh ic le , which is the next to enter 
the i n te rsec t i on . The approach pos i t i on can contain 
any number of vehic les. Vehicles in the approach are 
heading toward the i n te r sec t i on but w i l l not be the 
f i r s t to enter . The leave pos i t i on w i l l hold any num­
ber of vehic les which have l e f t the i n te r sec t i on . The 
in pos i t ion contains the one car which has entered the 
i n te rsec t i on . The sign pos i t i on denotes the occurence 
of any t r a f f i c cont ro l devices. The spec ia l i s t a t ­
tempts to assign every vehic le a pai r of values, 
(ARM POSITION), which uniquely describes i t s pos i t i on 
in the t ime-frame. 

The i n te rsec t i on spec ia l i s t has only one inpu t , 
the name of the time-frame which contains the asser­
t ions for the scene. When the spec ia l i s t is ca l led , a 
series of antecedent theorems are asserted. Each of 
the input assert ions is then pseudo-asserted, i . e . , 
any re levant theorem is used but the c a l l i n g theorem 
is not asserted ( i t has been asserted p rev ious ly ) . 

The time-frame system described previously is 
used to create and save possible i n te rp re ta t i ons . As 
each new vehic le is encountered, the possible number 
in te rp re ta t ions is increased. As new in format ion is 
evaluated, any in te rp re ta t i ons which cont rad ic t th i s 
informat ion is deleted. 

For example, if it is known that two cars , A and 
S, are at an intersection, if the fac t that A is to 
the l e f t of B is i npu t , then any i n t e r p r e t a t i o n which 
contradic ts t h i s , such as an i n t e r p r e t a t i o n which 
states that B is to the l e f t of A, is de le ted. 

Whenever an antecedent theorem has been success­
f u l l y app l ied , the asser t ion which has been used is 
said to have been processed. If an input asser t ion 
has predicates for arguments the predicates must be 
processed f i r s t . The net e f fec t of t h i s is that before 
a vehic le pos i t i on or r e l a t i v e pos i t i on can be modi­
f i e d , the vehic le has to be placed in the i n t e r s e c t i o n . 
There is a constant check to e l iminate equal i n t e rp re ­
ta t ions ( i . e . , r o t a t i o n s ) . 

The spec ia l i s t returns a l i s t of time-frames 
which are a l l possible i n t e r p r e t a t l o n ( s ) . A f te r t h i s 
processing has been completed the most l i k e l y i n t e r ­
p re ta t ion (or i n te rp re ta t i ons ) is (are) selected. 

Among the various spec ia l i s t s are those which 
deal w i th two-lane highways, four- lane highways, 
ramps, a l l e y s , i n te rsec t i ons , passing, park ing, e tc . 

Giving Reasons 

When some of the laws w i t h i n the system are 
successful ly app l ied , i t is possible to assign a 
"reason" for success to some of the objects in the 
scene. 

As an example consider LAW436 (F ig . 5 ) . Every 
vehic le that is used when the law is s a t i s f i e d can be 
placed in one of two classes. The vehic le which must 
y i e l d has associated w i t h i t the "reason" intends to 
make a l e f t tu rn whi le the vehic le which has the r i g h t -
of-way is tagged w i t h the "reason" does not in tend to 
make a l e f t t u r n . 

In order fo r the question to be answered proper ly , 
it may be necessary to use the reasons to form an 
answer. If the objects do not have unique names, then 
the answer must be given in r e l a t i v e terms. In f a c t , 
the answer w i l l be the reasons associated w i t h that 
ob ject . 

ENGLISH: 

A car which intends to make a l e f t tu rn at an i n t e r ­
sect ion must y i e l d to a l l t r a f f i c approaching from 
the opposite d i r e c t i o n . 

MICRO-PLANNER: 

Consider the fo l l ow ing : 

Two cars approach an i n te r sec t i on from opposite 
d i r ec t i ons . One car intends to make a l e f t t u rn . 
Which car has the r ight-of -way? 

Because the vehicles do not have unique names, a 
r e l a t i o n must be used to supply the answer. The pro­
per response is the car that does not intend to make 
a l e f t t u rn . While the quest ion: 

A car and a t ruck approach an i n te rsec t i on from 
opposite d i r ec t i ons . The truck intends to make 
a l e f t t u rn . Who must y ie ld? 

would be answered the car. 

Generating Questions 

In at tempting to answer a question or sa t i s f y a 
goa l , i t i s possible to encounter f a i l u r e in the 
t r a d i t i o n a l MICRO-PLANNER sense. This may lead to the 
case where it is impossible to pursue the deduction 
f u r t he r . We have implemented in MICRO-PLANNER the 
not ion of cond i t iona l f a i l u r e to cope w i th a large 
number of cases of t h i s type. 

When a goal f a i l s , there are two possible cases. 
In the f i r s t case, there is no pos i t i ve informat ion 
to support the goal but there ex is t s in format ion which 
would prevent the goal from succeeding no matter what 
add i t i ona l in format ion is suppl ied. In the second 
case, add i t i ona l in format ion could be used to prove 
the goal . Consider the fo l low ing example: Suppose 
the data base contains the asser t ion 
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LANE 1 LANE 2 

ARM 1 

Figure 6. Standard 
by 2 - l a n e 

intersection 
and f u r t h e r suppose we w ish to prove the goa l s 

(THGOAL (A ON B) ST) 
(THGOAI. (B ON C) ST) 

These g o a l s w i l l o r d i n a r i l y always f a i l . 

(1 ) 
(2) 

N o t e , t h a t a d i s t i n c t i o n can be made between 
these two f a i l u r e s . I n CI) t he g o a l c o u l d never s u c ­
ceed because we can p rove 

(THGOAL (NOT A ON B) $T) 

b u t no such r e s u l t can be proved f o r 

(THGOAL (NOT B ON C) $T) 

I n o r d e r t o take advantage o f t h i s d i s t i n c t i o n , 
c o n s i d e r t he f o l l o w i n g p r o c e d u r e : 

(1) Upon e n t e r i n g s p e c i a l l y marked theorems, i f 
a marked subgoa l f a i l s w i t h o u t hav ing once 
succeeded and subsequen t l y backed t h r o u g h , 
t h e n r e c o r d t h i s g o a l o n a l i s t c a l l e d GFAIL. 

(2) I f the major g o a l f a i l s i n the normal sense , 
t hen f o r each e lement of GFAIL c o n s t r u c t a 
g o a l wh ich i s i t s conve rse . 

(3) I f any g o a l i n (2) succeeds remove the c o r ­
r e s p o n d i n g g o a l f rom GFAIL. 

(4) Any r e m a i n i n g e lements on GFAIL r e p r e s e n t 
c o n d i t i o n a l f a i l u r e s ( those goa ls wh ich cou ld 
c o n c e i v a b l y be de te rm ined to be t r u e ) wh ich 
a re used t o c o n s t r u c t r e l e v a n t q u e s t i o n s . 

I n t h e one example (2) w i t h the g o a l 

(THGOAL (B ON C) ST) 

we proceed as f o l l o w s : 

Because (B ON C) is n o t an a s s e r t i o n , theorem 
X-ON-Z is i n v o k e d . GOALl succeeds w i t h (B ON A ) . 
G0AL2, (A ON C) f a i l s and is p laced on GLIST. An a t ­
tempt i s made t o f i n d ano the r i n s t a n t i a t i o n f o r GOALl, 

(B ON S?Y). This f a i l s but is not placed on GLIST 
because it has previously succeeded. X-ON-Z f a i l s . 
GLIST now contains only (A ON C). 

The converse, (NOT A ON C), is constructed, but 
t h i s goal f a i l s when using NOT-X-ON-Y. Consequently, 
the GLIST remains unchanged. 

It is now possible to eas i ly construct a relevant 
question the answer to which could provide the neces­
sary information to sa t i s f y the o r i g i n a l goa l , (B ON C). 
In t h i s case the question i s : IS (A ON C)? If the 
response is pos i t i ve , (A ON C) is asserted and the 
o r i g i n a l goal when reattempted w i l l succeed. 

It is possible to assign to each element of GFAIL 
a p r i o r i t y which w i l l d i r ec t the order in which the 
questions are asked when GFAIL has more than one ent ry . 

V. Performance of the Model 

The performance of the model can best be judged 
by describing a sample d ia log . The d ia log given 
ea r l i e r w i l l serve th i s purpose. Consider the f i r s t 
statement. 

Three cars approach an in te rsec t ion at the same 
t ime. The car in the middle has a y i e l d s ign . 
The car to the l e f t is going to go s t ra igh t whi le 
the t h i r d car intends to make a l e f t t u rn . Who 
has the r ight-of-way? 

The actual input to the system would be the fo l lowing 
MICRO-PLANNEH assert ions. 

The notat ion *CAR1, *CAR2 and *CAR3 for the 
vehic le ind icates the vehic le names are "system 
assigned" rather than user assigned (e .g . a car and a 
t r uck ) . In order to answer the question the y ie ld ing 
laws w i l l be applied to determine which vehicles must 
y i e l d . In t h i s case a l l o f the appl icable laws w i l l 
f a i l because the data is incomplete. The input s ta te ­
ments which state that some vehic le is approaching 
the in te rsec t ion will lead to the ac t i va t i on of one of 
the in te rsec t ion spec ia l i s t s . I n i t i a l l y the model w i l l 
be a two-lane by two-lane i n te rsec t i on . If the data 
is contradic tory and cannot be accommodated in the 
model another spec ia l i s t (e .g . in te rsec t ion of h igh­
ways) w i l l be ca l l ed . 

When the two-lane by two-lane in te rsec t ion spec ia l ­
i s t is ca l l ed , the fo l lowing scene is constructed. 

and the time-frame is 

where GLOBAL is the global t ime-frame. The assumptions 
that are supplied by the spec ia l i s t are that the i n t e r -
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sect ion is composed of a pai r of two-lane s t r e e t s , 
one w i t h a y i e l d w i t h one empty arm and one car in 
each of the others. Under these assumptions, the 
above is the only i n t e r p r e t a t i o n excluding r o ta t i ons . 
Using the y i e l d laws ( e . g . . LAW436), the cars are com­
pared pa i rwise, and i t is determined that * c a r l must 
y i e l d to *car2 and *car3 because of the y i e l d s ign , 
and *car3 must y i e l d to *car2 because it intends to 
tu rn l e f t . I t i s then determined that the only l o g i ­
ca l choice for the answer is *car2. Because t h i s is 
a system supplied name, the reasons associated w i t h 
*car2 w i l l be used to answer the question instead of 
the system generated name. Thus the answer 

THE CAR WITHOUT THE YIELD SIGN AND WHICH DOES 
NOT INTEND TO TURN LEFT 

The next input 

"The car w i th the r igh t -o f -way proceeds. 
Who has the r igh t -o f -way now? 

The f i r s t input 

(19 PROCEED *CAR4) 
(110 HAVE-RIGHT-OF-WAY *CAR4) 

causes a new t i m e - f r a m e to be c r e a t e d . The v e h i c l e s 
i n the t i m e - f r a m e s w i l l b e advanced, the f i n a l p o s i ­
t i o n b e i n g de te rm ined b y t he a p p l i c a b l e p r o c e d u r e s . 

The f o l l o w i n g f a c t i s added t o t he p r e s e n t t i m e ­
frame : 

(A6 AT *CAR3 ARM2 LEAVE) 

g i v i n g : 

(*TF2 (*CARl *CAR2 *CAR3)(A1 A2 A4 A5 A6) <*TFl>) 

Regard ing the q u e s t i o n o f r i g h t - o f - w a y , the same 
approach as b e f o r e i s t a k e n excep t t h a t the new t i m e ­
frame is now u s e d . 

A p p l i c a t i o n s o f t he laws a r e s t r a i g h t f o r w a r d and 
THE CAR WHICH INTENDS TO MAKE A LEFT TURN is g i v e n as 
an answer . 

For t he n e x t i n p u t : 

Suppose, when the t h r e e c a r s approached the 
i n t e r s e c t i o n t he y i e l d s i g n i s r e p l a c e d b y a 
f l a s h i n g y e l l o w l i g h t , w h i c h car may proceed? 

the f o l l o w i n g i n p u t a s s e r t i o n s a re used: 

(111 WHEN ARRIVE-AT *GROUP2 INTERSECTION) 
(112 IS *GROUP2 *CAR5 *CAR6 *CAR7) 
(113 REPLACE YIELD-SIGN FLASHING-YELLOW) 

The f o l l o w i n g i s added b y a n i n t e r s e c t i o n s p e c i a l ­
i s t : 

(A7 ARM1 FLASHING-YELLOW) 
(A8 ARM3 FLASHING-YELLOW) 
(A9 ARM2 FLASHING-RED) 
(A10 ARM4 FLASHING-RED) 

and the time-frame 

(*TF3 (*CAR1 *CAR2 *CAR3) 

(Al A2 A3 A5 A6 A8 A9 A10 A11)(*TF1)) 

i s created. 

In t h i s case the spec ia l i s t s provide the informa­

t i o n tha t f l ash ing l i g h t s come in pa i rs a t in te rsec­
t i ons . The opposite d i rec t ions have f lash ing yel low 
and red l i g h t s , respect ive ly . The f lash ing red l i g h t s 
w i l l be in te rpre ted as y i e l d s . So the r i g h t answer is 
THE CAR AT THE FLASHING YELLOW LIGHT. 

Input ing the question "Why?" does not change the 
t ime-frame. When goals succeed "reasons" are stored. 
These are returned as the answer. So, here the reason 
is THE OTHER TWO DIRECTIONS HAVE YIELD SIGNS. Note 
that t h i s de fau l t condi t ion may not be true at a l l 
t imes, but the inser ted assumptions should be t rue for 
a ma jo r i t y of the t ime. 

When asking: 

I f the car p roceeds , who has the r i g h t - o f - w a y ? 

the f o l l o w i n g a s s e r t i o n and t i m e - f r a m e are fo rmed . 

( A l l AT *CAR1 ARM3 LEAVE) 
(*TF4 (*CAR1 *CAR2 *CAR3) 

(A2 A3 A5 A5 A7 A8 A9 A10 A 1 1 ) ( * T F 3 ) ) 

A g a i n , t he g o a l succeeds and the answer is THE CAR 
WHICH INTENDS TO GO STRAIGHT. Now a s k i n g 

I f t h i s ca r proceeds who has the r i g h t - o f - w a y ? 

adds 

(A12 AT *CAR3 ARM2 LEAVE) 

and 

(*TF5 (*CAR2 *CAR3) 
(A3 A5 A6 A7 A8 A9 A10 A 1 2 ) ( * T F 4 ) ) 

t o t he da tabase . There i s o n l y one car a t t he i n t e r ­
s e c t i o n and i t has t he r i g h t - o f - w a y . So, THE CAR 
WHICH INTENDS TO MAKE A LEFT TURN is the response . 
S t a r t i n g w i t h 

A t r u c k i n f r o n t o f a c a r i s t r a v e l l i n g below 
the speed l i m i t . They a re on a t w o - l a n e h i g h ­
way. Can the car pass the t r u c k on the r i g h t ? 

a new scene is r e q u i r e d . The f o l l o w i n g a s s e r t i o n s 
a re made: 

(A14 IN CAR LANE1) 
(A15 IN TRUCK LANE1) 
(A 16 IN-FRONT TRUCK CAR) 
(A17 TRAVEL TRUCK) 
(A18 BELOW A17 SPEED-LIMIT) 
(A19 *SCENE2 TWO-LANE-HIGHWAY) 
(*TF6 (CAR TRUCK)<A14 A15 A16 A17 A18 A19)(*TF5)) 

Notice that the model assumes a two-lane highway. 
Using the lav deal ing w i t h passing on the r i g h t on 
two-lane highways we f i n d that the answer is NO. The 
next quest ion, "Why?" is answered by using the reason, 
PASSING ON THE SHOULDER IS PROHIBITED. 

The next question is 

Two cars are approaching an unmarked i n te r sec t i on 
from d i f f e r e n t d i r ec t i ons . Who has the r i g h t -
of-way? 

Because the law is s t ra igh t fo rward , the problem is not 
who has the r igh t -o f -way but what are the r e l a t i v e 
d i rec t ions of the two cars . 

The i n te r sec t i on spec i a l i s t is ca l l ed and returns 
a l i s t of time-frames contain ing the possible i n t e r -
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pre ta t ions . In t h i s case there are two which would be 
considered equally l i k e l y (see F ig . 3 ) . The user is 
asked which of the in te rp re ta t ions is intended. When 
the informat ion is g iven, the question can be answered 
and the proper response, THE CAR PROCEEDING WEST, is 
g iven. 

V. Concluding Remarks 

We have described techniques for semantic model­
ing in a deductive question-answering system. The 
system can maintain a d ia log and is able to understand 
s i tua t ions which can be expressed as a series of 
sequential t ime-frames. The system has the a b i l i t y to 
f i l l - i n informat ion which corresponds roughly to those 
assumptions that might normally be made by a person. 
The system can ask spec i f i c re levant questions of the 
user because it knows which subgoal f a i l ed for insuf ­
f i c i e n t in format ion. I t can give reasons for answers 
based upon the tags l e f t by successful ly using the 
laws. The spec ia l i s ts can set up re l a t i ve scenes, 
f i l l in deta i led assumptions about s i t ua t i ons , and set 
up scene modi f ie rs . 
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