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A b s t r a c t : Th is paper descr ibes the 
o p e r a t i o n of an augmented r e c u r s i v e 
t r a n s i t i o n network parser and demon­
s t r a t e s the n a t u r a l way in which percep­
t u a l s t r a t e g i e s , based on the r e s u l t s o f 
p s y c h o l i n g u i s t i c e x p e r i m e n t a t i o n , can be 
represen ted i n the t r a n s i t i o n network 
grammat ica l n o t a t i o n . Severa l i l l u s ­
t r a t i v e networks are g i v e n , and i t i s 
argued t h a t such grammars are e m p i r i c a l l y 
j u s t i f i e d and concep tua l l y p r o d u c t i v e 
models of the p s y c h o l o g i c a l processes of 
sentence comprehension. 

I . In t roduc t ion 

Dur ing the past year a major 
research e f f o r t has been conducted to 
exp lo re and r e f i n e the p r o p e r t i e s o f an 
augmented r e c u r s i v e t r a n s i t i o n network 
pa rse r (26 , 27) and to develop a l a r g e -
sca le E n g l i s h grammar f o r the system. i 

Al though our pr imary goa l has been to 
c o n s t r u c t a power fu l and p r a c t i c a l 
n a t u r a l language processor f o r a r t i f i c i a l 
i n t e l l i g e n c e and i n f o r m a t i o n r e t r i e v a l 
a p p l i c a t i o n s , 2 we have a l so i n v e s t i g a t e d 
the correspondence between the sentence 
p rocess ing c h a r a c t e r i s t i c s o f the parser 
and those of human speakers , as revea led 
by p s y c h o l o g i c a l e x p e r i m e n t a t i o n , obser ­
v a t i o n , and i n t u i t i o n . We have found 
t h a t the grammat ica l fo rma l i sm o f the 
t r a n s i t i o n network is a convenient and 
n a t u r a l n o t a t i o n a l system f o r f a b r i c a t i n g 
p s y c h o l o g i c a l models o f s y n t a c t i c 
a n a l y s i s . In the present paper we des­
c r i b e some of the p s y c h o l o g i c a l l y 
appea l i ng p r o p e r t i e s o f the parser and 
i l l u s t r a t e how p s y c h o l i n g u i s t i c e x p e r i ­
menta l r e s u l t s can be mapped i n t o s imple 
t r a n s i t i o n network models. We suggest 
t h a t b u i l d i n g and t e s t i n g such models 
can lead to a b e t t e r unders tand ing of 
l i n g u i s t i c per formance. 

I t should be c l e a r from the ou tse t 
t h a t we are not p ropos ing a t r a n s i t i o n 
network model as a complete and 
s u f f i c i e n t r e p r e s e n t a t i o n o f a l l aspects 
o f language behav io r . Rather , t r a n s i ­
t i o n network models aim on ly a t s i m u l a ­
t i n g the s y n t a c t i c a n a l y s i s component o f 
per formance: g i ven an i npu t s t r i n g 
w r i t t e n i n s tandard o r t hog raphy , they 

at tempt t o d i scove r the s y n t a c t i c r e l a ­
t i o n s h i p s h o l d i n g between c o n s t i t u e n t s . 
We ignore the myr iad problems of phone t i c 
decoding and segmentat ion and semantic 
and c o g n i t i v e i n t e r p r e t a t i o n , as w e l l as 
a l l the p s y c h o l i n g u i s t i c and m o t i v a t i o n a l 
comp lex i t i e s o f speech p r o d u c t i o n . I t i s 
i n t h i s l i m i t e d sense t h a t we r e f e r t o 
t r a n s i t i o n network grammars as sentence 
comprehension or p e r c e p t u a l models. Of 
course , we expect t h a t more complete f o r ­
m a l i z a t i o n s o f language behav io r w i l l 
i n c o r p o r a t e such independent ly developed 
s y n t a c t i c a n a l y s i s models. 

In s e c t i o n I I o f t h i s paper we ske tch 
the l i n g u i s t i c and p s y c h o l i n g u i s t i c back­
ground o f our r esea rch . Sec t ion I I I 
descr ibes the o r g a n i z a t i o n and o p e r a t i o n 
o f the t r a n s i t i o n network parser and 
d e p i c t s the grammat ica l n o t a t i o n , and 
s e c t i o n IV shows the r e p r e s e n t a t i o n in 
t h i s n o t a t i o n o f pe r cep tua l s t r a t e g i e s 
induced from p s y c h o l i n g u i s t i c d a t a . I n 
s e c t i o n V we d iscuss the f r u i t f u l n e s s of 
t h i s model ing approach, I n d i c a t i n g some 
conceptua l Issues t h a t are c l a r i f i e d and 
some e m p i r i c a l p r e d i c t i o n s t h a t a r i s e 
from t r a n s i t i o n network f o r m u l a t i o n s . 

I I . T r a n s f o r m a t i o n a l Grammar and 
P s y c h o l i n g u i s t l c s 

The process by which a n a t i v e speaker 
comprehends and produces meaningfu l sen­
tences in h i s language is ext remely com­
p lex and, w i t h our p resent body of psy­
c h o l i n g u i s t i c theory and d a t a , i s under­
stood on ly s l i g h t l y . Th is shor tcoming o f 
p s y c h o l i n g u i s t i c s e x i s t s desp i t e the f a c t 
t h a t advances i n l i n g u i s t i c theory over 
the l a s t decade have p rov ided a number of 
c r u c i a l I n s i g h t s i n t o the fo rma l s t r u c ­
t u r e o f language and l i n g u i s t i c p e r f o r ­
mance. To p lace augmented r e c u r s i v e 
t r a n s i t i o n network grammars in the con­
t e x t o f p rev ious r e s e a r c h , we b r i e f l y 
survey some r e l e v a n t r e s u l t s o f l i n g u i s ­
t i c s and p s y c h o l i n g u i s t i c s . 

A t r a n s f o r m a t i o n a l grammar f o r a 
g i ven language L f o r m a l l y d e f i n e s the 
n o t i o n sentence of L by d e s c r i b i n g a 
mechanical procedure f o r enumerat ing a l l 
and only the w e l l - f o r m e d sentences of L. 
Wi th each sentence i t a l so assoc ia tes a 
s t r u c t u r a l d e s c r i p t i o n which p rov ides a 
fo rma l account o f the n a t i v e speaker ' s 
competence, the l i n g u i s t i c knowledge 
which u n d e r l i e s h i s a b i l i t y to make 
Judgments about the bas ic grammat ica l 
r e l a t i o n s ( e . g . , s u b j e c t , p r e d i c a t e , 
o b j e c t ) and about such s e n t e n t i a l 
p r o p e r t i e s as r e l a t i v e g r a m m a t i c a l i t y , 
a m b i g u i t y , and synonymy. At present 
t h e r e is no c l e a r agreement among l i n -
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g u l s t s about the d e t a i l e d f e a t u r e s r e ­
qu i red f o r an adequate grammar, but c e r ­
t a i n p r i n c i p l e s o f grammar o r g a n i z a t i o n 
are almost u n i v e r s a l l y accep ted : the 
s t r u c t u r a l d e s c r i p t i o n f u r n i s h e d f o r a 
sentence by the grammar must c o n s i s t of 
(a t l e a s t ) two l e v e l s o f s y n t a c t i c r e p r e ­
s e n t a t i o n (P-markers) — a deep s t r u c t u r e 
and a sur face s t r u c t u r e — toge the r w i t h 
a s p e c i f i c a t i o n of an ordered sequence of 
t r a n s f o r m a t i o n s which maps the deep 
s t r u c t u r e o f a sentence i n t o a p p r o p r i a t e 
sur face s t r u c t u r e s . 

T r a n s f o r m a t i o n a l t h e o r i s t s m a i n t a i n 
t h a t t h e i r f o rma l model i s not in tended 
to g ive an accura te account o f t he psycho­
l o g i c a l processes i n v o l v e d when a human 
being uses language, e i t h e r speaking or 
comprehending. Any c o r r e l a t i o n s observed 
between a c t u a l behav ior c h a r a c t e r i s t i c s 
and t r a n s f o r m a t i o n a l grammars are a c c i ­
d e n t a l , s i g n i f y i n g merely the f a c t t h a t 
p s y c h o l o g i c a l and l i n g u i s t i c data are 
both ob ta ined from the same c lass of na­
t i v e speakers (but Chomsky (6) weakens 
t h i s a s s e r t i o n somewhat when he argues 
t h a t a c q u i s i t i o n data might have a bear­
i n g on the e v a l u a t i o n me t r i c se lec ted f o r 
grammars). L i n g u i s t s have been very ca re ­
f u l t o d i s t i n g u i s h the speaker ' s compe­
tence , which t r a n s f o r m a t i o n a l grammars 
a t tempt to model , f rom h i s per formance, 
the manner in which he u t i l i z e s h i s know­
ledge in p rocess ing sentences ( 6 , 10, 19 ) . 
Thus a t r a n s f o r m a t i o n a l grammar might be 
a l lowed to generate sentences which are 
v i r t u a l l y imposs ib le f o r a speaker to 
dea l w i t h . Most c u r r e n t grammars w i l l 
generate [ 5 a ] , a s s i g n i n g i t the same sub­
j e c t - v e r b - o b j e c t r e l a t i o n s as are appar­
ent i n [ 5 b ] : 

[ 5 ] a . The man the g i r l the ca t the 
dog b i t sc ra tched loved a te 
i c e cream. 

b. The dog b i t the cat t h a t 
sc ra tched the g i r l who loved 
the man who a te i c e cream. 
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cation of the speaker's competence and has 
nothing to say about psychological func­
t ioning. 

Despite these disclaimers, psycho­
l inguists have been intrigued by trans­
formational theory because it provides 
the most int r icate and compelling expl i ­
cation to date of a large number of basic 
l inguist ic in tu i t ions. Many experiments 
have been conducted to test the hypothesis 
that transformational operations w i l l have 
d i rect , observable reflexes in psycholo­
gical processing; Fodor and Garrett (8) 
and Bever (1) present useful reviews of 
this l i te ra ture . A major concern of these 
studies has been to determine whether the 
perceptual complexity of sentences (the 
d i f f i cu l t y of comprehending and respon­
ding to them) is direct ly correlated 
with derivational complexity (e .g. , the 
number of transformations required to 
generate them). Fodor and Garrett (8) 
examine this "derivational theory of 
complexity" in detai l and conclude that 
the available psycholinguistic data do 
not offer much support for it and that 
the connection, if there is one, between 
transformational grammar and perception 
is not very direct at a l l . 

Although psycholinguists have v i r ­
tual ly abandoned their attempts to f ind 
perceptual reflexes of specific grammati­
cal features, several studies have been 
successful in corroborating the psycho­
logical real i ty of the deep structure-
surface structure d is t inc t ion. MacKay 
and Bever (15) found that subjects respond 
di f ferent ly to deep structure and surface 
structure ambiguities; Wanner (25) showed 
that the number of deep structure S-nodes 
underlying a sentence has a direct i n f l u ­
ence on the ease of prompted recal l from 
long-term memory; and Bever (1) has re in­
terpreted the results of the cl ick exper­
iments (7) as demonstrating that deep-
structure S-nodes affect the surface seg­
mentation of a stimulus sentence. These 
experiments suggest that an adequate model 
of sentence comprehension must incorporate 
some mechanism for recovering a deep-
structure-l ike representation of a given 
stimulus word s t r ing. This representation 
should exp l ic i t l y denote at least such 
basic grammatical relationships as actor, 
verb, and object. More extensive empiri­
cal work should indicate whether deep 
structure must be even more abstract than 
th is . 

There are several other requirements 
for adequacy that we may impose on poten­
t i a l models of sentence comprehension, 
based on some common observations about 

Very few native speakers would in tu i t 
that [5a] is grammatical, yet to prevent 
i t s generation, either the grammar must 
be greatly complicated or other sentences 
which native speakers do accept must be 
marked ungrammatical. Linguists resolve 
this dilemma and preserve the simplicity 
and generality of their grammars by claim­
ing that native English speakers do have 
the basic knowledge to process [5a], 
which is therefore grammatical; speakers 
have trouble with it because their per­
ceptual mechanisms do not provide the 
memory space and/or computational rou­
tines required to process i t . A trans­
formational grammar is a formal spec i f i -
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our sentence processing ab i l i t i es : 

(a) A perceptual model must process 
strings in essentially temporal or 
linear order, for this is the order 
in which sentences are encountered 
in conversation and reading. 

(b) It must process strings and provide 
appropriate analyses in an amount of 
time proportional to that required 
by human speakers. For example, 
since perceptual d i f f i cu l t y does 
not rapidly increase as the length 
of the sentence increases, the amount 
of time required by the model should 
be at most a slowly increasing 
function of sentence length. 

(c) The model should d i scove r anomalies 
and a m b i g u i t i e s where r e a l speakers 
d i scove r them, and f o r ambiguous 
sentences the model should r e t u r n 
analyses in the same order as 
speakers do. 

Whereas t he re are many wel l -known 
r e c o g n i t i o n procedures f o r programming 
languages and o ther r e l a t i v e l y s imple 
a r t i f i c i a l languages, on ly a few a l g o ­
r i t hms have been proposed which aim at 
" t r a n s f o r m a t i o n a l " r e c o g n i t i o n , t h a t i s , 
which at tempt to develop app rop r i a t e deep 
s t r u c t u r e s from n a t u r a l language sur face 
s t r i n g s . Some of these a l go r i t hms (17 , 
20, 28) i n c o r p o r a t e more or l ess d i r e c t l y 
a l i n g u i s t i c a l l y mot i va ted t r a n s f o r m a ­
t i o n a l grammar, i n l i g h t o f the e m p i r i c a l 
shortcomings o f the d e r i v a t i o n a l theory 
o f c o m p l e x i t y , i t i s not s u r p r i s i n g t h a t 
these p roposa ls are inadequate pe rcep tua l 
models. A deep s t r u c t u r e recovery 
s t r a t e g y suggested by Kuno (14) operates 
independent ly of a t r a n s f o r m a t i o n a l 
grammar and o f f e r s more p s y c h o l o g i c a l 
r e l e v a n c e , but i t too has fo rma l l i m i t a ­
t i o n s ( 1 3 ) . A procedure and grammat ica l 
n o t a t i o n r e c e n t l y desc r ibed by Kaplan 
( 1 1 ) , based on an a l g o r i t h m by Kay ( 1 2 ) , 
appear to meet many of the fo rma l and 
p r a c t i c a l requ i rements f o r deep s t r u c t u r e 
r e c o v e r y , but a t present not enough is 
known about i t s o p e r a t i n g c h a r a c t e r i s t i c s 
to assess i t s adequacy as a fo rma l i sm f o r 
pe r cep tua l models. Augmented r e c u r s i v e 
t r a n s i t i o n network grammars, to which we 
now t u r n , can s a t i s f y (a) - ( c ) , have 
o the r d e s i r a b l e p s y c h o l o g i c a l and fo rma l 
p r o p e r t i e s , and have the a d d i t i o n a l 
advantage o f be ing p r a c t i c a l and e f f i ­
c i e n t . 

I l l . The Augmented Recurs ive T r a n s i t i o n 
Network 

The idea of a t r a n s i t i o n network 
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p a r s i n g procedure f o r n a t u r a l language 
was o r i g i n a l l y suggested by T h o m e , 
B r a t l e y , and Dewar (23) and was subse­
quen t l y r e f i n e d in an imp lementa t ion by 
Bobrow and Fraser ( 3 ) . Woods (26 , 27) 
has a lso presented a t r a n s i t i o n network 
pa r s i ng system which is more genera l 
than e i t h e r the Thorne e t a l . o r Bobrow-
Fraser systems. The d i s c u s s i o n below is 
based on the Woods v e r s i o n . Since a 
d e t a i l e d d e s c r i p t i o n i s a l ready a v a i l a b l e 
we present here on ly a b r i e f o u t l i n e of 
the grammat ica l fo rma l ism and then focus 
on the manner in which t h i s fo rma l i sm 
can be used to express p e r c e p t u a l and 
l i n g u i s t i c r e g u l a r i t i e s . 

At the hear t of the augmented r e c u r ­
s i v e t r a n s i t i o n network i s a f a m i l i a r 
f i n i t e - s t a t e grammar (5 ) c o n s i s t i n g o f 
a f i n i t e set of nodes ( s t a t e s ) connected 
by l a b e l l e d d i r e c t e d a r c s . An arc 
rep resen ts an a l l owab le t r a n s i t i o n from 
the s t a t e a t i t s t a i l t o the s t a t e a t 
i t s heau, the l a b e l i n d i c a t i n g the i n p u t 
symbol which must be found in o rder f o r 
the t r a n s i t i o n to occur . An i npu t 
s t r i n g is accepted by the grammar i f 
t he re is a pa th o f t r a n s i t i o n s which 
correspond to the sequence of symbols in 
the s t r i n g and which lead from a s p e c i ­
f i e d i n i t i a l s t a t e to one o f a set o f 
s p e c i f i e d f i n a l s t a t e s . F i n i t e s t a t e 
grammars are a t t r a c t i v e from the percep­
t u a l p o i n t o f view because they process 
s t r i n g s s t r i c t l y from l e f t t o r i g h t , but 
they have wel l -known inadequacies as 
models f o r n a t u r a l languages ( 4 ) . For 
example, they have no machinery f o r 
express ing statements about h i e r a r c h i c a l 
s t r u c t u r e . 

Th is p a r t i c u l a r weakness can be 
e l i m i n a t e d by adding a r e c u r s i v e c o n t r o l 
mechanism to the basic s t r a t e g y , as 
f o l l o w s : a l l s t a t e s are g iven names 
which are then a l lowed as l a b e l s on arcs 
i n a d d i t i o n t o the normal i npu t -symbo l 
l a b e l s . When an arc w i t h a state-name 
is encounte red , the name of the s t a t e at 
the head of the arc is pushed (saved on 
the top of a push-down s t o r e ) , and 
a n a l y s i s o f the remainder o f the i npu t 
s t r i n g cont inues at the s t a t e named on 
the a r c . When a f i n a l s t a t e is reached 
in t h i s new p a r t of the grammar, a pop 
occurs ( c o n t r o l i s r e t u rned t o the s t a t e 
removed f rom the top of the push-down 
s t o r e ) . A sentence is sa id to be 
accepted when a f i n a l s t a t e , the end of 
the s t r i n g , and an empty push-down s to re 
are a l l reached at the same t i m e . Note 
t h a t w i t h t h i s e l a b o r a t i o n o f the basic 
f i n i t e - s t a t e mechanism, we have produced 
a fo rma l i sm t h a t can e a s i l y descr ibe 
c o n t e x t - f r e e languages as w e l l as r e g u l a r 
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languages w i t h unbounded coo rd ina te 
s t r u c t u r e s . The s t r u c t u r a l d e s c r i p t i o n 
p rov ided f o r a sentence by t h i s procedure 
i s s imply the h i s t o r y o f t r a n s i t i o n s , 
pushes, and pops r e q u i r e d to get th rough 
the s t r i n g . 

However, the f i n i t e - s t a t e t r a n s i t i o n 
network w i t h r e c u r s i o n cannot desc r ibe 
c r o s s - s e r i a l dependencies, s o i t i s s t i l l 
inadequate f o r n a t u r a l languages ( 2 1 ) . 
The necessary a d d i t i o n a l power is ob ta ined 
by p e r m i t t i n g a sequence of a c t i o n s and a 
c o n d i t i o n to be s p e c i f i e d on each a r c . 
The ac t i ons p rov ide a f a c i l i t y f o r e x p l i ­
c i t l y b u i l d i n g and naming t r e e s t r u c t u r e s . 
The names, c a l l e d r e g i s t e r s , f u n c t i o n 
much l i k e symbol ic v a r i a b l e s in program­
ming languages: they can be used in 
l a t e r a c t i o n s , perhaps on subsequent arcs, 
t o r e f e r t o t h e i r assoc ia ted s t r u c t u r e s . 
A r e g i s t e r i s sa id to c o n t a i n the s t r u c ­
t u r e i t names, and the a c t i o n s determine 
a d d i t i o n s and changes to the con ten ts of 
r e g i s t e r s i n terms o f the cu r ren t i npu t 
symbol , the p rev ious conten ts o f r e g i s ­
t e r s , and the r e s u l t s o f l o w e r - l e v e l 
computat ions (pushes) . Th is means t h a t 
as c o n s t i t u e n t s of a sentence are i d e n ­
t i f i e d , they can be he ld in r e g i s t e r s 
u n t i l they are combined i n t o l a r g e r con­
s t i t u e n t s i n o the r r e g i s t e r s . I n t h i s 
way deep s t r u c t u r a l d e s c r i p t i o n s can be 
fash ioned i n r e g i s t e r s e s s e n t i a l l y i n d e ­
pendent ly o f the a n a l y s i s paths th rough 
the t r a n s i t i o n network . 

Cond i t i ons f u r n i s h more s e n s i t i v e 
c o n t r o l s on the a d m i s s i b i l i t y o f t r a n s i ­
t i o n s . A c o n d i t i o n is a Boolean combi­
n a t i o n o f p r e d i c a t e s I n v o l v i n g the c u r ­
r e n t Input symbol and r e g i s t e r c o n t e n t s . 
An arc cannot be taken i f i t s c o n d i t i o n 
eva lua tes to f a l s e (symbol ized by N I L ) , 
even though the c u r r e n t i npu t symbol 
s a t i s f i e s the arc l a b e l . Th is means 
f i r s t , t ha t more e l abo ra te r e s t r i c t i o n s 
can be imposed on the cu r ren t symbol 
than those conveyed by the arc l a b e l , 
and second, t h a t i n f o r m a t i o n about 
p rev ious s t a t e s and s t r u c t u r e s can be 
passed a long in the network to determine 
f u t u r e t r a n s i t i o n s . Th is makes i t pos­
s i b l e f o r s i m i l a r sec t i ons o f separate 
a n a l y s i s paths to be merged f o r awh i le 
and then separated aga in — a power fu l 
techn ique f o r e l i m i n a t i n g redundancies 
and s i m p l i f y i n g grammars. The c o n d i t i o n 
p red i ca tes and the arc a c t i o n s can be 
a r b i t r a r y f u n c t i o n s i n LISP n o t a t i o n , 
a l though we have developed a smal l set 
o f p r i m i t i v e o p e r a t i o n s , desc r ibed below 
and in (26 , 2 7 ) , which seem adequate 
f o r most s i t u a t i o n s . I n these p r i m i t i v e 
a c t i o n s and p r e d i c a t e s , atomic arguments 
denote r e g i s t e r s ; p a r e n t h e t i c express ions 
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are forms to be evaluated. 

In order to be able to refer to the 
current input symbol in conditions or 
actions, a special register, named *, 
has been provided. More properly, this 
register always contains the constituent 
that enabled the t rans i t ion; usually 
this is the input symbol, but for 
actions on a push arc (which are usually 
executed after the return from the lower 
leve l ) , * contains the structural des­
cr ipt ion of the phrase ident i f ied In the 
lower computation. This phrase is de­
termined when a special type of arc, a 
pop arc, is taken from a f ina l state at 
the lower level ( f ina l states are dis­
tinguished by the existence of pop arcs). 

The recursive transi t ion network, 
with a l l of these additions, Is called 
an augmented recursive transit ion net­
work; it is easy to show that it has 
the generative power of a Turing machine. 
To demonstrate more concretely how the 
transi t ion network works, we give a sim­
ple example. Figure 1 shows a transi t ion 
network grammar that w i l l recover deep 
structures for simple transi t ive and i n ­
transi t ive sentences, such as [6] and 
[ 7 ] : 

[6] The man kicked the ba l l . 

[7] The bal l f e l l . 

The top of the figure shows the organi­
zation of paths in the network. States 
are represented by circles with the 
state name inside. The state-names are 
purely mnemonic, serving to indicate the 
constituent being analyzed (to the le f t 
of the slash) and how much of that con­
stituent has been ident i f ied so far. 
Each arc specifies what w i l l allow the 
transit ion and has a number denoting 
the condition and actions in the table 
below. We mentioned above three kinds 
of arcs: ordinary input symbol arcs, 
push arcs, and pop arcs. To distinguish 
these arcs from each other and from 
other arc types, each arc has an expl ic i t 
type-indicator. Thus, PUSH NP/ specifies 
that arc 1 is a push arc and that control 
is to pass to state NP/. POP (SBUILD) 
indicates that arc 5 Is a pop arc, and 
the structure to be popped (that i s , 
placed in * at the next higher level) 
is the value of the function SBUILD. 
Figure 1 includes two new types: a CAT 
arc (arc 2) does not require a specific 
input symbol, but requires that the word 
be marked in the dictionary as belonging 
to the specified lexical category. A 
JUMP arc (arc 4) is a very special arc 
that allows a transi t ion in the grammar, 
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Figure 1: A Simple Transition Network Grammar 
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w i t h p o s s i b l e a c t i o n s , w i t h o u t advancing 
the i npu t s t r i n g — i t i s u s e f u l f o r by­
pass ing o p t i o n a l grammar e lements . 

Th is s t r u c t u r e i s r e t u r n e d i n the r e g i s 
t e r * on arc 1, where the a c t i o n (SETR 
SUBJ * ) p laces i t i n the r e g i s t e r SUBJ. 
We move on to s t a t e S/SUBJ, l o o k i n g at 
the word k i c k . 

K ick s a t i s f i e s the l a b e l on arc 2 , 
so the c o n d i t i o n i s e v a l u a t e d , check ing 
the i n f l e c t i o n a l f e a t u r e s i n the d i c ­
t i o n a r y en t r y f o r k i c k . The p r e d i c a t e 
(GETF TNS) v e r i f i e s t h a t the verb is a 
tensed form (as opposed to a p a r t i c i p l e ) , 
and SVAGR a s c e r t a i n s t h a t the pe rson-
number code of the verb agrees w i t h the 
noun-phrase s to red in the r e g i s t e r SUBJ. 
Since the c o n d i t i o n i s t r u e , the t r a n s i ­
t i o n i s p e r m i t t e d and the a c t i o n i s 
execu ted , s e t t i n g the r e g i s t e r TNS to 
the va lue o f the f e a t u r e TNS ( i n t h i s 
case i t would be PAST) and sav ing the 
verb in V. At s t a t e VP/V, we have a 
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Figure 3: Trace of an Ana l ys i s 

Sentence: The man k icked the b a l l . 

STRING = (THE MAN KICKED ThE BALL) 
ENTERING STATE S/ 
ABOUT TO PUSH 

ENTERING STATE NP/ 
TAKING CAT DET ARC 

STRING = (MAN KICKED THE BALL) 
ENTERING STATE NP/DET 
TAKING CAT N ARC 

STRING = (KICKED THE BALL) 
ENTERING STATE NP/N 
ABOUT TO POP 

ENTERING STATE S/SUBJ 
TAKING CAT V ARC 

STRING - (THE BALL) 
ENTERING STATE VP/V 
STORING ALTARC ALTERNATIVE 76869a 

ABOUT TO PUSH 
ENTERING STATE NP/ 
TAKING CAT DET ARC 

STRING = (BALL) 
ENTERING STATE NP/DET 
TAKING CAT N ARC 

STRING - NIL 
ENTERING STATE NP/N 
ABOUT TO POP 

ENTERING STATE S/VP 
ABOUT TO POP 
SUCCESS 
10 ARCS ATTEMPTED 
195 CONSESb 
1.8869999 SECONDSc 

PARSINGS:d 

S NP DET THE 
N MAN 

AUX TNS PAST 
VP V KICK 

NP DET THE 
N BALL 

a. The alternative analysis path 
start ing with arc 4 is saved. 

b. Number of memory words used. 

c. Processing time required. 

d. The recovered deep structure. 

Let us trace the analysis of sentence 
[6] using this grammar (Figure 3 shows 
the trace as it is printed out by the 
program). The start ing state i s , by 
convention, the state labelled S/. The 
only arc leaving S/ is a push for a 
noun-phrase, so without advancing the 
input s t r ing, we switch to NP/. Since 
the, the current input symbol, is in 
the category DET and since the condition 
for arc 6 is t r i v i a l l y t rue, we can take 
arc 6, executing the action (SETR DET *). 
SETR is a primit ive action that places 
the structure specified by i t s second 
argument ( in this case, the current input 
word, denoted by *) in the register named 
by i t s f i r s t argument (DET). Thus after 
following arc 6, the register DET contains 
the, and we continue processing at state 
NP/DET, looking at the word man. We are 
permitted to take arc 7, saving man in 
the register N, and arrive at the f ina l 
state NP/N. We take the POP arc, which 
defines the phrase to be returned. 
BUILDQ Is a primit ive action that takes 
as i t s f i r s t argument a tree fragment 
with some nodes denoted by the symbol +. 
These nodes are replaced by the contents 
of the registers specified as the remain­
ing arguments, in le f t - to - r igh t order. 
Thus the value returned by arc 8 w i l l be 
the structure (NP (DET the)(N man)), 
which is a labelled bracketing corres­
ponding to the tree (8): 
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choice of two a r c s . Are j is a push f o r 
an ob jec t noun-phrase, which we can take 
s ince (TRANS V) i s t r u e , t h a t i s , s ince 
the verb i n V ( k i l l s ) i s marked t r a n s i ­
t i v e in the d i c t i o n a r y . We execute the 
push, i d e n t i f y the noun-phrase the b a l l , 
and save i t in the r e g i s t e r 0BJ. At S/VP 
we pop the va lue of SBU1LD, a f u n c t i o n 
which a p p l i e s a compl ica ted BUILDQ to the 
r e g i s t e r s SUBJ, TNS, V, OBJ, b u i l d i n g 
the t r e e [ 9 ] . No t i ce t h a t a t t h i s p o i n t 
we have exhausted the i npu t s t r i n g , 
achieved a f i n a l s t a t e , and emptied the 
push-down s tack . Thus the sentence [6J 
is accepted by the grammar, and i t s deep 
s t r u c t u r e i s the s t r u c t u r e re tu rned by 
the f i n a l POP. 

Sentence [ 7 ] is processed in the same 
way, except t h a t arc 4 is taken i ns tead 
o f arc 3 , s ince f e l l i s marked i n t r a n s i ­
t i v e . Hence, the r e s u l t i n g s t r u c t u r e 
does not have the o b j e c t NP node. 

For these two examples and, i ndeed , 
f o r a l l sentences i n the language o f 
t h i s grammar, the s t r u c t u r e r e tu rned by 
the f i n a l POP d i r e c t l y r e f l e c t s the 
h i s t o r y o f the a n a l y s i s - - the sur face 
s t r u c t u r e — but t h i s need not be the 
case. As a second i l l u s t r a t i o n , we 
extend the grammar to dea l w i t h pass ive 
sentences, such as [ 1 0 J : 

[ 10 ] The b a l l was k i cked by the man. 

We must add one new s t a t e , S/BY, a new 
arc to s t a t e VP/V and two new arcs to 
s t a t e S/VP. In a d d i t i o n , we must change 
the c o n d i t i o n s on arcs 4 and 5. F igure 
2 shows the new grammar, w i t h new arcs 
in bo ld face and w i t h on ly new and changed 
c o n d i t i o n s and a c t i o n s . For sentence 
[10 ] the new grammar works as f o l l o w s : 
the b a l l Is recogn ized as a noun-phrase 
and p laced in SUBJ. Was passes the 
c o n d i t i o n on arc 2, so PAST Is s t o red in 
TNS and be is p laced in V (as p a r t of the 
category check ing o p e r a t i o n , the i n f l e c t e d 
form was is rep laced in * by i t s r o o t ) . 
At t h i s p o i n t in the sentence, we do not 
know if be is a pass ive marker or a main 
verb as IE [ 1 1 ] . 

We make the assumption t h a t it is a main 
v e r b , w i t h the unders tand ing t h a t l a t e r 
I n f o r m a t i o n might cause us to change our 
minds and p o s s i b l y rear range the s t r u c ­
t u r e we have b u i l t . At s t a t e VP/V we 
f i n d t h a t we have indeed made a m is take . 
We f i r s t at tempt the arc 9 t r a n s i t i o n . 
We are l o o k i n g at k i c k e d , the past p a r ­
t i c i p l e of a p a s s i v i z a b l e v e r b , and be 
is in V, so we can make the t r a n s i t i o n : 
the contents of SUBJ ( the b a l l ) are 
moved to OBJ and SUBJ is emptied (a 
r e g i s t e r c o n t a i n i n g NIL i s cons idered 
v o i d ) . Then k i c k rep laces be in V, and 
we r e - e n t e r s t a t e VP/V, l o o k i n g at the 
word by. 

By is not a v e r b , so arc 9 is d i s ­
a l l owed . K ick is t r a n s i t i v e , so we t r y 
pushing f o r a noun-phrase, but s ince by 
is not a d e t e r m i n e r , the push is unsuc­
c e s s f u l . Arc 4 has been mod i f i ed so 
t h a t I t can be taken i f the verb I s 
t r a n s i t i v e but the o b j e c t r e g i s t e r has 
a l ready been f i l l e d ( the p r e d i c a t e FULLR 
i s t r u e Jus t i n case the i n d i c a t e d r e g i s ­
t e r is non-empty) , and we can t h e r e f o r e 
JUMP to S/VP. 

[ 1 1 ] The b a l l was a sphere. 

At S/VP we cannot take arc 5 because 
we have no s u b j e c t , so we t r y arc 10, a 
WRD a r c . Th is arc type corresponds to 
the o r i g i n a l f i n i t e - s t a t e grammar a r c -
l a b e l , a symbol which must l i t e r a l l y 
match an input word. Arc 10 s p e c i f i e s 
WRD BY and matches the cu r ren t word , so 
the t r a n s i t i o n i s a l lowed (NULLR is t r u e 
when FULLR is N I L ) . At t h i s p o i n t in 
the sentence, the only way we cou ld not 
have a sub jec t is i f we had f o l l owed the 
pass ive l o o p . We t h e r e f o r e look f o r the 
deep sub jec t of the sentence in a by-
phrase : we take arc 1 1 , put the man 
in SUBJ, and r e t u r n to S/VP, from which 
we pop. The r e s u l t i n g s t r u c t u r e is 
I d e n t i c a l to [ 9 ] - - we have undone the 
pass ive t r a n s f o r m a t i o n . I f the agent 
phrase had been omi t t ed in L10 ] , we 
would have taken arc 12 i ns tead of the 
path th rough S/BY. Arc 12 is a JUMP 
t h a t i n s e r t s the pronoun someone in SUBJ 
j u s t in case the re is no o ther way to 
get a s u b j e c t . 

These s imple examples have i l l u s ­
t r a t e d the n o t a t i o n and u n d e r l y i n g 
o r g a n i z a t i o n o f the augmented r e c u r s i v e 
t r a n s i t i o n network . They have a lso 
demonstrated t h a t t r a n s i t i o n network 
grammars can per form such t r ans fo rma­
t i o n a l ope ra t i ons as movement, d e l e t i o n , 
and i n s e r t i o n in a s t r a i g h t f o r w a r d manner. 
We are now ready to examine the way in 
which t r a n s i t i o n network grammars can 
model performance d a t a . 
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IV . The F o r m a l i z a t i o n of Perceptua l 
S t r a t e g i e s 

Bever (1) has surveyed the r e s u l t s 
of many p s y c h o l i n g u i s t i c exper iments and 
has i n f e r r e d from the data t h a t human 
beings use a sma l l number of pe rcep tua l 
s t r a t e g i e s in p rocess ing sentences. Some 
of these are c o r o l l a r i e s of more genera l 
c o g n i t i v e s t r a t e g i e s and have observable 
r e f l e x e s i n o ther areas o f p e r c e p t i o n , 
wh i l e o the rs are p e c u l i a r to language 
per formance. As a s e t , these s t r a t e g i e s 
account i n p a r t f o r the r e l a t i v e percep­
t u a l complex i ty of sentences and f o r some 
o f the p a t t e r n s o f observed pe rcep tua l 
e r r o r s . In t h i s s e c t i o n , we show how 
these s t r a t e g i e s can be n a t u r a l l y r e p r e ­
sented in t r a n s i t i o n network grammars. 

The dependent v a r i a b l e in a m a j o r i t y 
of p s y c h o l i n g u i s t i c s t ud ies has been the 
d i f f i c u l t y sub jec t s exper ience i n p roces ­
s i n g sentences, as i n d i c a t e d f o r example 
by response l a t e n c i e s , r e c a l l e r r o r s , 
and the impact of va r i ous d i s tu rbances on 
c o m p r e h e n s i b i l i t y . Thus the u l t i m a t e 
v a l i d a t i o n o f t r a n s i t i o n network models 
w i l l depend to a l a rge ex ten t on the 
c o r r e l a t i o n between e x p e r i m e n t a l l y obser ­
ved complex i ty and complex i ty as measured 
i n the t r a n s i t i o n network. There are 
seve ra l ways of d e f i n i n g a complex i t y 
me t r i c on the network. We cou ld count 
the t o t a l number o f t r a n s i t i o n s taken 
in a n a l y z i n g a sentence, the t o t a l num­
ber o f s t r u c t u r e b u i l d i n g a c t i o n s exe­
cuted or even the t o t a l number o f t r e e -
nodes b u i l t by these a c t i o n s . We could 
a l so use the amount of memory space or 
computing t ime r e q u i r e d f o r a sentence in 
a p a r t i c u l a r imp lementa t ion o f the t r a n ­
s i t i o n network parser ( e . g . , the number 
o f conses (memory c e l l s ) or seconds i n ­
d i ca ted in F igure 3 ) . Of coarse , most 
i n t u i t i v e measures o f comp lex i t y are 
h i g h l y i n t e r c o r r e l a t e d and lead to the 
same p r e d i c t i o n s , so our choice can be 
somewhat a r b i t r a r y . We w i l l say t h a t 
the complex i ty o f a sentence is d i r e c t l y 
p r o p o r t i o n a l to the number o f t r a n s i t i o n s 
made or a t tempted d u r i n g the course of 
i t s a n a l y s i s . 

With t h i s d e f i n i t i o n the complex i t y 
of a sentence depends c r u c i a l l y on the 
order in which the network is searched 
f o r a success fu l p a t h , a l t hough i t s 
a c c e p t a b i l i t y by the grammar is indepen­
dent of the sea rch -o rde r . Unless spe­
c i a l mechanisms are i nvoked , the arcs 
l e a v i n g a s t a t e - c i r c l e are t r i e d i n 
c lockwise o r d e r , s t a r t i n g from the t o p . 
Thus in F igure 2 , arc 5 is a t tempted be­
f o r e arcs 10 and 12. I f an at tempted 
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arc turns out to be permitted, then the 
remaining, untried arcs leaving the 
state are held in abeyance on a l i s t of 
al ternatives, and the legal t ransi t ion 
is made. If the path taken is subse­
quently blocked, alternatives are re­
moved from the front of the l i s t and 
t r ied un t i l another legal path is found. 
As a result of this depth-f i rst search, 
an ambiguous sentence w i l l i n i t i a l l y 
provide only one analysis; the other 
analyses are obtained by simulating 
blocked paths after successes. 

A. The Relations Between Clauses 

Since sentences are frequently com­
posed of more than one clause, the native 
speaker must have a strategy for deci­
ding how the component clauses of a sen­
tence are related to each other (e .g . , 
which is the main clause, which are re­
lat ive clauses, and which are subordi­
nate). Bever propounds that "the f i r s t 
N..V..(N) clause... is the main clause, 
unless the verb is marked as subordinate" 
( 1 , Strategy B, p. 294), and points out 
that a sentence is perceptually more 
complicated whenever the f i r s t verb is 
not the main verb, even if it is marked 
as subordinate.3 Thus, sentences with 
preposed subordinate clauses [12b] are, 
according to this hypothesis, re lat ive ly 
more d i f f i c u l t than their normally or­
dered counterparts [12a]: 

[12] a. The dog bi t the cat because 
the food was gone. 

b. Because the food was gone, 
the dog bi t the cat. 
(=Dever's [2^a-b]). 

And in cases where the verb is sub­
ordinate but not marked as such, th is 
strategy can lead to serious perceptual 
errors. Bever reports that subjects had 
much more d i f f i c u l t y understanding sen­
tences l ike [13a], where there is an 
i l lusory main verb and sentence (under­
l ined) , than [13b], even though both 
sentences, being center-embedded, are 
exceedingly d i f f i c u l t : 

[13] a. The editor authors the 
newspaper hired l iked 
laughed. 

b. The editor the authors the 
newspaper hired l iked 
laughed. (=Bever's [27a-b]) 

The modifications to our t ransi t ion 
network shown in Figure 4 can account 
for these facts. We have added two arcs 
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Figure A: Clausal Relationships 
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a t the S l e v e l to look f o r subord ina te 
c l auses , a s imple t r a n s i t i o n sequence 
(not shown) analyzes and b u i l d s the 
a p p r o p r i a t e s t r u c t u r e f o r them. A l s o , we 
have expanded s t a t e s NP/ to a l l o w n u l l 
d e t e r m i n e r s , and NP/N to look f o r r e l a ­
t i v e c lauses . With t h i s grammar, f o u r 
more a r c s , 1, 6, 17, and 7, must be 
at tempted f o r [12b ] than f o r [ 1 2 a ] . For 
[ 1 2 b ] , f i r s t arc 1 i s t r i e d , caus ing a 
push to NP/ where arcs 6, 17, and 7 are 
t r i e d and f a i l . We back up to s t a t e S/ 
and take arc 13, e v e n t u a l l y ending up 
w i t h the a p p r o p r i a t e s t r u c t u r e ( the com­
p l e t e sequence o f a t tempted arcs i s 1 , 6 , 
17, 7, 13, SUBORD/ arcs (not shown), 1, 
6, 7, 8, 2, 9, 3, 6, 7, 8, 14 , 5 ) . Note 
t h a t we must s t i l l a t tempt arc 14, even 
though we know the c o n d i t i o n w i l l f a i l , 
because i t i s ordered be fo re the pop a r c , 
arc 5 . For [ 1 2 a ] , our f i r s t t r y a t arc 1 
takes us s t r a i g h t th rough to arc 14 , 
where we p i c k up the subord ina te c l a u s e , 
cons ider arc 14 a g a i n , and then pop at 
arc 5 (sequence = 1, 6, 7, 8, 2, 9, 3, 6, 
7, 8, 14 , SUBORD/arcs, 14, 5) 

The d i f f e r e n c e between [13a ] and 
[13b] i s e q u a l l y w e l l accounted f o r . Arc 
15 looks f o r a r e l a t i v e c lause on the 
noun-phrase, g i ven t h a t t h e r e i s a r e l a ­
t i v e pronoun f o l l o w i n g the noun. The 
arc has two new a c t i o n s , SENDR and ADDR. 
Reg i s te rs are sub jec t t o the c o n t r o l o f 
the push-down r e c u r s i o n mechanism, so 
t h a t when a push is execu ted , the r e g i s ­
t e r s ' con ten ts a t the upper l e v e l are 
saved on the s tack a long w i t h the a c t i o n s 
to be executed upon r e t u r n , and at en t r y 
t o the l o w e r - l e v e l , the r e g i s t e r s are a l l 
empty. Upon popp ing , the upper l e v e l 
r e g i s t e r s are r e s t o r e d . SENDR is a very 
s p e c i a l a c t i o n : i t can on ly appear on a 
PUSH a r c , and i t i s the on ly a c t i o n 
executed be fo re push ing . I t causes 
s t r u c t u r e s computed a t the upper l e v e l to 
be p laced in r e g i s t e r s a t the lower l e v e l . 
Thus the a c t i o n (SENDR WH (NPBUILD)) 
causes the noun-phrase so f a r i d e n t i f i e d 
to be p laced in the WH r e g i s t e r at s t a t e 
R/, the beg inn ing o f the r e l a t i v e c lause 
network (not shown). Based on the i n t e r ­
na l s t r u c t u r e o f the r e l a t i v e c l a u s e , 
the R/ network decides whether the 
r e l a t i v i z e d noun-phrase in WH is to be 
i n t e r p r e t e d as the sub jec t o r o b j e c t , 
analyzes the c lause u s i n g p a r t s o f the 
S/ and NP/ ne tworks , and r e t u r n s the 
a p p r o p r i a t e s t r u c t u r e . (ADDR REL *) 
causes t h i s s t r u c t u r e to be added on 
the r i g h t o f the p rev ious con ten ts o f 
REL, so t h a t a sequence of r e l a t i v e 
c lauses can be processed by l o o p i n g 
th rough arc 15. 

In [ 1 3 a - b ] , however, t he re i s no 
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r e l a t i v e pronoun, so we cannot take arc 
15. For both sentences, a success fu l an­
a l y s i s r e q u i r e s t h a t we push to s t a t e 
R/NIL (a rc 1 6 ) , the s e c t i o n o f the r e l a ­
t i v e c lause grammar designed to analyze 
r e l a t i v e s w i t h m iss ing r e l a t i v e pronouns. 
But be fo re we get to arc 16, we pop v i a 
arc 8 to s t a t e S/SUBJ. In [ 1 3 a ] , the I n ­
put word a t t h i s p o i n t i s a u t h o r s , a pos­
s i b l e v e r b , so we can take arc 2 to s t a t e 
VP/V. We con t inue on u n t i l we t r y to pop 
at arc 5 w i t hou t hav ing consumed the i n ­
put s t r i n g ( the cu r ren t word i s h i r e d ) , 
and by the t ime we have backed up a l l the 
way to the a p p r o p r i a t e arc 16, we have 
at tempted seventeen arcs e r roneous ly ( se ­
quence=1, 6, 7, 8, 2, 9, 3, 6, 7, 8, 14, 
5, 10, 12, 15, 16, b locked R/NIL a r c s , 
17, 7, 4, 15, 16, R/NIL a r c s , 8, 2, 9, 3, 
6, 17, 7, 4, 14, 5). For [13b], since the 
is not a verb, we are blocked at state 
S/SUBJ, and we arrive at arc 16 having 
only attempted three wrong arcs (sequence 
- 1 , 6, 7, 8, 2, 15, 16, R/NIL arcs, 8, 2, 
9, 3, 6, 17, 7, 4, 14, 5). Inside the 
relat ive clause grammar, the noun phrase 
authors in [13a] requires an extra t rans i ­
t ion at arc 17, so the net difference be­
tween the two sentences is f i f teen arcs, 
not counting the blocked R/NIL arcs in 
[13a], a difference clearly in l ine with 
empirical perceptual complexity. 

We have thus expanded our simple gram­
mar to accept and provide deep structures 
for a variety of constructions. Our gram­
mar has the same formal power to describe 
these structures as a transformational 
grammar, but we have been able to arrange 
the analysis path so that complexity in 
our model corresponds to perceptual com­
plexi ty, as stated by Bever's Strategy B. 
We have taken advantage of the fact that, 
unlike the ordering of transformations, 
the order of arcs can be freely changed, 
radically alter ing the amount of computa­
t ion required for particular sentences, 
without affecting the class of acceptable 
sentences. 

B. Functional Labels 

A major task in sentence comprehen­
sion is the determination of the function­
al relationships of constituents within 
a single clause, of deciding who the sub­
ject i s , what the action I s , etc. Bever 
suggests a simple strategy for assigning 
functional labels based on the l e f t - t o -
right surface order of constituents: "Any 
Noun-Verb-Noun (NVN) sequence within a po­
tent ia l internal [deep structure] unit in 
the surface structure corresponds to 'ac­
tor-action-object '" ( 1 , Strategy D, p.298). 
Bever cites several perceptual studies 
involving sentences for which this stra­
tegy Is misleading, and in a l l cases, 
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these sentences were more d i f f i c u l t to r e ­
spond to than c o n t r o l sentences f o r which 
s t r a t e g y D was a p p r o p r i a t e . 

There is very good evidence t h a t pas­
s i ve sentences are more d i f f i c u l t to p r o ­
cess than cor respond ing a c t i v e s , i n the 
absence of s t rong semantic c o n s t r a i n t s . 
Given s t r a t e g y D, t h i s f o l l o w s from the 
f a c t t h a t the sur face order o f pass ives i s 
o b j e c t - a c t i o n - a c t o r . S i m i l a r l y , p r o g r e s ­
s ives [14a] have been found to be s i g n i f i ­
c a n t l y eas ie r to comprehend than s u p e r f i ­
c i a l l y i d e n t i c a l p a r t i c i p i a l c o n s t r u c t i o n s 
[14b] ( 1 8 ) . 

[ 1 4 ] a . They are f i x i n g benches. 

b. They are pe r fo rm ing monkeys. 
(=Bever 's [ 31 a - b ] ) 

Accord ing to s t r a t e g y D, pe r fo rm ing is 
i n i t i a l l y accepted as the main v e r b , un­
t i l the spur ious d i r e c t ob j ec t monkeys i s 
encountered, 4 a t t h i s p o i n t the l a b e l s 
must be swi tched around. 

Bever exp la ine these p rocess ing d i f ­
f i c u l t i e s i n terms o f the amount o f r e ­
l a b e l i n g t h a t i s r e q u i r e d , g iven t h a t s t r a ­
tegy D can lead to e r r o r s . Th is t r a n s l a t e s 
i n t o the p r o p o s i t i o n t h a t r e l a t i v e com­
p l e x i t y is measured by the degree to which 
c o n s t i t u e n t s are s h i f t e d i n r e g i s t e r s , 
s ince ass ign ing a c o n s t i t u e n t to a r e g i s ­
t e r i s the t r a n s i t i o n network analog o f 
f u n c t i o n a l l a b e l i n g . Indeed, F igure 2 
shows t h a t SUBJ is rese t t w i c e more f o r 
pass ives than f o r a c t i v e s , wh i l e i n F i g ­
ure 5 p a r t i c i p i a l sentences r e q u i r e one 
e x t r a r e g i s t e r assignment (NMODS). How­
ever , we have de f i ned complex i ty in terms 
of the number of arcs a t t emp ted , and we 
now show t h a t t h i s measure can a l so account 
f o r the expe r imen ta l r e s u l t s . 

F igu re 2 con ta ins the arcs necessary 
f o r pass ive sentences. Simple a c t i v e [ 6 ] 
and pass ive [ 1 0 ] sentences are t r e a t e d 
i d e n t i c a l l y u n t i l s t a t e VP/V i s reached. 
Arc 9 is a t tempted f o r both of them and is 
taken f o r the p a s s i v e , r e t u r n i n g t o VP/V. 
9 is a t tempted aga in but f a i l s , and then 
twe lve a d d i t i o n a l a rcs are t r i e d be fo re 
the success fu l f i n a l pop i s execu ted . 
Since on ly s i x a d d i t i o n a l arcs are a t temp­
ted f o r the a c t i v e , the d i f f e r e n c e i n f a ­
vor o f the r e l a t i v e complex i t y o f the pas­
s i v e i s s i x . (The d i f f e r e n c e i s seven f o r 
the more compl ica ted grammar in F igu re 5 . ) 

F igu re 5 g ives the necessary m o d i f i c a ­
t i o n s f o r the p rog ress i ve and p a r t i c i p i a l 
c o n s t r u c t i o n s ( i n bo ld f a c e ) . Arc 18 can 
be taken on ly i f t he c u r r e n t word is a 
present p a r t i c i p l e and the p r e v i o u s l y 
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i d e n t i f i e d main verb is be_. The a c t i o n s 
put the new verb in V and mark TNS as p r o ­
g r e s s i v e . Arc 19 s imply adds an i d e n t i ­
f i e d p a r t i c i p l e to NMODS, where the f u n c ­
t i o n NPBUILD w i l l f i n d i t . The a n a l y s i s 
o f [14a] i s s imp le : a t s t a t e VP/V, the 
c u r r e n t word w i l l be f i x i n g and be w i l l 
be in V, so t h a t arc lb can be taken . 
Since f i x i s t r a n s i t i v e , benches w i l l b e 
i d e n t i f i e d as the d i r e c t o b j e c t , and the 
pop at arc 5 w i l l be s u c c e s s f u l . [14b] 
i n v o l v e s cons ide rab ly more e f f o r t . At 
VP/V, arc 18 w i l l a l so be taken but arc 
3 is r u l e d out w i t h per form in V (see f oo t 
note 1 ) . Before r e t u r n i n g to arc 3 w i t h 
be in V, arcs 1, 1 1 , 5> 10, and 12 w i l l 
be t r i e d , and a d d i t i o n a l arcs w i l l be a t ­
tempted i n d e r i v i n g the c o r r e c t p a r t i c i ­
p i a l a n a l y s i s (we assume t h a t be_ is marked 
t r a n s i t i v e ) . 

Thus the f u n c t i o n a l - r e l a b e l l i n g and 
the a t t e m p t e d - t r a n s i t i o n s exp lana t i ons ac­
count equa l l y w e l l f o r the exper imen ta l 
o b s e r v a t i o n s . At present we have no f i r m 
e m p i r i c a l bas is f o r choosing one complex­
i t y measure over the o t h e r ; we must f i n d 
c r u c i a l sentences where the measures make 
opposing p r e d i c t i o n s and l e t the data de­
c ide f o r us . So f a r , we have been unable 
to d i scove r such sentences. 

C. Prenominal A d j e c t i v e Order ing 

Another problem concerns the segmen­
t a t i o n o f s u p e r f i c i a l sequences o f words 
i n t o s t r u c t u r a l u n i t s . Where does a noun-
phrase b e g i n , f o r example, and where does 
i t end? That these are not t r i v i a l ques­
t i o n s i s i l l u s t r a t e d by [ 1 5 a - b ] , where 
the r o l e o f marks i s unc lea r u n t i l the 
whole sentence has been processed. 

[ 1 5 ] a . The p l a s t i c p e n c i l marks 
e a s i l y . 

b. The p l a s t i c p e n c i l marks were 
u g l y . 
(=Bever 's [ 6 6 a - b ] ) 

Of cou rse , no mat ter what pe rcep tua l s t r a ­
tegy i s i nvo l ved in making these d e c i s i o n s , 
the t r a n s i t i o n network w i l l con t inue t r y ­
i ng a l t e r n a t i v e paths u n t i l i t a r r i v e s a t 
the c o r r e c t segmenta t ion , but an a p p r o p r i ­
a te s t r a t e g y would make the a n a l y s i s more 
e f f i c i e n t . Bever suggests t h a t i n recog ­
n i z i n g the end of a noun-phrase, n a t i v e 
speakers use a s t r a t e g y which a l so ac­
counts f o r the anomalies in such p a i r s as 
(w i t hou t c o n t r a s t i v e s t r e s s ) : 

[ 16 ] a . The red p l a s t i c b o x . . . 

b . *The p l a s t i c red b o x . . . 

c . The l a r g e red b o x . . . 
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d . *The red l a r g e b o x . . . 
(=Bever 's [ 6 7 a - d ] ) 

He c i t e s the t h e o r i e s of M a r t i n (17) and 
Vendler (25) which e s s e n t i a l l y c l a im t h a t 
the more " n o u n l i k e " an a d j e c t i v e i s 5 , the 
c l o s e r to the noun i t must be p laced.Thus 
the anomalies in [ 16 ] are accounted f o r 
i f we assume t h a t p l a s t i c is more noun l i ke 
than red and red is more noun l i ke than 
l a r g e . A l though the n o t i o n noun l i ke i s 
not made very p r e c i s e , Bever g i ves h e u r i s ­
t i c arguments t h a t these assumptions are 
c o r r e c t . He then p o s t u l a t e s t h a t the end 
of a noun phrase is s i g n a l l e d by a word 
which i s l ess noun l i ke than p reced ing 
words ( 1 , S t ra tegy E, p . 323) . Since 
l a r g e i s l ess noun l i ke than r e d , the i n i ­
t i a l noun phrase in [ l 6 d ] must be the r e d . 

Th is c o n s t r a i n t i s d i f f i c u l t t o ex­
press i n t r a d i t i o n a l t r a n s f o r m a t i o n a l f o r ­
malisms but i s q u i t e d i r e c t l y r ep resen -
t a b l e i n the t r a n s i t i o n network . I t not 
on ly makes the t r a n s i t i o n network more 
congruent w i t h performance data but a l so 
helps t o r u l e out the anomalies i n [ 1 6 ] . 
Assuming t h a t noun l i ke is w e l l - d e f i n e d and 
tha t a l l p o t e n t i a l nouns ( i n c l u d i n g a d j e c ­
t i v e s ) are in ca tegory N and have t h e i r 
noun l i ke -ness marked i n the l e x i c o n , the 
dashed arc in F igure 5 is the necessary 
a d d i t i o n to the network . Arc 20 is a t temp­
ted be fo re the pop from NP/N. I f the noun­
l i k e - n e s s o f the c u r r e n t word i s g rea te r 
than or equal to t h a t o f the word in N, 
then the word in N is not the head of the 
noun-phrase. We add t h i s word to the l i s t 
of m o d i f i e r s in NMODS, and p lace the c u r ­
ren t word in N, as a new cand ida te f o r 
head noun. We con t inue l o o p i n g u n t i l we 
f i n d a word t h a t i s l e s s noun l i ke than the 
head, mark ing t he end of the noun-phrase. 
Th is procedure w i l l accept [ 1 6 a , c ] but r e ­
j e c t [ 1 6 b , d ] except i n c o n s t r u c t i o n s a long 
the l i n e s o f [ 1 7 ] . I n [ 1 7 ] the a d j e c t i v e s 
are accepted on ly because they can be ana­
lyzed in separate noun-phrases: 

[ 1 7 ] I l i k e the p l a s t i c red boxes 
are made o f . 

V . The J u s t i f i c a t i o n o f T r a n s i t i o n Net ­
work Models 

In the p reced ing sec t i ons we i l l u s ­
t r a t e d the s imple way in which t r a n s i t i o n 
network grammars can express some of Be­
ver ' s pe rcep tua l s t r a t e g i e s . The t r a n s i ­
t i o n network analyzes s t r i n g s i n essen­
t i a l l y l i n e a r o r d e r , and the grammat ica l 
n o t a t i o n i s f l e x i b l e enough so t h a t gram­
mars can be dev ised to f i t wide ranges of 
performance f a c t s . However, t o J u s t i f y 
the e f f o r t needed to s imu la te exper imen ta l 
data w i t h network models, we must show 
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t h a t the r e s u l t i n g grammars o f f e r subs tan­
t i a l advantages compared t o i n f o r m a l v e r ­
ba l i n t e r p r e t a t i o n s , such as B e v e r ' s . In 
t h i s s e c t i o n we argue t h a t these grammars 
are both concep tua l l y and e m p i r i c a l l y p r o ­
d u c t i v e : they lead to new t h e o r e t i c a l 
q u e s t i o n s , and they suggest new l i n e s of 
e x p e r i m e n t a t i o n , p r e d i c t i n g s p e c i f i c o u t ­
comes. To the ex ten t t h a t the p r e d i c t i o n s 
of a p a r t i c u l a r grammar are c o n f i r m e d , 
t h a t grammar is v a l i d a t e d as a model of 
the p s y c h o l o g i c a l processes i n v o l v e d i n 
sentence comprehension. 

The grammar shown in F igu re 5, wh i l e 
on ly a smal l f ragment of a complete Eng­
l i s h grammar, w i l l s u f f i c e t o exempl i f y 
the e m p i r i c a l i m p l i c a t i o n s o f t r a n s i t i o n 
network models. I t has been designed to 
account f o r the data u n d e r l y i n g the pe r ­
cep tua l s t r a t e g i e s d iscussed above, but 
i t a l so encompasses independent f i n d i n g s . 
The grammar m i r r o r s the p e r c e p t u a l s t r a ­
t e g i e s Jus t so long as a d e p t h - f i r s t 
search procedure is used to d i scove r suc­
c e s s f u l a n a l y s i s p a t h s . Th is search o r ­
der i m p l i e s t h a t f o r t r u l y ambiguous sen­
t ences , one i n t e r p r e t a t i o n w i l l be recov ­
ered be fo re the o t h e r ; i f r e q u i r e d , the 
second i n t e r p r e t a t i o n can be recovered by 
s i m u l a t i n g a f a i l u r e and c o n t i n u i n g the 
a n a l y s i s . Th is i s i n l i n e w i t h the r e ­
s u l t s of MacKay and Bever (15) .and Foss 
et a l . ( 9 ) : MacKay and Bever found sub­
j e c t s to be aware t h a t they a r r i v e d a t 
one i n t e r p r e t a t i o n of an ambiguous sen­
tence f i r s t and cou ld even r e p o r t what 
the f i r s t i n t e r p r e t a t i o n was. Foss et_ 
a l . d i scovered t h a t sub jec t s tend t o i n ­
t e r p r e t ambiguous sentences in on ly one 
way; i f the f i r s t i n t e r p r e t a t i o n i s incom­
p a t i b l e w i t h the exper imen ta l c o n t e x t , 
they can u s u a l l y go on to f i n d another 
i n t e r p r e t a t i o n , a l t hough a d d i t i o n a l t ime 
is r e q u i r e d . The search s t r a t e g y under­
l y i n g the F igure 5 grammar accounts f o r 
these r e s u l t s even though the exper iments 
are not i m p l i c a t e d i n the p e r c e p t u a l s t r a ­
t e g i e s the grammar was designed to r e p r e ­
sent . 

For ambiguous sentences w i t h i n i t s 
scope, the grammar c l e a r l y p r e d i c t s which 
i n t e r p r e t a t i o n should predominate . Other 
t h i n g s be ing e q u a l , the f i r s t i n t e r p r e t a ­
t i o n w i l l have e s s e n t i a l l y the same a n a l y ­
s i s as the l ess complex of two unambigu­
ous sentences w i t h the same sur face s t r u c ­
t u r e . Thus in a r e p l i c a t i o n o f the Foss 
e t a l . exper iment , the f i r s t a n a l y s i s o f 
[18a ] should be the p r o g r e s s i v e , resem­
b l i n g [ 1 4 a ] , w h i l e the p a r t i c i p i a l deep 
s t r u c t u r e [14b ] should come out second. 
Sub jec ts should f i r s t a r r i v e a t the i n ­
t e r p r e t a t i o n paraphrased i n [ 1 8 b ] , r a ­
t h e r than [ 1 8 c ] : 


