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Abstract— The amount of effort that can be expended on 
information security depends on funds available and 
management decisions. Organisations therefore have to 
prepare an annual budget for the maintenance and 
improvement of their information security systems. Two of 
the key issues that confront IT management, when dealing 
with IT security investments, are how to spend the IT 
security budget most effectively, and how to make the case 
for an increase in funds to maintain and further enhance 
information security. The aim of this paper is to present a 
quantitative framework as an alternative way of analysing 
IT security investments in a banking environment in order 
to address the two issues mentioned above. A two step 
framework is proposed. The first step utilizes a cluster 
analysis (CA) technique and the second step employs a 
linear programming technique called data envelopment 
analysis (DEA). The purpose of the clustering step is to 
ensure that evaluations are carried out in groups of 
homogenous bank branches while the purpose of the DEA 
model is to determine which of the branches make efficient 
use of the IT security resources available to them. 
Following a brief discussion of the proposed framework 
and techniques used, an illustrative example, based on a 
well known South African financial institution, is 
presented. 

Keywords - IT security investment; cluster analysis; data 
envelopment analysis 

I.  INTRODUCTION 

The management of cyber security is a demanding task and 
investing in IT security is not just a matter of comparing 
technology needs with available technological function [1]. To 
manage the economic and technical impediments of an 
information security plan, Bodin et al [2] argued that there are 
two key issues that confront management; how to spend a 
limited information security budget effectively and how to 
make the case to top management for an increase in funds to 
further enhance an organization’s information security. 
Another aspect that adds to the problem is the so called 
‘security paradox’ as reported in The Security Paradox report 
issued by McAfee [3]. The paradox refers to the 
acknowledgement by organizations that cyber attacks, 

especially against midsize organizations, have increased, yet at 
the same time most organizations have frozen or cut their IT 
security budgets. 

There are many sources available in the literature on IT 
security investments and text books usually provide a lot of 
theory on the making of an economic case for IT security and 
how to determine the economic value through measures such 
as the net present value, internal rate of return, return on 
investment etc. The authoritative work by Pfleeger and 
Pfleeger [1] serves as a good example of a source that deals 
with these types of issues. However, despite these theoretical 
explanations there is still a shortage of reliable quantitative 
models that can provide enough information to analyze IT 
security investments. Cavusoglu et al [4] stated for example, 
that the lack of a comprehensive model that incorporates the 
specific features of IT security technologies has prevented 
firms from applying rigorous quantitative techniques to make 
security investment decisions. In an effort to address this lack 
of comprehensive quantitative models in the area of IT 
security investments researchers like Cavusoglu et al [4] and 
others have started to investigate the use of different 
techniques that rely on measurable or quantifiable metrics that 
can be used to assist in making sound decisions when dealing 
with IT security investments. Examples of other researchers in 
the literature who worked in this area can be found in [2], [5], 
[6] and [7]. 

In this paper a quantitative framework or model is 
developed and suggested as an alternative way of analysing IT 
security investments. A two step framework (figure 1) is 
proposed and the bank branch network of a well known South 
African financial institution was used to develop, test and 
validate the proposed methodology. The first step of the 
proposed methodology utilizes a cluster analysis (CA) 
technique and the second step employs a linear programming 
technique called data envelopment analysis (DEA). The 
purpose of the clustering step is to ensure that evaluations are 
carried out in groups of homogenous branches while the 
purpose of the DEA model is to determine which of the 
branches make efficient use of the IT security resources 
available to them. A bank branch network was selected for the 
study because banks and financial institutions are normally 
organisations that are making intensive use of technology 
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Figure 1.  Proposed framework 

 

and as such are subjected to high risks in terms of IT security 
and cyber attacks. In addition, the use of the DEA technique in 
a banking environment is not something new and there are 
numerous examples where DEA was used to determine the 
general efficiency of bank branches. Examples can be found in 
[8], [9] and [10]. 

The remainder of the paper is structured as follows. 
Sections II and III present a brief overview of clustering and 
data envelopment analysis respectively. The application of the 
methodology and results will be given in section IV while 
section V concludes the paper with some general comments. 

II. CLUSTER ANALYSIS (CA) 

Cluster analysis is a popular undirected data mining 
technique that is used to identify homogeneous objects [11]. It 
is defined by Jain et al [12] as the separation of a 
heterogeneous data set into groups of data, where each group 
is called a cluster, so that objects within a cluster are similar 
but different from objects in other clusters. Samoilenko and 
Osei-Bryson [13] stated that amongst the many reasons for 
performing clustering, the following two are particularly 
significant when dealing with predictive modeling in the 
presence of sample heterogeneity. 
 To find a set of natural groups (i.e. segmentation) 

 To improve the performance of predictive modeling and 
data mining techniques. 

The above two reasons are also applicable in this study. The 
objective of the first step in the proposed framework is to 
identify natural groups of bank branches based on similarity 

principles. Bank branches of a financial institution differ 
extensively in services they offer and customers they serve. 
Branches located in rural areas would offer vastly different 
services to a particularly different customer base than a branch 
located in a highly populated, commercialized area. Therefore, 
in order for DEA (the 2nd step in the proposed framework) to 
produce meaningful results, a high level of homogeneity 
within branches compared is essential. It is of course possible 
to identify similar branches of a financial institution simply by 
asking an expert within the financial institution that has a 
thorough understanding of the current branch network. 
Creating clusters containing ten or even twenty similar 
branches may be possible; however, logical groupings and 
clusters identified by expert opinion would largely be 
subjective to his/her personal interpretation of the individual 
branches under investigation. Jain et al [12] argue that humans 
can, without a doubt, perform competitively against automatic 
clustering algorithms in a two dimensional space however, 
they assert that with the increase in the dimensionality of the 
problem, so does the difficulty levels of intuitively interpreting 
the data increase. With well over four hundred branches and a 
large number of attributes describing each individual branch in 
this study, it becomes an impossible task for even the most 
seasoned expert to resolve without the use of a clustering 
algorithm. 

A large number of clustering algorithms are available 
and reported on in the literature [14]. New algorithms are 
regularly introduced and older algorithms updated, with every 
algorithm performing better in its own right when presented 
with appropriate data. Clustering algorithms are generally 
grouped into hierarchical or partitioning algorithms and in this 
study k-means clustering, which is a partitioning clustering 
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technique, was used and will briefly be described in the next 
paragraphs. 

K-means clustering is one of the most popular 
clustering algorithms used to group similar objects together 
[15], [16]. The k-means algorithm groups a multi-dimensional 
data set into a predetermined number of groups called clusters. 
Objects within a cluster represent similar characteristics and 
dissimilar characteristics to objects in different clusters. 

Once the user specified the appropriate k-value, the 
algorithm starts by selecting k arbitrary data points as the 
initial cluster centres, also called centroids. All data points are 
then assigned to the nearest arbitrary selected cluster centre 
and can only belong to one cluster.  Subsequently, a new mean 
is calculated for every cluster and this becomes the new 
cluster centre or centroid.  All the data points are then 
reassigned to the nearest centroid. The mean for every cluster 
is then re-calculated. At any point the k-means are actually the 
arithmetic mean of the groups of clusters it represents. This is 
an iterative process and continues until data points stop 
moving between clusters. Figure 2 is a graphical illustration of 
the k-means clustering process. With reference to the 
successive iterations, observe the cluster centre moving as 
objects get assigned to new clusters. 

 

Figure 2.  Clustering of a set of objects with the k-means method as 
illustrated by Han and Kamber [17] 

Analysing every possible subset of clusters is 
computationally infeasible and various greedy heuristics are 
used for iteration optimisation. The squared error clustering 
algorithm is generally applied, and this algorithm minimises 
the squared error. Dunham [18] describes the squared error of 
a cluster as the sum of the squared Euclidean distances 
between each object in the cluster and the cluster centroid 

kC . Given a cluster ik , let the set of objects mapped to that 
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It should be noted that different k-values will produce 

different results and the selected k-value should correspond to 
the natural structure of the data. Finding an appropriate k-
value might be difficult. A k-value that is too high might lead 
to over fitting whereas a k-value that is too low might lead to 
patterns being undetected. The k-means algorithm may also be 
sensitive to outliers in the data. 

III. DATA ENVELOPMENT ANALYSIS (DEA) 

Data envelopment analysis (DEA) is a non-parametric 
linear programming methodology that is used to determine how 
efficiently an operating unit converts inputs to outputs when 
compared to other units. The technique was introduced by 
Charnes et al in 1978 [19] and has since been used extensively 
to measure and evaluate the relative efficiency of decision 
making units such as, for example, branches of the same bank, 
universities, hospitals and electric utilities. 

The DEA technique converts multiple inputs and outputs 
into a single comprehensive measure of efficiency for each of 
the decision making units. This measure can lie anywhere 
between zero (meaning the unit is totally inefficient) and one 
(meaning the unit is technically efficient). Another advantage 
of DEA is that beyond simply discovering inefficient 
branches, additional insight can also be provided relating to 
the magnitude of inefficiency associated with the inputs and 
outputs. This ability of DEA makes it possible to pinpoint 
particular areas for improvement of efficiency. The original 
model and how the analysis is performed is briefly 
summarised by Vassilogou and Giokas [20] as follows.  
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 where 

o  = the index of the unit being assessed from the set of r = 1, 
…, n units 

k  = the number of outputs at the units 

m  = the number of inputs at the units 

ir = observed output i at unit r 

xjr = observed input j at unit r 

ε = small positive number 

The above analysis is performed for the different units 
producing an efficiency rating for each of the n units. The 
required solution is the set of (ui, vj) values that maximise the 
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efficiency ratio Eo of the unit being rated without resulting in 
an input/output ratio exceeding 1 (100% efficiency). 
Consequently, if a relative efficiency rating of 100% is not 
attained under this set of weights, it cannot be attained under 
any other set (for the same sample of units). This fractional 
programming problem is replaced with a linear programming 
equivalent through a series of transformations, which are set 
out in detail in [19]. 

One of the fundamental assumptions of the DEA technique 
is that of functional similarity (homogeneity) of decision 
making units under review [21]. According to Samoilenko and 
Osei-Bryson [13] it simply means that in order to compare, 
meaningfully, the relative efficiencies of units in a sample or 
data set, the units must be similar in terms of utilisation of the 
inputs and production of the outputs. In this paper, the 
possible non-homogeneity of bank branches is addressed 
through the first step (clustering analysis) in the proposed 
framework. 

The mathematical details of the DEA technique do not 
form part of this paper. A good exposition of technical details 
and the various types of DEA models can be found in [22] and 
[23]. 

IV. APPLICATION AND ILLUSTRATIVE EXAMPLE 

This section presents an application and illustrative 
example of the proposed framework. The two steps in the 
framework were applied to the branch network of a well known 
South African financial institution and results indicated that the 
use of the methodology is feasible. 

A. Application 

The first step of the proposed methodology is to perform a 
cluster analysis of bank branches into homogeneous sets. The 
motivation for this step lies in the homogeneity assumption 
about units under assessment in a DEA model together with 
the fact that bank branches may differ in services offered to 
different communities. The financial institution operates close 
to four hundred branches across South Africa. While some of 
the branches operate in urbanised areas such as Sandton, 
which is at the heart of the South African economy, other 
branches operate in rural towns, for instance Ventersdorp, 
within a much smaller society. It is therefore clear that when 
comparing bank branches they should be similar by nature. 
Data for the clustering was provided by the financial 
institution and comprises information from 398 retail branches 
across South Africa for the period 1 January 2007 to 31 
December 2007. 

There were literally hundreds of variables available that 
described the branches and the services they deliver. To 
reduce the dimension of the problem it was decided to select 
only a few variables for clustering purposes. An intense 
process was then followed to ensure that the most appropriate 
variables are selected for the clustering exercise. This process 
included, amongst other things the discarding of descriptive 
variables e.g. branch name; the use of expert opinion; the use 

of correlation analysis to exclude redundant variables; removal 
of variables with missing data values etc. The variable 
selection process resulted in the following eleven variables 
used for the final clustering. 

TABLE I.  VARIABLES USED FOR CLUSTERING 

1. Branch number 7. Number of credit card 
accounts 

2. Number of current 
accounts 

8. Number of high value 
customers 

3. Number of home loan 
accounts 

9. Number of asset based 
finance accounts 

4. Number of small business 
customers 

10. Number of investment 
accounts 

5. Number of affluent 
customers 

11. Number of money market 
accounts 

6. Number of savings 
accounts 

 

 

The SAS 5.2 Enterprise Miner software package was used 
to perform the clustering. The procedure used in this software 
package finds clusters of objects, in this case homogeneous 
bank branches, by using the k-means clustering algorithm. It 
was decided to run the cluster analysis with different k-values 
in order to determine the most appropriate number of clusters. 
Results obtained from these empirical experiments revealed 
that a value of k=12 produced the best clustering results. These 
results were confirmed as being the “best” by statistical 
measures such as, for example, mean square errors, standard 
deviations and cluster radius. The results were also presented 
to senior management who confirmed that the clusters are 
realistic. From the above results, a cluster containing 109 
branches was selected for further analysis. This cluster of 
branches, together with appropriate input and output variables, 
were taken as input for the DEA model (2nd step of the 
proposed framework) and represents the required 
homogeneous set of units to be evaluated. 

DEA is based on observed input and output data that is 
used to construct a measure of efficiency. The choice of input 
and output variables for this study relied on the availability of 
data. Unfortunately the data related specifically to IT security 
were classified as sensitive and confidential and the financial 
institution under review did not want to make the data 
available for publication. Data was therefore generated 
through a simulation process in order to be able to illustrate 
the suggested model. The next paragraph explains the choice 
of input and output variables used. 

Input variable. Only one input variable, the cost of IT 
security at each branch, was selected for the DEA model. An 
average cost for IT security was available for each branch and 
included costs such as costs for physical security and costs 
recovered from branches for logical IT security. Unfortunately 
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these cost figures were highly confidential and for illustrative 
purposes a cost figure was generated (based on the real data) 
from a normal distribution with mean 20 and a standard 
deviation of 10 (times R10000). 

Output variables. Two output variables were selected. 
First, the number of IT security incidents at each branch was 
chosen. This data was also available but, as with the cost data, 
the data was too sensitive to publish. The number of incidents 
therefore had to be simulated as well. A Poisson distribution 
with a mean value of 20 was used to simulate the data. The 
second output variable used in the model was a customer 
satisfaction rating. Customer satisfaction ratings per branch 
were available and was calculated based on security aspects 
such as trust and confidence, services, safety and security, 
how safety staff conduct themselves etc. To protect the 
confidentiality of the data, a scaled version of the data was 
used in the model. 

B. Results 

The DEA model was applied to each of the 109 branches 
identified during the clustering analysis and a concise 
extraction of the results are presented below in table II. Each 
row of table II represents the solution to a linear program, 
which maximises the efficiency rating of the corresponding 
bank branch, under the constraints dictated by the output/input 
relationships operating in the complete data set. 

TABLE II.  BANK BRANCH EFFICIENCY RATINGS 

Branch number Efficiency rating Reference set 

1 

2 

3 

. 

51 

52 

. 

91 

92 

. 

. 

0.4966 

1 

0.7144 

. 

1 

0.5828 

. 

0.7530 

0.9394 

9, 51 

 

9, 29 

. 

 

9, 29 

. 

2, 51 

14, 29 

 

In the third column, next to the relatively inefficient bank 
branches, appears the corresponding efficiency reference set. 
This is the subset of relatively efficient bank branches to 
which the bank branch in question has been most directly 
compared in deriving its efficiency rating. In this example 
only 6% of the branches were evaluated as fully efficient. This 
relative low number of efficient branches should not be a 
cause of concern as the results of any number of efficient 

branches can be used as a benchmark to assist management 
with future IT security investment decisions. Also, when the 
number of input and/or output variables is increased, the linear 
programming model would be able to discriminate easier 
amongst efficient and inefficient branches. 

Results in table II already provide a lot of information for 
decision making. Not only does it give a list of efficient and 
inefficient branches, but the average use of input and output 
levels of efficient and inefficient branches can now be 
calculated and compared to assist in decisions pertaining to IT 
security investments (input) and the return (number of security 
breaches and customer satisfaction) on the investments. Table 
III presents a summary of the basic information that can be 
obtained from a simple analysis based on information in table 
II (note that the customer satisfaction rating is a scaled value). 

TABLE III.  ANALYSIS OF EFFICIENT AND INEFFICIENT BRANCHES 

Variable Average 
Value 
for 
efficient 
branches 

Average 
Value for 
inefficient 
branches 

Dif-
ference 

% 
difference 

Cost 

Number of 
breaches 

Customer 
satisfaction 

R204870 

18.73 

 

0.0127 

R256030 

24.57 

 

0.0098 

R51160 

5.84 

 

0.0029 

24.97 

31.18 

 

29.60 

 

This simple analysis shows that, on average, the inefficient 
branches used 24.97% resources (cost) more than the efficient 
branches. On average, the customer satisfaction rating at 
efficient branches was also 29.6% higher than those at the 
inefficient branches and the average number of security 
breaches at the efficient branches was 18.73 while for the 
inefficient branches the average number of breaches was 
24.57; a difference of 31.2%. 

Apart from identifying inefficient bank branches, DEA can 
also provide additional insight about the degree of 
inefficiency. This ability of DEA makes it possible to pinpoint 
particular areas for improvement of inefficiency and is derived 
from each inefficient branch’s reference set (refer to table II). 
The reference subset consists of a branch or branches, 
producing a better level of output (number of security 
breaches and customer satisfaction) with fewer inputs (cost). 
Consider, for example, branch 3. The efficiency rating is 
0.7144 (table II) and the reference set consists of branches 9 
and 29. The solution to the linear program (not presented in 
this paper) for branch 3 gave dual prices of 0.242 and 0.567 
for the reference branches 9 and 29 respectively. Suppose we 
create a composite branch by combining 0.242 of branch 9 
with 0.567 of branch 29, i.e. 0.242[x1, x2, …, xn]

T + 0.567[x1, 
x2, …, xn]

T where xi = input i. Doing this, for the input 
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variable cost, the following result (table IV) is obtained for 
branch 3. 

TABLE IV.  ANALYSIS OF BRANCH 3 

Input Actual 
value 

(R10000) 

Value if 
efficient 
(Target 
value) 

(R10000) 

Difference 

(R10000) 

Percentage 
difference 

Cost 26.322 18.806 7.516 39.96 

 

The result shows that the actual input (26.322) for branch 3 
was greater than the derived composite (18.806) efficiency set. 
Specifically, the output achieved for branch 3 could have been 
achieved using R75160 less costs. Similar analyses for each 
inefficient branch can now be done to determine a cost value 
for IT security in each of the bank branches. 

To summarise, the proposed framework provides a 
technique for assessing the relative efficiency of a 
homogenous group of bank branches where there are multiple 
outputs and inputs related to IT security investments. It also 
provided an indication as to how inefficient branches should 
attempt to vary its IT security inputs and outputs so as to 
achieve a performance comparable to the best observed. It is 
this additional insight that will enable managers to make the 
case for an increase in funds for IT security investment or to 
ensure that budgets are spent effectively. 

In general, the use of a DEA model has the following 
advantages [24] which are of specific significance in the work 
presented in this paper. 

 Multiple outputs and inputs (related to IT security 
investment) may be included simultaneously in a single 
measure and because efficiency is often not a simple or 
singular measure, DEA can help to avoid the ambiguity 
that can arise with simple measures such as ratio analysis, 
cost variances etc. 

 A priori weights are not required for the input and output 
variables. 

 If controllable inputs (e.g. IT security cost) are included 
in the DEA model, a management strategy can be 
developed to improve efficiency. 

 DEA focuses on achievable best performance. Each unit 
(bank branch) is compared to other units and not to a 
hypothetical ideal or average performance. The model 
provides a meaningful and defensible standard based on 
best observed practice. 

 The reduction of multiple variables to a single 
performance measure reduces cognitive complexity. 

V. CONCLUSION 

Baker et al [5] stated that although there is no shortage of 
security standards and research business leaders often admit 
they have no reliable methodology for measuring the 
effectiveness of their security initiatives or collecting the data 
needed to make strategic decisions and determine the financial 
value of their efforts. 

In this paper a quantitative framework for evaluating IT 
security investments in a banking environment was presented. 
The proposed framework consists of two steps. In the first step 
clustering analysis is performed to ensure that evaluations are 
carried out in groups of homogenous bank branches while the 
second step entails the application of a linear programming 
model called data envelopment analysis to assess the efficiency 
of IT security investments. To demonstrate the framework it 
was applied on a limited scale to a South African financial 
institution. Due to the sensitive nature of data, certain data had 
to be simulated to illustrate the framework and model. Results 
have indicated that the proposed framework provides easy to 
understand information on the efficiency of bank branches 
where there are multiple input and output variables related to 
IT security investments. Additional information such as how to 
vary inputs (e.g. cost) will enable management to make 
important security investment decisions such as to justify an 
increase in funds. 

Based on the results and advantages offered by the 
proposed methodology, it is believed that the approach will 
alleviate uncertainty that is often linked to IT security 
investments and that an improvement in analysis and decision 
making can be expected. 
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