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ABSTRACT

Acoustic scene analysis has seen extensive development recently
because it is used in applications such as monitoring, surveillance,
life-logging, and advanced multimedia retrieval systems. Acoustic
sensors, such as those used in smartphones, wearable devices, and
surveillance cameras, have recently rapidly increased in number.
The simultaneous use of these acoustic sensors will enable a more
reliable analysis of acoustic scenes because they can be utilized
for the extraction of spatial information or application of ensem-
ble techniques. However, there are only a few datasets for acoustic
scene analysis that make use of multichannel acoustic sensors, and
to the best of our knowledge, no large-scale open datasets recorded
with multichannel acoustic sensors composed of different devices.
In this paper, we thus introduce a new publicly available dataset for
acoustic scene analysis, which was recorded by distributed micro-
phones with various characteristics. The dataset is freely available
from https://www.ksuke.net/dataset.

Index Terms— Distributed microphone array, acoustic scene
classification, publicly available dataset

1. INTRODUCTION

Acoustic scene classification (ASC), which associates a sound with
a related scene, has recently attracted much attention because of
its many useful applications such as those in monitoring systems
for elderly people or infants [1, 2], automatic surveillance systems
[3, 4, 5, 6], automatic life-logging systems [7, 8, 9], and advanced
multimedia retrieval [10, 11, 12, 13].

Many approaches to ASC are based on machine learning
techniques, especially deep neural network (DNN)-based meth-
ods [14, 15, 16, 17, 18, 19, 20, 21]. For instance, Valenti et al.
have proposed a method based on convolutional neural networks
(CNNs) [17], which allows robust feature extraction of acoustic
scenes against time and frequency shifts in the spectrogram do-
main. More sophisticated models such as VGG [22], ResNet [23],
and Xception [24], which achieve reasonable performance in im-
age recognition, have also been applied to acoustic scene analysis
[18, 19, 20]. Ren et al. have applied the attention mechanism to
CNN-based acoustic scene classification [21]. These DNN-based
approaches for ASC require a large-scale dataset; thus, the large-
scale datasets that are publicly available have contributed to related
research and development. Moreover, evaluation using a publicly
available dataset is an impartial means of assessing a method under
development. There are some open datasets for ASC, such as the
LITIS dataset [25], TUT Acoustic Scenes 2016 [26] and 2017 [27],
and TUT Urban Acoustic Scenes 2018 [28], which were recorded
with a single or stereo microphone(s). There are also other publicly

available datasets for detecting sound events that occur in a domes-
tic environment, such as the CHiME-Home dataset [29].

On the other hand, acoustic sensors that are easily accessi-
ble, such as those in smartphones, smart speakers, IoT devices,
and surveillance cameras, have rapidly increased in number. By
making use of these microphones simultaneously, we obtain spa-
tial information, which will help to recognize acoustic scenes
[30, 31, 32, 33]. For instance, an acoustic scene “cooking” and
related sounds tend to occur in a kitchen, whereas an acoustic
scene “shaving” and related sounds are likely to occur in a pow-
der room. There are also datasets for ASC or sound event classi-
fication based on multichannel observation, such as ITC-Irst AED
Database [34], FINCA Multi-channel Acoustic Event Dataset [35],
and SINS Database [36]. For example, ITC-Irst AED Database con-
sists of sound recordings including 16 types of acoustic events, such
as “door knock,” “cough,” and “keyboard.” Eight T-shaped micro-
phone arrays, each of which had four microphones, were used for
the recording. SINS Database consists of sound recordings includ-
ing 16 different activities in the home, such as “cooking,” “vac-
uuming,” and “phone call.” The recording was conducted using
13 microphone arrays, all of which were composed of four Sonion
N8AC03 MEMS microphones.

Considering that a large microphone array is constructed by
combining microphones that are mounted on smartphones, smart
speakers, IoT devices, and surveillance cameras, some microphones
often have a mismatch under acoustic conditions, such as the sam-
pling rate, frequency response, sensitivity, and/or noise level. This
condition mismatch often has a detrimental effect on the classifi-
cation performance of acoustic scenes and needs to be addressed.
However, there are no open datasets for ASC that were recorded in
a home environment using multiple microphones with various prop-
erties. In this paper, we thus introduce a dataset for ASC named Rit-
sumeikan University (RU) Multichannel Domestic Acoustic Scenes
2019, which was recorded by distributed microphones with vari-
ous properties. The characteristics of RU Multichannel Domestic
Acoustic Scenes 2019 are as follows:

• The dataset consists of 21 kinds of acoustic scenes including an
“absent” scene and high-privacy scenes such as “toilet,” “sleep-
ing,” and “taking a bath/shower.”

• The dataset was recorded using 42 distributed microphones
with various characteristics.

• The dataset consists of a total of 1,995.8 h of sounds (47.5 h
× 42 ch.), which can be divided into about 11,400 segments of
15 s sounds for each channel.

• The dataset can be utilized for evaluating ASC methods using
spatial information, ensemble techniques, or domain adapta-
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Figure 1: Floor plan of recording environment, microphone arrangement, and approximate positions of sound sources

tion techniques (by combining this and another multichannel
dataset such as SINS Database [36]).

• The dataset includes sample videos of most of the sound clips
(for understanding of recording environments and situations)

This dataset is freely available and can be downloaded at [37].
The remainder of this paper is structured as follows. In section

2, we provide an overview of RU Multichannel Domestic Acoustic
Scenes 2019. In section 3, the benchmark evaluation results are
reported. Finally, a conclusion is given in section 4.

2. OVERVIEW OF RU MULTICHANNEL DOMESTIC
ACOUSTIC SCENES 2019

2.1. Recording conditions

The dataset was recorded in an apartment where people actually
live. As shown in Fig. 1, the recording was conducted in six dif-
ferent rooms: a Japanese-style room (washitsu), hall, powder room,
bathroom, water closet, and a combined living room, dining room,
and kitchen. As the recording equipment, three TAMAGO-03 mi-
crophone arrays [38] (8ch × 3), 16 Shure MX150B/O microphones
(1ch × 16), one iPhone SE (1ch × 1), and one iPhone XR (1ch
× 1) were used. Each TAMAGO-03 array consisted of eight mi-
crophones mounted on a circle of a 36.5 mm radius at 45◦ inter-
vals, as shown in Fig. 2-(a). The sampling rate and bit depth of
the TAMAGO-03 microphones were 16 kHz and 16, respectively.
The Shure MX150B/O microphones were arranged in pairs with
50.0 mm intervals. As the microphone amplifier and AD converter
for the MX150B/O microphones, we used two MOTU 8Ms [39].
The sampling rate and bit depth of the MX150B/O microphones
[40], iPhone XR, and iPhone SE were 48 kHz and 16, respec-
tively. The microphones were synchronized between microphones
in each TAMAGO-03 array and 16ch MX150B/O microphones, re-

Table 1: Recorded acoustic scenes and their durations

Acoustic scene # clips Duration (min)
Absent 26 125.3
Changing clothes 67 119.8
Chatting 23 121.5
Cooking 14 228.0
Dishwashing 36 122.8
Eating 24 129.3
Ironing 25 129.6
Laundering 10 138.0
Moving 30 122.0
Nail clipping 37 121.1
Operating PC 22 123.3
Playing with toys 21 127.5
Reading newspaper/magazine 25 121.5
Shaving 59 146.5
Sleeping 23 144.0
Taking a bath/shower 18 181.5
Toilet 101 134.6
Toothbrushing 42 132.5
Vacuuming 29 122.8
Watching TV 28 128.4
Writing 18 131.2

spectively, but not between different devices. The recording condi-
tions are given in detail in [37].

2.2. Recorded acoustic scenes and recording procedure

We recorded 21 acoustic scenes that frequently occur in daily ac-
tivities at home. Table 1 lists the recorded acoustic scenes, which
include “absent” and high-privacy scenes such as “toilet,” “chang-
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Figure 2: Detailed microphone arrangements

ing clothes,” “taking a bath/shower,” and “sleeping.” Each sound
clip includes all the sounds derived from a series of actions in one
scene, for instance, a sound clip of “toothbrushing” includes sounds
derived from “picking up toothbrush,” “putting toothpaste on tooth-
brush,” “brushing teeth,” and “rinsing mouth.” The approximate
position of the sound source in each acoustic scene is also shown
in Fig. 1, except for the acoustic scenes “absent,” “moving,” and
“vacuuming,” in which the sound may occur over the entire apart-
ment. Each recording was started with a cue, which was an im-
pulsive sound, but detailed scenarios and recording times were not
directed.

To ensure the diversity of recorded sounds, we used various
household commodities and electronic devices such as four differ-
ent kitchen sponges, two irons, three nail clippers, three PCs, four
computer mouses, three electric shavers, five toothbrushes, and two
vacuum cleaners. Figure 3 shows these household commodities and
electronic devices.

2.3. Postprocessing

Since the microphones were not synchronized between different de-
vices, after recordings, we simply synchronized the sound clips us-
ing the cross-correlation between the nearest microphone pair. The
procedure for the synchronization and reshaping of recorded sig-
nals is shown in Fig. 4. We first selected the nearest microphone
pair from the unsynchronized microphones, and we then synchro-
nized the acoustic signals recorded by the microphone pair using
the cross-correlation all over the signals. Since the sampling rates
of the TAMAGO-03 microphones and the other microphones were
16 kHz and 48 kHz, respectively, the recorded sound at 48 kHz was
downsampled to 16 kHz when synchronizing. After that, we cut
the acoustic signals to remove cue sounds, which are irrelevant to
recorded scenes. Note that we did not take an arrival time difference
of sounds between channels, which is a significant cue for extract-
ing spatial information, into account; thus, sound clips needs to be
resynchronized accurately using blind compensation techniques for
distributed microphone array [41, 42] if we extract spatial informa-
tion using conventional methods of microphone array processing.

Figure 3: Household commodities and electronic devices used for
recording
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Figure 4: Synchronization procedure between unsynchronized mi-
crophones

Moreover, the different devices have sampling frequency mismatch;
however we did not compensate the mismatch between devices.

Although the length of the sound differs from sound clip to
sound clip, we suppose that each sound clip will be divided into
10 or 15 s segments, which are the units of analysis. A manipula-
tion tool that divides each sound clip into shorter segments is also
included in the dataset.

2.4. Contents of RU Multichannel Domestic Acoustic Scenes
2019

RU Multichannel Domestic Acoustic Scenes 2019 includes the fol-
lowing contents:

• Sound files in wav format (RIFF waveform audio format)

• Impulse responses at each microphone position (RIFF wave-
form audio format)

• Documents of recording conditions and postprocessing proce-
dures

• Sample videos (for understanding of recording environments
and situations)

• Tools for manipulating sound files

Each sound file is stored in the wave format, and 42-channel sound
files obtained in each recording are stored in one directory. The
dataset also contains impulse responses from some sound source
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Table 2: Experimental conditions

# total microphones 42
Sound clip length 15 s
Frame length 40 ms
Frame shift 20 ms
Network structure 3 conv. & 3 FC layers
Pooling in CNN layers 3 × 3 max pooling
Activation function ReLU, softmax (output layer)
# channels of CNN 42, 32, 16
# units of FC layers 128, 64, 32
Dropout ratio in FC layer 0.5
# epoch 150

locations to all microphone positions. Documents providing the de-
tails of recording conditions, postprocessing procedures, and pho-
tographs of recording environments are also included in the dataset.
We provide some sample videos for understanding of the recording
environments and useful tools for manipulating sound files (e.g., a
tool for dividing sound clips into segments of 10 or 15 s length).

3. BENCHMARK OF ACOUSTIC SCENE
CLASSIFICATION TASK

3.1. Experimental conditions

As the benchmark system in ASC, we evaluated the performance
of a CNN-based method using RU Multichannel Domestic Acous-
tic Scenes 2019. In this experiment, we cut sound files into 15 s
sounds. We then resampled the sound files to 44.1 kHz and ex-
tracted the 64-dimensional mel-band energies, which were calcu-
lated for each 40 ms time frame with 50% overlap. The imple-
mented system was based on [17]; the detailed network structure
and the parameter settings of the networks were determined with
reference to [32]. Forty-two acoustic feature maps extracted from
42-channel recordings were input to different channels in the first
CNN layer. The network was trained using the Adam optimizer
with a learning rate of 0.001. The other experimental conditions
are listed in Table 2. The evaluation was conducted using a four-
fold cross-validation setup, where each fold had roughly the same
number of sound clips with respect to each acoustic scene.

3.2. Experimental results

The performance of ASC using the CNN-based method was 58.3%
the average F-score for all acoustic scenes. This result indicates that
the ASC task using RU Multichannel Domestic Acoustic Scenes
2019 is still difficult even using the CNN architecture, which en-
ables scene classification with reasonable performance. Thus, we
consider that this dataset is suitable for evaluating ASC perfor-
mance with more sophisticated acoustic features based on spatial
information and/or models based on neural networks. More detailed
experimental results are given in [37].

4. CONCLUSION

In this paper, we introduced the RU Multichannel Domestic Acous-
tic Scenes 2019 dataset, which was recorded by multichannel dis-
tributed microphones with various devices. This dataset consists of

over 45 h × 42 channels of sounds recorded in a home environ-
ment in which people actually live. We hope that RU Multichannel
Domestic Acoustic Scenes 2019 will be widely used for evaluating
methods of ASC utilizing spatial information, ensemble techniques,
and domain adaptation techniques.
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