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The explosion of “big-data” analytics imposes great challenges
on traditional relational databases that are optimized for the CPU
architecture. CPUs follow the von Neumann model, which is a
control-flow architecture, and do not perform well on complex
analytical queries backed by statistics and machine learning that in-
volve massive data and parallelism. Therefore, emerging databases
often offload the data-intensive part of the queries to hardware
accelerators to achieve better performance and energy efficiency.
Common hardware accelerators include GPUs and FPGAs. GPUs are
highly-parallel and are efficient in performing sorting and sequen-
tial scans with predicates. They have been used in commercial prod-
ucts such as MapD (now Omnisci) [3] and Kinetica [2]. FPGAs are
reconfigurable hardware and can be used to accelerate a variety of
compute-intensive tasks such as data compression/decompression,
predicate evaluation [6] and pattern matching [5].

The problem with today’s hardware accelerators, however, is
that they are ad-hoc solutions for specific compute/data-intensive
queries. Although FPGAs are programmable, reconfiguration in-
cluding compilation, synthesis, and routing usually takes hours [6].
Therefore, applications must know the query patterns in advance
so that they can prepare the hardware for the tasks.

This problem might get solved by Intel’s new hardware design
called the Configurable Spatial Accelerator (CSA) [1]. CSA is a
dataflow architecture designed for the high-performance comput-
ing to assist or even replace the traditional superscalar out-of-order
CPUs in supercomputers. Figure 1 shows the microarchitecture of
CSA. CSA contains dense arrays of heterogeneous processing ele-
ments (PEs) that can handle integer and floating-point arithmetic,
as well as communication routing and in-fabric storage. They are
connected using the on-chip configurable network to form a desir-
able dataflow. PE executions are asynchronous. A PE is executed
once the inputs are ready, and the outputs are immediately for-
warded to the downstream PE. Intel claims that CSA can provide
an order-of-magnitude improvement in performance and energy
efficiency.

But what is really amazing about this hardware are 1) it can
directly map and execute the dataflow graphs generated by com-
pilers (e.g., C++ compilers), and 2) it only takes several hundreds
of nanoseconds to a few microseconds to reconfigure the PEs. Al-
though this new hardware just got patented and is still under de-
velopment (we have no idea when it will be available), it is not
too early to think about how these new features will dramatically
change the way reconfigurable hardware is used in a database. First,
because of the short reconfiguration time, databases can determine
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Figure 1: CSA Microarchitecture [1].

what tasks to accelerate on-the-fly. That means query optimizers
will be involved (unlike today’s FPGA-accelerated databases that
use UDFs to bypass query optimizers [4, 5]) with new cost mod-
els to make decisions in a heterogeneous environment. Second,
because CSA directly executes the compiler-generated graphs, it
can easily benefit from technological advances in query compilers
(e.g., codegen, JIT). Mapping (partial) dataflow graphs to the silicon
is claimed to be straightforward with one-to-one correspondence
between the nodes in the graph and the PEs on the board.

One step further, rumor says that Intel is treating CSA as a
processor or coprocessor rather than an accelerator because CSA is
a full dataflow engine that can directly execute the graphs created
by programs. It is probable that Intel is going to put multiple CSAs
along with one or multiple CPUs on the same Xeon-like die. If this
happens, CSAs will not be bottlenecked by the PCIe bandwidth (as
is the case for FPGAs) and will have cache-coherence. This allows
CSAs to efficiently handle a wider range of queries, including those
in OLTP applications. For example, we can map important indexes
to CSAs by hard-coding branching keys and the comparison logic in
the PEs so that index lookups can be performed at bare-metal speed.
Under this architecture, most database queries will be executed by
CSAs with CPUs acting as coordinators. We do not know when
the x86 era will end, but the CSA might challenge its dominance in
databases soon.
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