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Abstract 

The Trigger and Data Acquisition system (TDAQ) of 

the ATLAS experiment at the CERN Large Hadron 

Collider is based on a multi-level selection process and a 

hierarchical acquisition tree. The system, consisting of a 

combination of custom electronics and commercial 

products from the computing and telecommunication 

industry, is required to provide an online selection power 

of 10
5
 and a total throughput in the range of Terabit/sec. 

This paper introduces the basic system requirements 

and concepts, describes the architecture of the system, 

discusses the basic measurements supporting the validity 

of the design and reports on the actual status of 

construction and installation.  

INTRODUCTION 

The ATLAS experiment [1] is one of the four 

experiments aimed at studying high-energy particle 

interactions at the Large Hadron Collider (LHC), that is 

under construction at CERN in Geneva and is scheduled 

to start to operate in the year 2007. At present the 

different components of the ATLAS detector are being 

installed in the underground cavern and the 

commissioning process has started. 



The ATLAS TDAQ has been designed to take 

maximum advantage of the physics nature of very high-

energy hadron interactions. In particular, the Region-of-

Interest (RoI) mechanism is used to minimise the amount 

of data needed to calculate the trigger decisions thus 

reducing the overall network data traffic considerably.  

The selection and data acquisition software has been 

designed in-house, based on industrial technologies (such 

as CORBA, CLIPS and Oracle). Software releases are 

produced on a regular basis and exploited on a number of 

test beds as well as for detector data taking in test labs 

and test beams.  

The final system will consist of a few thousands 

processors, interconnected by multi-layer Gbit Ethernet 

networks.  

 

CONCEPTS AND DESIGN 

The ATLAS TDAQ is based on three levels of online 

event selection. Figure 1 shows the different functional 

elements of the system and the expected event rate at each 

stage. One can see that the TDAQ system is logically 

divided into a fast first level trigger (Level 1), a High 

Level Trigger system (the next two selection stages) and a 

Dataflow system that comprises all the elements 

responsible for the temporary data storage and the 

movement of the data between the different processing 

nodes.  

The first level trigger (L1) [2] provides an initial 

reduction of a factor ~10
3
 of the event rate starting from 

the 40 MHz nominal bunch crossing rate of the LHC, 

based on information from the muon trigger chambers 

and on reduced-granularity information from the 

calorimeters. 

 

 

Figure 1: ATLAS TDAQ architecture. Thinner arrows indicate the flow of control messages, thicker ones indicate the 

flow of data fragments.  The black arrows show the main data path. 



During the latency of the L1 trigger selection 

algorithms (up to 2.5 μs), the complete event data is kept 

in the pipeline memories of the detector front-end 

electronics. Only the data for the events selected by the 

L1 trigger is then transferred from these front-end 

memories into the readout buffers (ROBs) contained in 

the readout system units (ROSs), where it is temporarily 

stored and provided on request to the following stages of 

event selection.  

The data from the large number of detector readout 

channels is combined into ~1600 data fragments by the 

detector-specific readout drivers (RODs) and each of 

these fragments is sent for storage to an individual ROB.  

The maximum rate of events accepted by the L1 trigger 

that can be handled by the ATLAS front-end systems is 

limited to 75kHz, but an upgrade to 100kHz is considered 

for a later phase. Trigger studies estimates the L1 rate 

required to meet the ATLAS physics program needs, to 

be about a factor two lower than this limit. 

For every accepted event, the L1 system produces the 

“Region of Interest” (RoI) information, which includes 

the positions of all the identified interesting objects in 

units of pseudo-rapidity ( ) and azimuthal angle ( ). This 

information is sent by the different elements of the L1 

trigger system to the RoI builder (RoIB), which assembles 

it into a unique data fragment and sends it to a Level 2 

supervisor (L2SV). 

The L2SVs are the steering elements of the second 

trigger level (L2), which is designed to provide an 

additional factor 20-30 in reduction power with a latency 

of ~10 ms. The L2SVs receive the RoI information, 

assign the events to one of the processing units (L2PUs), 

and handle the results of the selection algorithms. The 

number of requested L2SVs scales with the L1 rate at 

which one runs the ATLAS experiment.  

To provide the requested reduction power the L2PUs 

need to access detailed information from all the ATLAS 

detector elements (muon system, calorimeters and inner 

detector). To minimise the data transfers required at this 

early stage, the L2PUs retrieve only the few data 

fragments related to the geographical addresses of the 

interesting objects identified by the L1 (1-2 % of the total 

data volume). To do so it uses the RoI information 

received by the L2SV to identify and access only the few 

ROBs containing the relevant data fragments. A fast 

identification of the relevant ROBs is made possible by 

the fact that there is simple and fixed correspondence 

between the RoI regions and the ROBs, as each of them 

always receive data fragments from the same specific 

detector front-end modules.  

The L2 system is really the most characteristic element 

of the ATLAS architecture, and provides detailed 

selection power before the full event-building and 

consequently reduces the overall dataflow power needs. 

The results of the L2 algorithms are sent by the L2SVs 

to the dataflow manager (DFM), which assigns the 

accepted events to the event building nodes (SFIs) 

according to load-balancing criteria. The SFIs collect the 

data fragments related to any assigned event from all the 

ROBs and assemble them in a unique event fragment.  

The expected rate of events at this stage is ~3.5 kHz, that 

given a mean ATLAS event size of 1.6 Mbyte, 

corresponds to a total throughput of about 6 GByte/s out 

of the event building system. 

The resulting complete event fragments are then sent to 

the event filter processors (EFPs) for the last selection 

stage, and the accepted events are finally sent to the 

output nodes (SFOs) to be permanently saved on mass 

storage. At this stage the rate of events is expected to be 

~0.2 kHz i.e. more than a factor 10
5
 lower than the 

original LHC bunch-crossing rate. 

The DFM also manages the list of events that can be 

removed from the dataflow system, as they have either 

been rejected by the L2 or received by an EFP, and 

periodically sends to the ROBs the list of data fragments 

to be released. 

SYSTEM IMPLEMENTATION 

The ROBs are implemented into custom PCI cards 

(ROBINs) each housing 3 independent buffers. The 

ROBINs are itself installed into PCs each one 

corresponding to a ROS.  

The connection between the RODs (detector specific) 

and the ROBs is implemented with point-to-point optical 

readout links (ROLs) conforming to the S-LINK 

specification [3] and providing individual data throughput 

of up to 160 MByte/s. 

A ROS typically houses 4 ROBINs, for a total of 12 

ROBs, and handles the data requests (from L2PUs and 

SFIs) for all of them through its network interfaces. Upon 

reception of a data request, the ROS application collects 

the relevant data fragments from the ROBIN modules 

through the PCI bus (from few selected ROBs for L2PU 

requests or from all of them for SFI requests), combines 

them into a unique ROS data fragment and sends it back 

to the requester. The total number of ROSs will be of  

~150. 

The existing RoIB prototype is implemented as a 

custom VMEbus system, receiving the individual RoI 

information fragments and sending the combined result to 

the L2SVs with the same point-to-point link technology 

as the one used for the ROLs. The performance of the 

communication protocol between the RoIB and the 

L2SVs and hence the maximum L1 rate that can be 

handled has been measured to scale linearly with the 

number of L2SVs.  

 



 

Figure 2: Muon reconstruction time at L2, on a 2.4 GHz XEON L2PU..

All the HLT and Dataflow nodes are implemented as 

multi-threaded C++ applications running on Linux PCs.  

The various nodes are interconnected by multi-layer 

Gbit Ethernet networks and a custom message passing 

protocol has been developed to manage the data 

movements.  

The size of the final system will be largely dominated 

by the number of processing nodes (L2PUs and EFPs).  

The number of L2PUs is determined by the latency of 

the algorithms. For the nominal algorithm latency of  

10 ms and a maximum L1 rate of 100 kHz, 1000 

independent computing units will be needed. This 

required computing  power will  be provided by ~500 

dual-CPU machines. 

For the Event Filter stage we estimate a need of ~1600 

EFP nodes. The Event Filter system is designed to be 

scalable. In the initial running phases few nodes will be 

deployed and the system will grow afterwards to cope 

with the increasing requirements. Some Event Filter 

clusters may even be deployed in remote institutes sites.  

The number of SFI nodes is instead entirely determined 

by the event building throughput requirements, and by the 

design choice of never using any data network line to 

more than 75% of its capacity. A simple calculation 

shows that the final number of SFIs shall be ~100. 

 

Table 1: Number TDAQ nodes required to handle the 

maximum ATLAS L1 rate 

Application type Number of nodes 

ROS ~150 

SFI ~100 

L2PU ~500 

EFP ~1600 

 

A complex online software infrastructure has been 

developed to configure[4], control[5], and monitor[6] 

such a large system. Details on specific aspects can be 

found in papers presented to this conference [7], [8].  

Coherent software releases containing both the 

dataflow applications and the infrastructure components, 

are produced several times per year. 

Details on the network design and management, and on 

the global system management can be found in [9] and 

[10]. 

SYSTEM VALIDATION 

All the components of the system have been 

implemented and tested in various testbeds and in a  

pre-series system installed in the ATLAS experimental 

cavern (see papers [11] and [12] presented to this 

conference) and results have been used to calibrate a 

detailed simulation of the final system. System prototypes 

have also been deployed as the main DAQ systems for the 

ATLAS test beams over the past few years. 

The principal critical parameters have been studied in 

detail.  

Figure 2 shows results from the measurements of basic 

L2 algorithm latencies (namely the muon reconstruction) 

with today’s standard CPUs. Measurements on different 

algorithms show similar performances and indicate that 

reaching the required global L2 latency of ~10 ms 

requires a reasonable computing power increase. Studies 

have indicated that even if CPU clock speed doesn’t seem 

to increase as quickly as originally expected, the required 

CPU performance will be provided on the proper time 

scale by multi-core machines (see [13]). 

Another critical element of the architecture is the ability 

of the ROSs to handle the high rate of data requests from 

L2PUs and SFIs. It is important to point out here that the 

various ROSs will receive a much different rate of 

requests from the L2PUs depending on the detector and 

the extension of the ,  region covered by the front-end 

modules to which they are connected. Hence very few 

ROSs (2-4) may become limiting factors for the system 

while the others will be largely under-utilized: in case of 

performance limitation one could hence provide few extra 

units to offload the few critical ones. Figure 3 shows the  



 

Figure 3: maximum performance achieved by the "worst-case" ROS as a function of the L2 event selection power, and 

compared with the ATLAS operating conditions for both high and low beam luminosity. 

.

measurements of the maximum L1 rate sustainable by the 

worst-case ROS for different values of the L2 event 

selection power. The results are compared with the 

expected ATLAS operating conditions. 

 

CONCLUSIONS 

ATLAS has designed a trigger and data acquisition 

system with a three-level trigger hierarchy, based on the 

Region-of-Interest mechanism that provides an important 

reduction of data movement. 

 The architecture has been validated by deploying the 

system on different testbeds. and on ATLAS test beams 

and using a detailed modelling software to extrapolate the 

reduced scale results to the system full size. 

Dataflow applications and protocols have been tested 

and perform according to specifications. 

 HLT software performance studies based on complete 

algorithms and realistic raw-data input indicate that our 

target processing times are realistic 

 The system design is complete and the installation has 

started. Part of the ROS system is already used by some 

ATLAS sub-detectors for their commissioning. 
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