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Abstract

We presenthere reslis from a series ofeigs of the siypervision system ofthe PC-Hased ATLAS Eent
Filter prototype performed atthe asgard Cluster at ETH Zirich. Preliminary comclusions ae dko
drawn onthe ggeraton of the name se®r used inthe farm. Futher tess will be necessarin orderto
fully understand effeass wiiich have mot beenseenom simaller coifigurations.
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1 Introducttion

We rreport here reailts ditained atETH Zirich in July 2001 wiile tesing the Sipervision
of the PCHlased EentFilter jrototype forthe ATLAS exgriment

2 Material condittions of tthe tests

The tess wereperformed aETH in Ziirich, onthe Beowilf asgard cluster [1]. The en—
tire cluster was made aulalle to us for ageriod of two days, athough the tesing time
itsdf represered dlout 12 Iouwrs of working time for two persoms (mot including am
overnightstaility tes).

2.1 The asgard Cluster

Theasgard cluster compises 24b-processor machines. Tipeqeessors are Peain
500 MHz (for 192 wodes) or600 MHz (for 48 nodes).Hadh madkine hhas 1 Glyte of
RAM and a 6 GB IDE hard disk. Frames of 24 machines are linketid® Mly's Edher—
net switches andéweenthe framedp a 1 Giss Ehernetswitch. Three login serrs and
two file severs (Pentium I11 500 MHz) are cameaed to the 10frameswia a 1 Gifs Eth—
ernetswitch.

All madiinesmin Red et Linux 6.2 (except the file severs witich run SwSE Linux 6.3).

2.2 Event Filter architecture

2.2.1 Dataflow

The Version 4 [3] daaflow code (writen in C++) wasuged. ttfollows the design de—
safibedin [2].

The Bent Filter farm conppises one or sesral sib—farms conne@d to the main DAQ
dada flow via the "Sib—Fam Input” (SH) amd "Sub—Farmm Output” (SFO).

Inside a sb—farm, exents are digtibuted to the grocessing nodes according &n "exent
type" ercodedin the exent header A first process I'tl" performs this sating operadion.
Events of a givem type ae sbred ly a "D2" processfifom which they are extraaed thy
event processing clietst (processingdsks — PT), pponally via local "D3" buffers. Se—
leaed enents ae cdleaked togaher in "C2" indgpemdent of their type. A local buffer
"C1" may optionally buffer themtefore C2. Figte 1 sunmariseshe daaflow tree.

All componens are linked on a cliensemer tasis. D1 (C2) is a seev for tioth SFI
(SFO) ard D2. D2, D3 ard C1 ae dient in input and sewer in output. PT are dientsin
both input and adiput. A name sever allows a ggamic configuation of thetree. tthas
beandeddedtb kegpthe implementation of this sever aslight aspyossble so asot to
overloadthe daaflow operaton.
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Figure 1: Dataflow tree

2.2.2 Supervision

The Sipervision codeis descibed in [5] and follows the desgn descibed in [4]. It is
written inJava ((IDK 1.3 toolkit).

A single Sipervisar controls the wiole fam. Java mobile ageits ae ser by the Sipervi—
sarto the different nodes dfthe farm where amobile agah sawver is running. Ageits can
migraie from sever to semer, cargyng their sate with them. After hawng movxed inb a
sawver, amagen becanes albcdl usaramd it can do exerything that a local usar cam do,
such as creahg or deleing processes, colleicty system or user informaion. Retirn
status ard cdleaied information is them reported fiadk to the Sipervisar (Figure 2).
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Figure 2: Supervision principle

A single inkerface haséentuilt. Different instancesppovide a single combl interface
amd multiple monitoring fadiities.

3 Tests

The various farm configurations wsedfbr the following tess wae deseibed in am XML
file descrlied in [6]. Theusage of sah files, conbimed with interfaces writen in TkITcl,
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providesthe flexitlity to easijyhandlevery large configuations.

The first saeies dftess weltave performed carsisted df measiting the time mecessay to
handle a configration on the farm, i.e. cre@g, visiting and deleng all the regired
processesfdr the daaflow. Preliminary operations (mot includedin the measited time)
comsisted df dowiloadng the sdtware anthe llocdl disk of every madiine ard stirting the
local Voyager daemons (also known as BllebAgent Semers). Time was meased with
a smple dironometer using the Sipervisar windowsneporting the agai aaivity to visu—
ally deteatthe end ofthe ggeraion. Suich a meastementtechnigue is raher cude asun—
cenainties are imtoduced Hecaise the netvork aaivity may introduce delag while wp—
daing the display. Errors of the arder of 5 secals dtould be assoted to the measue—
mens, rgpesening the fluctuations disemed while gerforming seeral imes the same

operations.

3.1 Influence of the farm granularity

All availahle modes (20) were wsed. Wé have measiued the time to launch a caifigura—
tion compising a single sb—farm and an dter one made of 20ubtfarms each hawg
12 canpute modes. 10nmobile agets (eabhone regmnsible for visiting 24 nodes) wee
launched inparallel. In#oth casestite sametdtal time (~ 11 s) was meased, from
which we carclude that the farm gramularity has o significat influemce anthe time
takem to lawnch a articular configuration.

3.2 Influence of the number of mobile agents

The mumber of mobile agaits seit in parallel to perform the sipervision tads canbe
easily modified. Each agenhas a listof nodesto visit, thereforeparallelisingtb some
extert the fam swpetvision. We liad dreadynoticed aonsmaller configurations that the
number of agems working ingarallel had an pfimum value which is ablalancebletween
the parallel exeaution of the gperations ard the cargeston gererated tyy the mmamy regorts
simultameausly satt badkto the sipervisar. We have measied the time mecessey to per—
form the 3Hasic sypervision ggeratons cotfigure, visit and shutdown, regedively: cre—
ate dl processesyigit all of them to cdlleat aind report information; dellete dl processes,
as a function of the number of mdhle agens for a single farm of 240 copue nodes.
Reailts ae displayedin Figure 3.
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Figure 3: Time to configure, shutdown and Vvisit as a function of the number of mobile agents. Meas—
urement technique is rather crude and errors of the order of 5 seconds should be considered.

While performing thesemeasuwements, it was fiound that sexeral processes idi not Start
properly whenthe number of mdhble agens was largettian athresholdvalue equal to
11. The mumber of missng processes as Wlehstheir locaion was qpareitly ramdom It
was roticed However that the D3 amd C1 canponents (laving sewver capahility in input
or output) were missing more ofin thangrocessingdsks (which are oglglients in input
and output). This led us to invesigake the belaviour of the maming sewice, wiich is a
crucial comonentin the inker—process relanship

3.3 Influence of the number of processes accessing the name
server in parallel

In thesetess, weused a cafiguration comprising 20 stb—farms with a varying number
of processingasks.W¢ hadtherefore 20 insinces ottlie D1, D2 and Carpcesses and as
many D3 amd C1 asppocessng nodes,iie. 24D. Evety mobile ageh was negponsible for
438 nodes (wih 5 ageits teing set in parallel).

The number of processingdsks wasaried from 2per node (leadinga a total number of
1016 grocessesymto 10 ger node (2928ppocesses)The time to Siart the processesn—
creased from 13 s0t40 s reppaively. All processes wereusoessiilly launched in all
cases.

The mumber of nodes wsited iy eadhmobile agah was them deaeasedtd 40 nodes
therdly increasinghe tbtal number of agerd inthe system This configuation change has
the dffeat of increasng the degee dfparallelism of the process ceaion amd therely in—
creasinglte number of grocesses needing accesshie name semr ata given moment

Whenthis was done, aaridile number of processes were tod natto hawe leen santed.
This therefore sggess a resorce conenion problem inthe name seer.



3.4 Maximum numbeer of mobile agents as a function of the
numbeer of sub—farms

The mumber of sub—farms in the farm was waried, wiile kegging the total number of
processng nodes (29). For ea¢hconfiguration, we deermmined the meaximum number of
molile agens gperaing in parallel for which allpgocesses wereusoessiilly launched.
Reailts ae jreseedin Tahle 1.

Number of | Minimum number of | Maximum numbex of mobile
sub—farms | visited nodes per agent | agents operating in parallel
1 Bedveen 20 and 22 11
10 Betwean30 ard 35 7
20 Batveen 30 and 35 7
30 Batveen 40 and 45 5

Table 1: Maximum number of mobile agents as a function of the number of sub—farms

Note that as the number of sib—farms increaseshé total number of semer conpo-—
nents (D1, D2, D3, C1, C2) &oincreases Wite the mumber of processng (client) tasis
remains constnt The resits in talle 1 indicae thatthis increase inite number of sener
tadts lasthe dfeat of reducing the total number of agerts which we ae dile to usein
parallel while ensting thatall processes araiscessiilly sianted.

3.5 Influence of the number of name servers operating for the
farm

In all the tess descibed dlove, a sngle mamme sever was usedfbr all madiinesin the
farm. The name seer is charagrisedhy the name oftg hostandthe gort usedtb com-
municaie with the dients. We modified the carfiguration file so that differemt namme
semers cald be useddy different sub—sat of the farm.Wié hane deermined in each case
the meximum number of mobile ageits aile to operate in parallel. Resilts ae preseited
in Takle 2 ,fbr a carfiguration of 30 sub—fams.

Number of | Maximum number
name servers | of mobile agents

Running on the same machine

1 5

2 7

4 8
Running on differ ent machines

2 10

Table 2 : Maximum number of mobile agents as a function of the number of name servers
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The number of mdhle agens does noscale wih the number of name semrs if they are
running oin the sane madiine, while it doesif they are run on differemt madkines. It cam
thereforeble conciuled that the origin of this effectis the insifficiency of a resauce
common to dl processes, e.g.RCPor network interface.

4 Conclusions and perspect tives

4.1 Functionality

We haxe demonstted the allity of the Sipervisor to launch from scrath large con-
figurations conppising gproximately 3000 gocesses digbuted on 240 machines, in
approximately 30 s.This figure canparesflavourally with those @ltained using the Om-
line Software Process Managatility [7]. In order tb facilitate the meastemens and
improve their acawracy, better tools to measiue the exeaution time of the sipervision op—
eratons shatld be wsed in fuure

The imgortance of corihuing such large scaleess is exdent from the resits ditained
here. Many featires, eppdially those delhg with the mamme sewver, had mot bean ob-
semed ingrevious tess on smaller dsters.

We ae extremely grateful to the Department of Physics of ETH Zirich, co—owrer of the
cluster, for hawing allowedus to usethe enire asgard cluster atshortnotice. It will lbe—
coime increasngly necessegy for us to have flexible accessa allarge scéd dluster (having
more tham 500 grocesses) sothat future aralyses carbe rapidly amd efficiently per—
formed. Accessd a large algter at CERN to helpin performing sich anajges waild
grealy fadiitate the further dexelopment of the ATLAS Event Filter.

42 Name server

The role dof the mame sever in the ggeration of the Event Filter Farmm is atucial in orderto
benefitfrom a flexilde configuation system. The algoritm wsedHy processes accessing
the mame sever is ddiberately very simple: arequestis sei to the mamme sever to sub—
satibe (sewer starting) or to gatthe identificaion of am existing sewer (client starting). If
the grocess does n@etthe answebéfore appe—definedtiime—aut, it retries. After 3 re—
tries, the grocess cosiders that the mamme sever doesniot exist amd exts.

This algorthm maywell be too simglistic for agplication in large farms andhus give
risetb sane of the jproblems desecibed dlmve. This lypothess will be further invesi-
gakedin the mearfuture. If confirmed, wemust them cleaty idettify the caise dfthe ot
tleneck reppnsiide for the ime—aut: CPU; network interface; ingpemensation of the
naming savice; aher? New stidiesincluding the measwements of the GFU amd memmory
usage as well as ofi¢ netvork sitistics are nowbbingglanned.

The relaive balancebetweenthe ime—aut duration, the number of raties andthe effi—
ciemcy of error deteaion will be invesigated. These sidies will be included in a mmore
general aproach ofthe faut tolerance and error recexy problem in the ATLAS High

Level Triggar systern



4.3 General conclusions

The gperation of the EF Java sipervision systermn on a large flarm hogiing processes aeh
neaed on a clientsemer scheme hateen stidied. Prollems natseen dung operaion
on simeller farms Irave mow beanobsaved. New stidies will be undertakein to amalysein
more dedil their origin andd siggestposshie soltions.
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